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Preface

The collection of systems represented in Sourcebook of 
Models for Biomedical Research is an effort to reflect the 
diversity and utility of models that are used in biomedicine. 
That utility is based on the consideration that observations 
made in particular organisms will provide insight into the 
workings of other, more complex, systems. Even the cell 
cycle in the simple yeast cell has similarities to that in 
humans and regulation with similar proteins occurs.

Some models have the advantage that the reproductive, 
mitotic, development or aging cycles are rapid compared 
with those in humans; others are utilized because individual 
proteins may be studied in an advantageous way and that 
have human homologs. Other organisms are facile to grow 
in laboratory settings or lend themselves to convenient analy-
ses, have defined genomes or present especially good human 
models of human or animal disease.

We have made an effort not to be seduced into making 
the entire book homage to the remarkable success of the 

genomic programs, although this work is certainly well 
represented and indexed.

Some models have been omitted due to page limitations 
and we have encouraged the authors to use tables and 
fi gures to make comparisons of models so that observations 
not available in primary publications can become useful to 
the reader.

We thank Richard Lansing and the staff at Humana for 
guidance through the publication process.

As this book was entering production, we learned of the 
loss of Tom Lanigan, Sr. Tom was a leader and innovator 
in scientific publishing and a good friend and colleague to 
all in the exploratory enterprise. We dedicate this book to 
his memory. We will miss him greatly.

P. Michael Conn
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Figure 8–1. Example of enrichment items for laboratory mice. 
The hut is tinted such that the mouse cannot see out, but human 
caretakers can see in. (Photo by Jill Rawlins.)

Figure 13–4. Imaging in live zebrafish embryos. (A) Whole 
embryos can be quickly imaged on a fluorescent dissecting micro-
scope in their chorions to sort positive transgenics (left) from 
wild-type siblings (right). These embryos were not treated with 
PTU so the melanocytes are visible. (B–E) Confocal microscopy 
permits much higher resolution imaging. (B) A quick method for 
labeling is to inject RNA encoding fluorescent proteins, in this 
case a histone2B-EGFP fusion, and a membrane localized mCherry 
was used to image all the cells of the inner ear. (C) GFP transgen-
ics can be used to image neuronal projections from the trigeminal 
ganglion as they extend. (D) GFP transgenics can mark specifi c 
populations of cells, in this case rhombomeres 3 and 5. (E) GFP 
fusion proteins can reveal the subcellular localization pattern of 
proteins, in this case a cytoplasmic protein in the Rohon-Beard 
and motor neurons of the spinal cord. (Images form S.G. Megason, 
L.A. Trinh, and S.E. Fraser, unpublished.)

Figure 13–5. Creating genetic mosaics in zebrafish. (A) Donor 
cells are first lineage labeled with a tracer dye at the one-cell stage. 
Donor embryos can also be injected with morpholinos, RNA, or 
DNA. At the 1000-cell stage, totipotent blastula cells are trans-
planted into regions of the host embryo fated to give rise to spe-
cifi c structures. Donor and host embryos can be of either mutant 
or wild-type genotypes. Resultant chimeras are grown for subse-
quent analysis. (B) Fate-map of the pregastrula stage embryos. 
(Modifi ed from Woo and Fraser, 1995.) (C) Mosaic embryo at 
24 hpf showing bright-field (left) and fluorescent image (right) of 
rhodamine-dextran-labeled donor cells targeted to the eye and 
forebrain. (B.A. Link, unpublished.)

Figure 25–1. Feline chromosome maps (labeled at top) and 
homologous synteny blocks (HSBs) in the human (H) and dog 
(D) genomes. HSBs are shown to the right of each cat chromo-
some map (only the map scale is shown). The dark cross-marks 
on each cat chromosome correspond to 100-cR5000 intervals. The 
inferred centromere positions are shown by dark circles. HSBs 
are color coded by human or dog chromosome, defined by the key 
in the bottom right corner. (Reprinted from Murphy et al.7 Copy-
right 2007, with permission from Elsevier.)

Figure 51–3. Changes in the CBV response to amphetamine (A) 
before and (B) 4 months after cessation of MPTP treatment in a 
cynomolgus monkey, showing an almost complete loss of amphet-
amine-induced CBV signal changes in dopaminergic regions. 
Parkinsonian primates had a prominent loss of response to amphet-
amine, with relative sparing of the nucleus accumbens and para-
fascicular thalamus. (Modified from Jenkins et al.183 Copyright 
2004 Society for Neurosciences.)

Figure 51–4. (A) Patterns of the fMRI response in the mouse 
main olfactory bulb (MOB) and accessory olfactory bulb (AOB, 
pink circle in slice 5) to the pheromone 2-heptanone, one of the 
urinary chemosignal compounds in mouse. The arrows point to 
two foci of activation suggestive of a pair of the nearly mirror 
projections of the receptor neuron subsets to the same MOB. Scale 
bar = 500 µm. (B) A flattened view of the olfactory bulb indicating 
the orientation of the odor maps shown in (C) and (D): A, anterior; 
D, dorsal; L, lateral; M, medial; P, posterior, V, ventral. (C, D) 
The odor maps of 2-heptanone (Hep) in two different mice show 
that this pheromone not only activates large regions of the MOB 
but also generates similar patterns across subjects. Interestingly, 
the odor map for amyl acetate (AA), a common odorant with an 
odor quality similar to that of 2-heptanone, was also similar to 
that of 2-heptanoneb. (Adapted from Xu et al.217 Copyright 2005 
Wiley-Liss, Inc.)

Figure 51–5. Signal changes in CBV-weighted fMRI obtained 
during stimulation of the cat visual cortex according to predeter-
mined stimulus orientations. (A) Raw gray-scale functional map 
obtained by subtraction of images during 0º stimulation from 
prestimulus control. The center of each patch is marked with a 
green + sign. (B) Four different grating orientations (0º, 45º, 90º, 
and 135º) were presented in the study of one animal, enabling a 
composite angle map to be generated through pixel-by-pixel 
vector addition of the four single-condition maps. In the left 
hemisphere (marked by a white rectangular box), changes between 
pixels preferentially activated by a particular stimulus orientation 
were smoothed by a 3 × 3 Gaussian Kernel. (C) A composite angle 
map was generated with the region indicated by the white ROI in 
(B) “Pinwheel” structures indicated by small white dots were 
observed where domains for all orientations converge. (Adapted 
from Zhao et al.114 Copyright 2005 Elsevier.)

Figure 51–6. Auditory activation in the songbird telencephalon 
shows (A) statistical maps illustrating the localization of 
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signifi cant signal intensity changes during auditory stimulation 
consisting of white noise (wn), a concerto of Bach (music), and 
a stimulation with song from a male starling (song). (B) The loca-
tion of the activated areas (top), together with the average BOLD 
response amplitude for each stimulus (bottom). (Adapted from 
Van Meir et al.231 Copyright 2005 Elsevier.)

Figure 61–1. The effect of single PSS exposure versus unex-
posed control on rat anxiety-like behavior and acoustic startle 
response and habituation. The representation of the data from both 
paradigms (EPM and ASR) shows two obvious and rather distinct 
features. First, it is clear that PSS exposure alters the response of 
the majority of individuals to at least some degree. Second, the 
cluster of individuals that forms in the upper left hand corner of 
the graph (i.e., had the more extreme responses to exposure) is 
quite distinct from the majority of individuals.36,48

Figure 68–2. Diabetic nephropathy induced by streptozotocin 
(STZ) in uninephrectomized mice. One week after uninephrec-
tomy, male CD1 mice received an intravenous injection of 
STZ. (A–D) Representative micrographs demonstrate glomerular 
enlargement, mesangial expansion, and segmental glomeruloscle-
rosis (periodic acid–Schiff staining; A, B) and glomerular colla-
gen deposition (Masson–Trichrome staining; C, D) (A and C) 

Normal control; (B and D) diabetic mice. Arrows indicate injured 
glomeruli. (E) Albuminuria develops in diabetic mice in a 
time-dependent manner. Data are presented as means ± SEM. 
*p < 0.05. (F) Glomerular collagen deposition score in diabetic 
and normal mice. *p < 0.05. (Adapted and modified from Dai 
et al.46)

Figure 68–3. Interstitial fibrosis in the mouse model of obstruc-
tive nephropathy. (A, B) Representative micrographs show the 
cross sections and gross morphology of the obstructed kidneys 
at day 14 after ureteral ligation. (A) Sham control; (B) UUO. (C) 
Western blot analyses demonstrate a marked induction of α-
smooth muscle actin (α-SMA), a molecular marker for myo-
fi broblasts, in the obstructed kidney at day 14 after UUO. (D) 
Double immunofluorescence staining shows the α-SMA (red) 
and proximal tubular epithelial cell marker, fluorescein isothio-
cyanate (FITC)-conjugated lectin from Tetragonolobus purpureas
(green). (E) Quantitative determination of total kidney collagen 
contents in sham and obstructed kidneys. Data are presented 
as means ± SEM. *p < 0.01. (Adapted and modified from Yang 
et al.59)

Figure 73–4. A pathogenetic model for the cytokine-mediated 
stromal reaction observed in MMM.
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1 Animal Models for Human Diseases
An Overview

JANN HAU

ABSTRACT
This chapter provides an introduction to the concept of labora-

tory animal models, focusing on a general classification of animal 
models for the study of human diseases. Animal models can be 
grouped into one of the following five categories: (1) induced 
(experimental) models, (2) spontaneous (genetic, mutant) models, 
(3) genetically modified models, (4) negative models, and (5) 
orphan models. This is followed by a discussion of how knowl-
edge concerning human biology and pathobiology can be extrapo-
lation from results obtained from studies of animals. Finally the 
chapter discusses how the difference in body size and metabolic 
rate between small laboratory animals and humans has an impact 
on the calculation of relevant doses for animals used as models 
for humans in experimental studies.

Key Words: Animal model concept, Induced animal model, 
Spontaneous animal model, Transgenic animal model, Negative 
animal model, Orphan animal model, Body size—scaling, Extrap-
olation, Laboratory animal science—definition.

INTRODUCTION
Throughout history ethical and religious considerations as 

well as social prohibitions have prevented experimental studies 
of human biology and pathobiology. Even studies of human 
anatomy were for long periods of time in history a criminal 
offense and thus not possible. Although impressive anatomical 
teaching theaters were established in many old European universi-
ties, postmortem dissection was often restricted exclusively to 
criminals executed for their offenses. In the more quiet corners of 
Europe the teaching theaters remained unused for decades. Con-
sequently, most of our present basic knowledge of human biology, 
physiology, endocrinology, and pharmacology has been derived 
from initial studies of mechanisms in animal models.1 Throughout 
history scientists have performed experiments on animals to 
obtain knowledge of animal and human biological structure and 
function.2,3 Often such studies have not been conducted, and are 
not possible to conduct, in humans. This may not only be due to 
ethical or religious considerations. Often practical, economic, and 
scientifi c reasons make initial studies in animals the best solution 
for studies of a biological phenomenon.

Laboratory animal science may be defined as the study of the 
scientifi c, ethical, and legal use of animals in biomedical research, 
i.e., a multidisciplinary field encompassing comparative biologi-
cal and pathobiological specialties for the optimal scientific use 
of animals as models for human or other species. Basic laboratory 
animal science is concerned with the quality of animals as sentient 
tools in biomedical research. It encompasses the comparative 
biology of laboratory animals, aspects of breeding, housing, and 
husbandry, anesthesia, euthanasia, and experimental techniques. 
For animal welfare reasons as well as for scientific reasons it is 
vital that scientists using animal models in their research are 
competent and have a good knowledge of basic laboratory animal 
science.

This sourcebook provides a thorough introduction to the use 
of animal models for human diseases. High quality animals com-
bined with first class animal care ensure the highest possible 
health and welfare status of the animals and are a prerequisite for 
good science and public acceptance of the use of animals in 
research.

THE ANIMAL MODEL CONCEPT
A laboratory animal model describes a biological phenomenon 

that the species has in common with the target species. A key word 
for understanding the concept of animal models is “analogy.”4 A 
model should not be considered a claim of identity with what is 
being modeled, but a convergent set of several kinds of analogies 
between the “target” phenomenon to be understood and the system 
that is being studied as a substitute for the target phenomenon. A 
more comprehensive definition has been given by Held on the 
basis of Wessler’s original defi nition5: “a living organism in which 
normative biology or behavior can be studied, or in which a 
spontaneous or induced pathological process can be investigated, 
and in which the phenomenon in one or more respects resembles 
the same phenomenon in humans or other species of animal.”

What is generally understood by the term animal model is 
modeling humans. It is not the image of the used animal that is 
the focus of research but the analogy of the physiological behavior 
of this animal to our own (or another) species. It would thus 
perhaps be more correct to refer to animals as “man models” in 
this context. Laboratory animal science, comparative medicine, 
and animal experiments are indeed much more about humans than 
about any other animal species.6

The practice of studying biological phenomena and diseases 
in laboratory animals and transferring the findings into solutions 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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and treatments for improving human health and welfare has a long 
history and is well established in biomedical sciences. The sig-
nifi cance and validity with respect to usefulness in terms of 
”extrapolatability” of results generated in an animal model depend 
on the selection of a suitable animal model. A good knowledge of 
comparative anatomy and physiology is an obvious advantage 
when developing an animal model. Animal models may be found 
throughout the animal kingdom, and knowledge about human 
physiology has been obtained from species far removed from 
humans in terms of taxonomy. A good example is the importance 
of the fruit fly for the original studies of basic genetics. Animal 
models are used in most fields of biomedical research as refl ected 
in the respective chapters of this book.

CLASSIFICATION OF ANIMAL MODELS
A plethora of animal models has been used and is being used 

and developed for studies of biological structure and function in 
humans. The models may be “exploratory,” aiming to understand 
a biological mechanism whether this is a mechanism operative in 
fundamental normal biology or a mechanism associated with an 
abnormal biological function. Models may also be developed and 
applied as so-called “explanatory” models, aiming to understand 
a more or less complex biological problem. Explanatory models 
need not necessarily be reliant on the use of animals but may also 
be physical or mathematical model systems developed to unravel 
complex mechanisms. A third important group of animal models 
is “predictive” models. These models are used to discover and 
quantify the impact of a treatment, whether this is to cure a disease 
or to assess toxicity of a chemical compound. The anatomy or 
morphology of the model structure of relevance to the studies may 
be of importance in all three of these model systems. The extent 
of resemblance of the biological structure in the animal to the 
corresponding structure in humans has been termed fidelity. A 
high fidelity model with close resemblance to humans may seem 
an obvious advantage when developing certain models. What is 
often more important, however, is the discriminating ability of the 
models, in particular the predictive models. When using models 
to assess the carcinogenicity of a substance it is essential that at 
least one of the model species chosen responds in a manner that 
is predictive of the human response to this substance. Thus the 
similarity between human and model species with respect to rel-
evant biological mechanisms is often more important than the 
fi delity of the model. Often the two go hand in hand and high 
fi delity models offer the best opportunity to study a particular 
biological function.

An animal model may be considered homologous if the symp-
toms shown by the animal and the course of the condition are 
identical to those of humans.7 Models fulfilling these requirements 
are relatively few, but an example is well-defined lesion syn-
dromes in, e.g., neuroscience.8 An animal model is considered 
isomorphic if the animal symptoms are similar, but the cause of 
the symptoms differs in humans and the model. However, most 
models are neither homologous nor isomorphic but may rather be 
termed partial. These models do not mimic the entire human 
disease, but may be used to study certain aspects or treatments of 
the human disease.8

CLASSIFICATION OF DISEASE MODELS
The majority of laboratory animal models are developed and 

used to study the cause, nature, and cure of human disorders. 

Disease models may conveniently be categorized in one of the 
following five groups, of which the three first are the numerically 
most important9:

1. Induced (experimental) models
2. Spontaneous (genetic, mutant) models
3. Genetically modified models
4. Negative models
5. Orphan models

INDUCED (EXPERIMENTAL) MODELS As the name 
implies, induced models involve healthy animals in which the 
condition to be investigated is experimentally induced, e.g., the 
induction of diabetes mellitus with encephalomyocarditis virus,10

allergy against cow’s milk through immunization with minute 
doses of protein,11 or partial hepatectomy to study liver regenera-
tion.12 The induced model group is the only category that theoreti-
cally allows a free choice of species. Although it might be 
presumed that extrapolation from an animal species to the human 
species is better the closer this species resembles humans (high 
fi delity), phylogenetic closeness, as fulfilled by primate models, 
is not a guarantee of validity of extrapolation, as the unsuccessful 
chimpanzee models in AIDS research have demonstrated.13 It is 
just as decisive that the pathology and outcome of an induced 
disease or disorder in the model species resemble the respective 
lesions of the target species. Feline immunodeficiency virus (FIV) 
infection in cats may therefore for many studies be a better model 
for human AIDS than HIV infection in simians. Although mice 
and rats have many biological characteristics in common, they do 
not necessarily serve equally well as models of human disease. 
For example, schistosomiasis (mansoni) infection may be studied 
in experimentally infected mice, but not in rats whose immune 
system is able to fight the infection effectively.14

Most induced models are partial or isomorphic because the 
etiology of a disease experimentally induced in an animal is often 
different from that of the corresponding disease in humans. Few 
induced models completely mimic the etiology, course, and 
pathology of the target disease in humans.

SPONTANEOUS ANIMAL MODELS These models of 
human disease utilize naturally occurring genetic variants 
(mutants). Many hundreds of strains/stocks with inherited disor-
ders modeling similar conditions in humans have been character-
ized and conserved (see, e.g., www.jax.org). The best known 
spontaneous models include the athymic nude mouse,15 the use of 
which represented a turning point in the study of heterotrans-
planted tumors and enabled the first description of natural killer 
cells. Some of these mutants were discovered almost a century 
ago, like the famous spontaneous model Snell’s Dwarf mouse 
without a functional pituitary16 and the curly tail mouse in which 
fetuses develop a whole range of neural tube defects.17 Many of 
the mutants are available in inbred strains with corresponding 
coisogenic or congenic strains. This is very useful because the 
infl uence of just one affected gene or locus may then be studied 
against a reference strain with a genetic background similar to the 
mutant.

An extensive literature is available on spontaneous models and 
the majority of these involve mice and rat models, although a wide 
range of mutants in many different species has been described. A 
good example of the amount of information available is the pub-
lication of Migaki,18 referencing more than 200 diseases in animals 
exclusively caused by inborn errors of metabolism.
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The spontaneous models are often isomorphic displaying phe-
notypic similarity between the disease in the animal and the 
corresponding disease in man, the so-called face validity, e.g., 
type I diabetes in humans and insulin requiring diabetes in the BB 
rat. This phenotypic similarity often extends to similar reactions 
to treatment in the model animal and the human patient, and 
spontaneous models have been important in the development of 
treatment regimens for human diseases.

However, if the object of a project is to study the genetic causes 
and etiology of a particular disease then comparable genomic seg-
ments involved in the etiology of the disorder—construct valid-
ity—is normally a requirement. It should be remembered, however, 
that an impaired gene or sequence of genes very often results 
in activation of other genes and mobilization of compensating 
metabolic processes. These compensatory mechanisms may of 
course differ between humans and the animal model species.

GENETICALLY MODIFIED MODELS The rapid develop-
ments in genetic engineering and embryo manipulation technol-
ogy during the past decade have made transgenic disease models 
the most important category—in terms of numbers—of animal 
disease models. The technology and ability to genetically modify 
mice resulted in a substantial increase in the numbers of labora-
tory animals used worldwide, which is a trend that seems to con-
tinue. A multitude of animal models for important diseases have 
been developed since this technology became available in the 
1980s, and the number of models has increased quickly. Mice are 
by far the most important animals for transgenic research pur-
poses, but farm animals and fish are also receiving considerable 
interest.

Many physiological functions are polygenic and controlled by 
more than one gene, and it will require considerable research 
activities to identify the contribution of multiple genes to normal 
as well as abnormal biological mechanisms. The insertion of DNA 
into the genome of animals, or the deletion of specific genes, gives 
rise to sometimes unpredictable outcomes in terms of scientifi c 
results as well as animal well-being in the first generations of 
animals produced. Thereafter transgenic lines can be selected and 
bred or cloned to avoid or select for a specific genotype. It is 
not an accurate science, although the methodology is constantly 
improving, with the aim of eliminating unwanted effects. The 
embryo manipulation procedures in themselves do not appear 
to affect the welfare of offspring in the mouse,19 and the large 
offspring syndrome common in farm animals has so far not 
been reported in the literature for rodents, although it has been 
observed (Johannes Wilbertz, Karolinska Institute, personal 
communication).

Mutations induced by the use of mutagens like ethylnitro-
sourea is another approach to the generation of new mutants, 
which may serve as models of human disorders. In many aspects 
these mutants may be similar to spontaneous mutants and to the 
ones generated by transgenic embryo manipulation. The mainte-
nance of a line raises issues for chemically induced genetic 
mutants similar to those for animals genetically modified through 
embryo manipulation.

The recent completion of the maps of the genomes of mouse 
(and other model animals) and humans will increase the research 
activities in functional genomics and proteomics, and using high 
density microarray DNA chip technology in human patients as 
well as in animals will make it possible to investigate which genes 
are switched on or off in different diseases.20

Having both the human and the mouse genome maps available, 
this new technology is expected to rapidly increase our knowledge 
on the genetic background and etiology of important diseases. 
This paves the way for a range of new homologous animal models 
with homology between animal and humans (construct validity) 
for genotype as well as for phenotype. This development may 
result in a change in animal use from models for the identifi cation 
of causative genes to models for studying the effects of changes 
in genetic pathways, gene–gene interactions, and gene–environ-
ment interactions.21 The characterization and application of genet-
ically modified mouse models are slowed down by difficulties in 
phenotyping the animals. There is a need for accurate and reliable 
behavioral assessment, biotechnology development for physio-
logical assessment, and analysis of complex data as well as train-
ing scientists in whole-organism research.22

NEGATIVE MODELS Negative model is the term used for 
species, strains, or breeds in which a certain disease does not 
develop, e.g., gonococcal infection in rabbits following an experi-
mental treatment that induces the disease in other animal(s). 
Models of infectious diseases are often restricted to a limited 
number of susceptible species and the remaining unresponsive 
species may be regarded as negative models for this particular 
human pathogenic organism. Negative models thus include 
animals demonstrating a lack of reactivity to a particular stimulus. 
Their main application is studies on the mechanism of resistance 
to gain insight into its physiological basis. Occasionally negative 
models give rise to the characterization of new spontaneous 
(mutant) models. Examples are found in studies of infectious 
diseases and carcinogenicity where individuals exhibiting resis-
tance to a treatment may be developed into new spontaneous 
models.23

ORPHAN MODELS An orphan model disease is the term 
used to describe a functional disorder that occurs naturally in a 
nonhuman species but has not yet been described in humans, and 
which is recognized when a similar human disease is later identi-
fi ed. Examples include Marek’s disease, papillomatosis, and 
bovine spongiform encephalopathy (BSE), Visna virus in sheep, 
and feline leukemia virus. When discovering that humans may 
suffer from a disease similar to one that has already been described 
in animals the literature generated in veterinary medicine may be 
very useful.

EXTRAPOLATION FROM ANIMALS TO HUMANS
When experimental results have been generated in an animal 

model they have to be validated with respect to their applicability 
to the target species, which normally is the human. The term 
extrapolation is often used to describe how data obtained from 
animal studies reliably can be used to apply to humans. However, 
extrapolation is generally not performed in its mathematical sense 
where data fit a certain function that may be described graphically, 
and the graph extended beyond the highest or lowest sets of data 
to describe a situation outside the window of observation. Estab-
lishing toxicity data in animals and using these to determine safe 
levels of exposure for people is perhaps what comes closest to 
mathematical extrapolation in animal studies. However, most 
studies of animal structure and function are never extrapolated to 
be applicable to describing the corresponding features in humans; 
this is not relevant. What laboratory animal experimentation is 
about is very similar to other types of experiments. The scientists 
aim to obtain answers to specific questions. Hypotheses are being 
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tested and the answers obtained, analyzed, and published. As an 
example of this, we might question the possible health hazards of 
a new synthetic steroid and ask a number of relevant questions to 
be answered in animal studies before deciding on its potential 
usefulness as a human hormonal contraceptive: Does it exist in 
the same form in humans and animals? How does it affect the 
estrus cycle in rodents? How does it affect endogenous hormone 
levels in rodents and other species? How soon after withdrawal 
do the animals revert to normal cyclicity? Does it interfere with 
pregnancy in rodents and primates? Does it affect fetal develop-
ment in rodents and primates? Is the frequency of fetal malforma-
tions in mice affected? Are puberty, the ovarian cycle, and 
pregnancy in rodent and dog offspring of mothers treated with the 
substance affected? Analyzing the data from experiments of this 
nature would provide information on the potential of the new 
synthetic steroid as a hormonal contraceptive in humans.

A large multinational pharmaceutical company survey ana-
lyzed data compiled from 150 compounds for the concordance 
between adverse findings in human clinical data with data that 
had been generated in preclinical tests in animals.24 The concor-
dance rate was found to be 71% for rodent and nonrodent species, 
with nonrodents alone being predictive for 63% of human toxicity 
(HT) and rodents alone for 43%. High concordance rates were 
found, e.g., for cardiovascular HTs (80%), hematological HTs 
(91%), and gastrointestinal HTs (85%). Lower concordance rates 
were observed, e.g., for the neurological group, because it is dif-
fi cult to identify symptoms such as headache and dizziness in the 
animals studied. The only gastrointestinal HT that did not corre-
late with animal studies was, not surprisingly, nausea. One of the 
conclusions reached in this study was that the choice of species 
used might be subject to more thoughtful consideration. By tradi-
tion studies are often carried out using rats and dogs, without an 
open-minded consideration of whether alternative species might 
be more appropriate for testing a specific compound.

Although the predictive value of animal studies may seem high 
if they are conducted thoroughly and have included several 
species, uncritical reliance on the results of animal tests can be 
dangerously misleading and has resulted in damage to human 
health in several cases, including drugs developed by large phar-
maceutical companies. What is noxious or ineffective in nonhu-
man species can be innocuous or effective in humans and vice 
versa. For example, penicillin is fatal for guinea pigs but generally 
well tolerated by humans; aspirin is teratogenic in cats, dogs, 
guinea pigs, rats, mice, and monkeys but obviously not in preg-
nant women despite frequent consumption.25 Thalidomide, which 
crippled 10,000 children, does not cause birth defects in rats26 or 
many other species,27 but does so in primates. Close phylogenetic 
relationship or anatomical similarity is not a guarantee of identical 
biochemical mechanisms and parallel physiological response, 
although this is the case in many instances.

The validity of extrapolation may be further complicated by 
the question of which humans. As desirable as it often is to obtain 
results from a genetically defined and uniform animal model, the 
humans to whom the results are extrapolated are genetically 
highly variable, with cultural, dietary, and environmental differ-
ences. This may be of minor importance for many disease models 
but can become significant for pharmacological and toxicological 
models.

It is not possible to provide reliable general rules for the valid-
ity of extrapolation from one species to another. This has to be 

assessed individually for each experiment and can often be veri-
fi ed only after first trials in the target species. An extensive and 
useful overview on the problem of predictive anthropomorphiza-
tion, especially in the field of toxicology research, is Principles
of Animal Extrapolation by Calabrese.28 The rationale behind 
extrapolating results to other species is based on the extensive 
homology and evolutionary similarity between morphological 
structures and physiological processes among different animal 
species and between animals and humans.29

MODEL BODY SIZE AND SCALING
The use of laboratory animals as models for humans is often 

based on the premise that animals are more or less similar with 
respect to many biological characteristics and thus can be com-
pared. However, there is one striking difference between mouse 
and human, and that is body size. In proportion to their body size 
mammals generally often have very similar organ sizes expressed 
as percentage of body weight. Take the heart, for instance, which 
often constitutes 5 or 6 g/kg body weight, or blood, which is often 
approximately 7% of total body weight.

It is well known that the metabolic rate of small animals is 
much higher than that of large animals. It has also been demon-
strated that capillary density in animals smaller than rabbits 
increases dramatically with decreasing body weight.30 However, 
considering that most animals are similar in having heart weights 
just above 0.5% of their body weight and a blood volume corre-
sponding to 7% of their body weight, it becomes obvious that in 
order to supply the tissues of small animals with sufficient oxygen 
for their high metabolic rate it is not sufficient to increase the 
stroke volume. The stroke volume is limited by the size of the 
heart and heart frequency is the only parameter to increase, which 
results in heart rates well over 500 per minute in the smallest 
mammals. Other physiological variables, like respiration and food 
intake, are similarly affected by the high metabolic rate of small 
mammals.

This means that scaling must be an object for some consider-
ation when calculating dosages of drugs and other compounds 
administered to animals in experiments.

If the object is to achieve equal concentrations of a substance 
in the body fluids of animals of different body size then the doses 
should be calculated in simple proportion to their body weights. 
If the object is to achieve a given concentration in a particular 
organ over a certain time period the calculation of dosage becomes 
more complicated and other factors including the physicochemi-
cal properties of the drug become important. Drugs and toxins 
exert their effect on an organism because of the way they are 
metabolized, the way they and their metabolites are distributed 
and bound in the body tissues, and how and when they are fi nally 
excreted.

However, metabolism or detoxification and excretion of a drug 
are not directly correlated with body size, but more accurately 
with the metabolic rate of the animal (see Schmidt-Nielsen30,31 for 
more details). Kleiber32 in 1932 was the first to demonstrate that 
in a log–log plot of mammalian body weight to metabolism the 
graph forms a straight line with a slope of 0.75.

The metabolic rate of an animal as expressed by oxygen con-
sumption per gram body weight per hour is related to body weight 
in the following manner:

M = 3.8 × BW−0.25
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where M is the metabolic rate (oxygen consumption in milliliter 
per gram body weight per hour) and BW is body weight in grams. 
This equation may be used to calculate dosages for animals of 
different body weights if the dose for one animal (or man) is 
known.33

Dose1/Dose2 = BW1
−0.25/BW2

−0.25

Dose1 = Dose2 × BW1
−0.25/BW2

−0.25

These equations should be considered as assistance for calcu-
lating dosages, but caution should be exerted with respect to too 
broad a generalization of their use, and the 0.50 power of body 
weight should be employed when dealing with animals having 
body weights below 100 g.34 Some species react with particular 
sensitivity toward certain drugs and marked variations in the 
reaction of animals within a species occur with respect to strain, 
pigmentation, nutritional state, time of day, stress level, type of 
bedding, ambient temperature, etc.33

CONCLUSIONS
The selection of an animal model depends on a number of 

factors relating to the hypothesis to be tested, but often more 
practical aspects associated with the project and with project staff 
and experimental facilities play a significant role. The usefulness 
of a laboratory animal model should be judged on how well it 
answers the specific questions it is being used to answer, rather 
than how well it mimics the human disease.35

Often a number of different models may advantageously be 
used in order to scrutinize a biological phenomenon and for major 
human diseases such as diabetes, a whole range of well-described 
induced models are available as are spontaneous models in both 
mouse and rat strains.

Most of the regulating authorities require two species in toxi-
cology screening, one of which has to be nonrodent. This does not 
imply that excessive numbers of animals will be used because an 
uncritical use of one-species models may mean that experimental 
data retrospectively turn out to be invalid for extrapolation, repre-
senting a waste of animals. The appropriateness of any laboratory 
animal model will eventually be judged by its capacity to explain 
and predict the observed effects in the target species.36

The free choice of species when developing animal models is 
more or less restricted to the induced models making use of clini-
cally healthy animals, in which a condition deviating from nor-
mality is experimentally induced. Although all laboratory animal 
species are in principle available for model development, it has 
been a clear trend during the past 30 years that the most popular 
species, the house mouse and the Norwegian rat, are increasing 
in popularity at the expense of farm animal species and pet species, 
while the use of nonhuman primates seems to remain stable.37,38

The completion of the map of the mouse genome and the dominat-
ing position of mice in transgenic research seem to indicate that 
the dominance of the mouse as the most popular model for humans 
will increase even more in the future.
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2 Selection of Biomedical Animal Models

MICHAEL S. RAND

ABSTRACT
Laboratory animals play a crucial role in research discovery 

and technological advances, and they will continue to take part in 
improving the lives of people and other animals. It is incumbent 
upon the researcher to know his subject well in order to provide 
relevant information to the scientific world. In an effort to assist 
the biomedical researcher in gaining this knowledge, this chapter 
provides the following key elements: definition of types of animal 
models, legislative and legal requirements, criteria for choosing a 
model, extrapolation validity recommendations, and descriptive 
features for publication.

Key Words: Animal models, Laboratory animal(s), Animal 
model types, Animal use criteria, Choosing animal model, Animal 
factors, Extrapolation, Animal description.

INTRODUCTION
Over the last one and one-half centuries, almost all medical 

knowledge, treatment regimes, and medical device development 
have involved research using animals. The key factor in using 
animals in research is in its extrapolatability of results to humans. 
Animals in research have been and still are essential in developing 
treatments for asthma, HIV/AIDS, cancer, birth defects, bioterror-
ism medical countermeasures, vaccines, antibiotics, high blood 
pressure, and much more. Additionally, they have been vital in 
the development of antibiotics, vaccines, and organ transplanta-
tion techniques.1 As the rise in emerging infectious diseases (e.g., 
West Nile virus and avian influenza) continues, animals will be 
key and essential in the development of preventive and treatment 
modalities.

THE HISTORY OF ANIMAL USE IN RESEARCH
The use of animals to study human physiology and anatomy 

can be traced back to the second century AD in which Galen was 
a Greek physician and philosopher. His research was based almost 
exclusively on studies using apes and pigs. Unfortunately, this 
initiated many errors based on his accepted authority and the 
prohibition by the Church of using human cadavers for research 
purposes. Galen was later blamed for using incorrect methods in 
research when in truth it would be more accurate to say that he 
drew wrong conclusions based on uncritical interspecies extrapo-
lation of data. That is, he assumed that all extracted information 
derived from his use of animals could be directly applied to 

humans. It was not until the late sixteenth century that this error 
began to be recognized.

Modern research principles can be attributed to three physiolo-
gists from the 1860s. In 1865, Claude Bernard, a French physiolo-
gist, published An Introduction to the Study of Experimental
Medicine.2 This book was intended to provide physicians with 
guidance in experimental research. It proposed the use of chemi-
cal and physical induction of disease in animals, thus becoming 
the first published book to advocate creating “induced animal 
models” for biomedical research. His peers of the time were Louis 
Pasteur in France and Robert Koch in Germany. Louis Pasteur 
and Robert Koch introduced the concept of specificity into medi-
cine and the “germ theory of disease.” The turning of the century 
saw the development and use of animal models for infectious 
diseases and screening and the evaluation of new antibacterial 
drugs based upon the work of these three researchers.

During the first quarter of the nineteenth century, animal 
studies were crucial for less than one-third of the major advances 
that occurred. With the contributions of Claude Bernard, Louis 
Pasteur, and Robert Koch, animal studies contributed to more than 
half of the significant discoveries made thereafter. Since 1901, 
two-thirds and 7 of the last 10 Nobel Prizes in medicine have 
relied at least in part on animal research.3 Today, researchers rely 
on the identification and development of animal models to explore 
all avenues of medical science to include assessment of patho-
genic mechanisms, diagnostic and therapeutic procedures, nutri-
tion and metabolic diseases, and the efficacy of novel drug 
development.

THE CONCEPT OF ANIMAL MODELS
WHAT IS AN ANIMAL? Etymologically, the word “animal” 

derives from the Latin animal meaning soul/spirit, thus describing 
living organisms that are animated.

WHAT IS A MODEL? A model is an object of imitation,
something that accurately resembles something else, a person or 
thing that is the likeness or image of another. The Holy Bible tells 
us that God said, “Let us make man in our image, in our likeness, 
so God created man in his own image, in the image of God he 
created him; male and female he created them.” God created man 
out of the dust of the ground and then breathed into his nostrils 
the breath of life to animate him. Thus, humans are “animal 
models” of God.

Consequently, combining the two definitions, an “animal 
model” is an animated object of imitation, an “image of Man” (or 
other species), used to investigate a physiological or pathological 
circumstance in question.4

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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WHAT IS AN ANIMAL MODEL? The U.S. National 
Research Committee on Animal Models for Research on Aging 
attempted to define the term “laboratory animal model” as “an 
animal in which normative biology or behavior can be studied, or 
in which a spontaneous or induced pathological process can be 
investigated, and in which the phenomenon in one or more 
respects resembles the same phenomenon in humans or other 
species of animal.”

Using the term animal model can be confusing because what 
is often meant by the term “animal model” is actually studying 
human conditions. In other words, it is not the image of the 
preferred animal that is the focus of research but the analogy of 
the physiological behavior of this animal to our own (or another) 
species. It would, thus, be more correct to speak of “human 
models” in this context. Indeed, although using animals in research 
can benefit other animals, it is much more focused on improving 
the human condition.

TYPES OF ANIMAL MODELS
When animals are used in research to study biological and 

functional systems in humans, they are broken down into the fol-
lowing categories:

1. Exploratory. Animals used in this category are used to gain 
an understanding of fundamental biological mechanisms, whether 
normal or abnormal. An example would be the use of a novel 
animal model of aging, particularly for identifying genes and 
biochemical pathways regulating longevity.

2. Explanatory. Animals used in this category are used to 
gain an understanding of complex biological problems. An 
example would be the use of cognitive and psychosocial animal 
models to provide an etiology for anorexia nervosa.5

3. Predictive. Animals used in this category are used to dis-
cover and quantify the impact of investigative treatments whether 
for diseases or chemical toxicities. Predictive animal testing 
models are important in improving the success of a drug or 
medical device in clinical trials and for generating new data in 
support of the ongoing marketing of existing products.

When animals are used in disease research, they are broken 
down into the following categories:

1. Induced (or Experimental). Induced models are ones in 
which normal animals are experimentally created either through 
surgical modifications, genetic modifications, or chemical injec-
tions. An example would be a myocardial infarction induced by 
coronary artery surgical ligation.

2. Spontaneous. Spontaneous models are genetic variants, 
which mimic the human condition. The variance occurs naturally 
through mutation and not by experimental induction. The nu
mutation was first reported in 1966 in a closed stock of mice in a 
laboratory in Glasgow, Scotland. It was not until 1968, however, 
that it was discovered that the homozygous nude mouse also 
lacked a functional thymus, i.e., it was athymic. The mutation 
produces a hairless state, generating the name “nude.” The other, 
unique defect of nude mice is the failure of the thymus to develop 
normally to maturity. The thymus remains rudimentary and pro-
duces reduced numbers of mature T cells. This means nude homo-
zygotes (animals with identical mutant genes at corresponding 
chromosome loci) do not reject allografts and often do not reject 
xenografts (tissue from another species). The discovery that 

human neoplasms (tumors) could be grown in nude mice was 
immediately recognized as an important research tool. Thus, the 
spontaneous mutation of nu among laboratory mice was a seren-
dipitous development that led to the nude mouse becoming the 
fi rst animal model of a severe immunodeficiency. In the decades 
since, the nude mouse has been widely utilized by researchers 
studying factors regulating transplantable human tumor growth 
and cancer metastasis.6

3. Transgenic. Transgenic models are induced models in 
which DNA is inserted into or deleted (knockout) from the genome 
of the animal. The term “transgenic” was coined in 1981 by 
Gordon and Ruddle to describe an animal in which an exogenous 
gene was introduced into its genome. In the late 1980s, the term 
transgenic was extended to gene-targeting experimentation and 
the production of chimeric or “knockout” mice in which a gene 
(or genes) has been selectively removed from the host genome. 
Today, a transgenic animal can be defined as one having any 
specifi c, targeted genetic modification. Transgenic animals are 
most commonly produced through (1) germline modifications of 
gametes, (2) microinjection of DNA or gene constructs into 
zygotes (unicellular embryos), or (3) incorporating modified cells, 
including embryonic stem (ES) cells, into later stage embryos. 
After gamete or embryo modifications, the resultant embryos are 
matured to term in a recipient female.7

4. Negative. Negative models fail to react to a disease or 
chemical stimulus. Thus, their main use in biomedical research is 
for studies on the mechanism of disease resistance. A classic 
example is the failure of gonococcal infection to develop in rabbits 
after an experimental treatment that induces the disease in other 
animals. Negative animal models have become increasingly 
important with the advent of transgenic technology. For example, 
a novel transgenic mouse was created to study the lack of develop-
ment of autoimmune thyroiditis with the injection of self-thyro-
globulin. This strain of mice lacked certain surface epitopes to 
account for this negative reaction.8

5. Orphan. Orphan models are the opposite of negative 
models. Orphan models are animals in which a disease occurs but 
there is not a corresponding disease in humans. Orphan models 
may become induced models when a similar disease is recognized 
in humans later on. Historically, scrapie in sheep was such a 
model, but now is useful as a model for the human spongiform 
encephalopathies that are of so much concern (e.g., BSE, “mad 
cow disease,” and CWD, chronic wasting disease in deer).

All categories above may be further subcategorized with the 
following divisions:

1. Fidelity. The extent a biological structure in an animal 
resembles that of a human. Thus, a high fidelity animal model 
gives a highly relevant biological closeness to the human struc-
ture. Model fidelity is best conceptualized as a continuous spec-
trum, ranging from low to high fidelity. Examples of low-fi delity 
models include bench models made of simple materials that often 
have little anatomical resemblance to reality. However, these 
models incorporate some of the key constructs of the simulated 
tasks. At the other end of the spectrum are high-fidelity models 
such as human or animal cadavers or the new array of virtual 
reality simulators. These simulators usually incorporate highly 
realistic visual and tactile cues in the midst of a highly interactive 
model. In between these two extremes, almost any kind of inter-
mediate fidelity can exist.
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2. Homologous. The symptoms shown in the animal are 
identical to those shown in the human. For instance, the recent 
discoveries of swine hepatitis E virus (HEV) from pigs and avian 
HEV from chickens afforded an opportunity to develop small 
homologous animal models for HEV.9

3. Isomorphic. The animal’s symptoms or anatomy are similar 
to those in the human but the etiology or genetic character is 
different. For example, there is a set isomorphism between the 
human and mouse heart at the organ level and also at the organ 
part level: each species has a heart and a corresponding set of 
cardiac chambers (right and left atrium, right and left ventricle) 
and the wall of each chamber has a corresponding set of layers 
(epicardium, myocardium, endocardium).

4. Partial. These models do not mimic the entire human 
disease but enough similarities exist to allow their use in studying 
aspects of the disease or treatments. For instance, animal models 
of Alzheimer’s disease can be created based on the accumulation 
of increased levels of amyloid-ß peptide in the brain and have 
many amyloid plaque deposits; however, they have only subtle 
behavioral and electrophysiological deficits, thus providing only 
a partial model of the human condition.10

5. Face validity. The degree to which there is a similar phe-
notypic display between the disease in the animal and the corre-
sponding disease in the human. For example, it could be argued 
that the demonstration of drug effects in an animal model for 
depression after a period of chronic administration is important 
for establishing its face validity, but is not relevant to the model’s 
predictiveness and therefore to its ability to serve as a screening 
test for treatments for the modeled disease.11

6. Construct validity. The degree to which there is a similar 
genetic display between the disease in the animal and the corre-
sponding disease in the human. As an example of high construct 
validity, research was performed on three candidate dopaminergic 
genes (DRD2, DRD4, and DAT-1) that were sequenced in spon-
taneous hypertensive (SHR) and Wistar Kyoto (WKY) rats. No 
differences were found in DRD2 or DRD4 genes, but several 
variations were found in the DAT-1 gene that are of signifi cance 
because several ADHD families show linkage to DAT-1. It also 
strengthened the validity of using WKY as a control for SHR, 
because their behavioral characteristics are similar to those of 
other rat strains.12

LEGISLATIVE AND LEGAL REQUIREMENTS FOR 
USING ANIMALS IN RESEARCH

Biomedical research is among the most regulated industries in 
the world. A comprehensive overview of global requirements can 
be found in the Handbook of Laboratory Animal Science, 2nd 
edition, Chapter 3.13 Failure to comply with regulatory require-
ments can result in fines levied against the institution, suspension 
of authority to operate, permanent revocation of the facility’s 
license, and withdrawal of public funding.

One newly regulated aspect of biomedical research not covered 
in this chapter occurred after the terrorist attack on September 11, 
2001. The attack increased concerns in the United States for the 
possibility of bioterrorism using agents that would destroy human, 
animal, and plant life. This concern escalated the need for research 
that involved the development of therapeutic and preventive 
measures against such agents. In response, congress passed and 
President Bush signed into law the “Public Health Security and 

Bioterrorism Preparedness and Response Act of 2002” (Public 
Law 107–188) on June 12. The purpose of the act was to improve 
the capacity of the United States to prevent, prepare for, and 
respond to bioterrorism and other public health emergencies and 
to enhance the control of dangerous biological agents and toxins. 
The Centers for Disease Control and Prevention (CDC) is the 
agency with the primary responsibility for implementing the pro-
visions of the Act with regard to human pathogens and toxins and 
the United States Department of Agriculture (USDA) with regard 
to animal and plant pathogens and toxins. The regulation provides 
for expanded regulatory oversight of select agents and toxins, and 
a process for limiting access to persons who have a legitimate 
need to possess, use, or store these agents. The regulation also 
establishes a requirement for a security risk assessment performed 
by the Federal Bureau of Investigation for those persons needing 
access to select agents and toxins. It also establishes and enforces 
safety and security procedures, including measures to ensure 
proper training and appropriate skills to handle agents and toxins; 
a requirement to designate an institutional Responsible Official to 
ensure compliance with the regulations; and a requirement to 
obtain a certificate of registration when there is a need to possess, 
use, or transfer select agents and toxins. Infectious agents labeled 
as “select” as determined by the CDC and USDA, registration 
forms, and other information concerning the Select Agents 
Program may be found at http://www.selectagents.gov.14

CHOOSING THE RIGHT MODEL
To quote the philosopher, Bernard Rollin, “The most brilliant 

design, the most elegant procedures, the purest reagents, along 
with investigator talent, public money, and animal life are all 
wasted if the choice of animal is incorrect.” Once it has been 
determined that the use of laboratory animals is necessary, the 
most appropriate species, breed, and strain with the closest hom-
ology to humans must be chosen in order to give the research face 
and/or construct validity. Because new animal models are con-
tinually being identified and characterized and the field of bio-
medical research has become global in nature, the search for the 
appropriate animal model should start with a thorough literature 
search and a check of appropriate web sites (see Chapter 7). The 
Institute for Laboratory Animal Research maintains a very practi-
cal and useful search engine for this purpose.15

Selection of a species should not be based solely on availabi-
lity, familiarity, or cost. Animals that meet these criteria may not 
provide the genetic, physiological, or psychological facets needed 
or wanted for the proposed project. It is almost impossible to give 
specifi c rules for the choice of the best animal model, because the 
many considerations that have to be made before an experiment 
can take place differ with each research project and its objectives. 
Nevertheless, some general rules can be given.

RESEARCH FACTORS

• Appropriateness as an analogue. Ensuring that the part or 
organ being studied has a function similar to the target 
species is vital in applying research-derived data from the 
chosen model.

• Transferability of information. The usual goal of research 
using an animal model is to define a process in a system 
with the hope of transferring the data gained to a more 
complex system. Traditionally, one-to-one modeling is 
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sought: modeling in one group of organisms that can be 
transferred to another group that has several analogous 
features of interest. This is especially helpful in modeling 
disease states. However, in modern research, many-to-
many models are mainly used. This technique begins by 
analyzing the component parts of a process or disease, and 
then finding for each component analogous models in 
many taxa of living species.16 This is especially helpful 
when a plurispecies approach is needed to gain approval 
for new medications or medical devices.

• Generalizability of the results. The ability to generalize 
results to the target species is important. Federal regula-
tions prohibiting the unnecessary duplication of previous 
research highlights the importance of choosing an animal 
model in which testing results can be easily repeatable and 
verifi able on which to build new research. In May, 2006, 
the world was shocked when famed South Korean cloning 
scientist Dr. Hwang Woo-suk was charged with fraud and 
embezzlement when scientists could not verify his pub-
lished data. In addition, if the ultimate target species is 
human, it is well known that this species is genetically 
highly variable, with cultural, dietary, and environmental 
differences. This may be of lesser importance in disease 
modeling since most diseases do not choose its victim 
based on genetic variability. However, this is now well 
known to be of importance in pharmacological and toxi-
cological modeling and has opened up the new field of 
research in pharmacogenetics.

• Ethical implications. Certainly research must start with 
justifi cation for using an animal at all. Federal regulations 
require the use of alternate methods if feasible. Alternate 
methods could consist of using cell lines, bacteria, com-
puter models, or even human volunteers. The three Rs of 
Russell and Burch (replacement of existing experiments 
with animal-free alternatives, or reduction in the number 
of animals used, or refined methods to reduce animal suf-
fering) help to meet the ethical concerns.17

• Numbers needed. Certainly consultation with a biostatisti-
cal analyst prior to submitting a proposal is highly recom-
mended. Numbers needed to provide scientific validity, 
especially for publication, will impact many other factors 
such as cost and housing availability.

• Customary practice within a particular discipline. Caution 
must be displayed when using this criterion. Customary 
practices may not always mean that the most appropriate 
animal model has been used. The “customary” animal 
may not represent the most accurate genetic, microbio-
logical, physiological, or psychological facets needed for 
the study. Historical evidence has revealed that using 
animal models just because others have has led to substan-
dard results. However, customary practices when justifi ed 
and supported by the other criteria listed can be a satisfac-
tory and faster route of choosing the animal model 
needed.

• Existing body of knowledge of the problem under consid-
eration. This criterion again emphasizes the need for a 
thorough literature search before forming the basis for the 
research project. The literature search will emphasize 
what is already known to prevent accidental duplication, 
but will also reveal what is not known. It will also make 

known published authorities in the discipline that may 
serve as a consultation source to prevent unnecessary and 
competitive research projects.

• Natural versus experimentally produced models. Unavail-
ability of natural models will require the use of experi-
mentally produced models. Depending on the objectives 
of the study, both may be needed.

ANIMAL CARE FACTORS

• Cost and availability. Certainly cost and availability are 
important factors when choosing an animal model, but 
they can be disastrous if the decision is based solely on 
cost and not the other listed factors. Cost also includes 
ongoing care not only for husbandry but also from experi-
mental manipulations. Certainly, the best animal model 
can be in short supply as illustrated by the CNN news 
report on August 9, 2003. This report emphasized the 
increased demands in research due to public health crises 
such as AIDS and the threat of bioterrorism. The increased 
demands have led to a national shortage of rhesus 
macaques. In addition, the shortage has skyrocketed the 
cost per monkey.

• Housing availability. Another practical consideration in 
choosing the animal model is the accessibility of housing. 
Research animal housing requirements are stringent and 
may lessen the availability according to the species chosen. 
For instance, choosing a nonhuman primate may require 
the purchase of new caging and the hiring of additional 
personnel to provide specialized husbandry care, as 
opposed to choosing mice, which can be placed several to 
a cage and hundreds in a room.

• Husbandry expertise. Some models require not only 
special housing, but also special care.

• Stress factors. Stress sources from many different causes 
can affect the animal’s physiology, biochemistry, and 
behavior. Sources of stress can be transportation, handling 
and manipulations, overcrowding, lack of environmental 
enrichment, and the research project itself.

PHYSICAL AND ENVIRONMENTAL FACTORS

• Ecological consequences. While the best animal model 
may be available only by capturing in the wild, ecological 
consequences must be considered in its removal. In addi-
tion, safety measures must be in place to prevent acciden-
tal escape from the research facility. A prime example is 
the Xenopus spp. frog. If it escapes, it can overrun local 
ponds and rivers endangering natural amphibian popula-
tions. Furthermore, care must be taken not to violate the 
Endangered Species Act (http://www.fws.gov/endangered/
wildlife.html) or the Convention on International Trade in 
Endangered Species of Wild Fauna and Flora (http://www.
cites.org).

• Hazardous components. Many research projects entail the 
use of chemicals, infectious agents, and radioisotopes. 
The uses of these components are highly regulated and 
the appropriate proper authority (Institutional Biosafety 
Committee, Radiation Safety Committee, Occupational 
Health and Safety Committee, Environmental Health and 
Safety Committee, and Institutional Animal Care and Use 
Committee) within each institution must give approval for 
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its use. In addition, all those who will be exposed, whether 
from the research side or the animal care side, must be 
notifi ed.

• Environmental influences. Environmental aspects may be 
important to a particular animal species.18 Environmental 
factors that fit into the broad categories of physical, chemi-
cal, biological, and social may impact the physiological 
and behavioral responses of animals. These factors include 
humidity, ventilation, light cycle and quality, noise, cage 
size and bedding materials, diet and water, and room tem-
perature.19 As an example, high temperature and humidity 
have been proven to impair memory in mice.20

ANIMAL-RELATED FACTORS

• Genetic aspects. Uniformity of organisms may be neces-
sary where applicable. “This insidious evolution of the 
inbred genotype is known as genetic drift. It is capable of 
subverting the conclusions reached about comparable 
research results coming from different laboratories when 
each uses its own subline of the same inbred strain (Bailey 
DW, 1977).”21 The importance and methods of preventing 
genetic drift in biomedical research can be found at http://
jaxmice.jax.org/geneticquality/drift.html. In addition, it 
is important to remember that to be in compliance with 
the National Institutes of Health’s Guidelines,22 work with 
transgenic animals requires the approval of the Institu-
tional Biosafety Committee as well as the Institutional 
Animal Care and Use Committee.

• Background knowledge of biological properties. Knowl-
edge of biological properties such as generalized and spe-
cialized function of body components is needed in order 
to validate interspecies transfer of information. Certainly, 
a rat would not be the best choice in biliary studies due 
to the absence of a gallbladder. Knowing the biological 
properties also aids in the decision of whether the animal 
is a spontaneous model or must be experimentally 
induced.

• Ease of and adaptability to experimental manipulation. 
This is unquestionably a practical matter. Guinea pigs 
have highly inaccessible blood vessels and would be 
impractical in studies requiring repeated blood sampling. 
Prairie dogs and woodchucks can be vicious to handle; 
therefore, knowing the response to experimental manipu-
lation may also influence the choice.

• Size of the animal. This item is important from several 
different aspects. The size of the animal impacts housing 
and husbandry availability. However, size is also impor-
tant to consider when tissue sampling or blood collection 
is necessary. For instance, many proposals are rejected 
because the researcher failed to abide by published guide-
lines for removal of blood.23 In addition, it is also impor-
tant to incorporate the size of the animal into the 
decision-making apparatus when physiological or mor-
phological properties such as joint strain or organ size 
must be identical to that of a human, especially when 
developing medical devices.

• Life span and age. Studies requiring components at differ-
ent stages of life can certainly impact the species chosen. 
The average lifespan of a rat is 2.5–3.5 years, whereas it 
can be over 30 years for a rhesus monkey.

• Sex. The alternating cycle of hormonal production in the 
female gender and its influence on the data outcome must 
be considered when planning for the research project.

• Progeny needed. Female mice and rats can produce 5–10 
progeny per month, whereas the rhesus monkeys only one 
or two per year. Xenopus sp. frogs produce thousands of 
ova during their lifetime, whereas mammals produce only 
dozens.

• Diseases or conditions that might complicate results. An 
excellent historical review on the struggle against patho-
gens in laboratory rodents can be found in Weisbroth.24

The effects on research can be found in Baker.25 Both 
publications emphasize the need for disease-free animals 
in research to prevent adverse effects on resultant data. 
Just as in human AIDS, the realm of disease-causing 
organisms changed with the advent of immune defi cient 
models. Special caging and care procedures are funda-
mental in minimizing such infections.

• Special features of the animal such as unique responses or 
microfl ora. It is important to be familiar with unique ana-
tomical or physiological features of the species you will 
be working with. The results could be quite unexpected 
otherwise. For example, in rabbits, the terminal portion of 
the ileum empties into an enlarged rounded viscus called 
the sacculus rotundus and not the colon as in humans. This 
unique feature of the rabbit is important to know when 
designing gastrointestinal studies.

Forming the above standards into a checklist will help to fulfi ll 
the criteria needed to choose the best model for the proposed 
research project. Model selection is the privilege of individual 
researchers, but they must be very cautious in their selection 
because in the end, it is up to them to convince the rest of the 
scientifi c community that they made the right choice.

Before choosing, consultations should occur with scientists 
who have already used the animal model. Just as with equipment 
purchase, communicating with previous users can be very helpful 
in learning unique features of the selected species, breed, and 
strain. Not all attributes (especially negative ones) are published, 
making it even more important to contact those who have experi-
ence with the animal model you choose.

Preparatory consultation should also occur with those who will 
be responsible for housing and maintaining the animals, as they 
will be the most familiar with the care of the animal and its physi-
cal and environmental needs. Preparatory consultation with the 
laboratory animal veterinary practitioner should also occur to 
discuss the animal-related factors.

EXTRAPOLATION FROM ANIMALS TO HUMANS
Extrapolation from animals to humans does not necessarily 

mean that biomedical research data obtained from using animals 
are then used to find a corollary in a human. Rather, a hypothesis 
is formed first based on human relevancy, and then tested on 
an animal. Answers are obtained, analyzed, and published based 
on the hypothesis. Although true in many cases, caution must 
be exerted in assuming that a close phylogenetic relationship or 
anatomical similarity guarantees an identical biochemical or 
physiological response in the animal. In addition, it must be real-
ized that humans to whom the results are being extrapolated are 
genetically highly variable due to cultural, dietary, and environ-
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mental differences. This is of minor importance when developing 
disease models but is highly important for pharmacological and 
toxicological models.

So, how can the validity of extrapolation be verified? Complete 
reliability cannot be guaranteed; however, following the follow-
ing vital requirements will help to avoid several of the mistakes 
of the past and overcome problems of the future:

• Taking a plurispecies approach. Most of the regulating 
authorities require two species in toxicology screening, 
one of which has to be nonrodent. This does not necessar-
ily imply that excessive numbers of animals will be used. 
The uncritical use of one-species models can mean that 
experimental data retrospectively turn out to be invalid for 
extrapolation, representing real and complete waste of 
animals. Using more than one species is, of course, no 
guarantee for successful extrapolation either.

• Metabolic patterns and speed and body size must match
between species. The use of laboratory animals as models 
for humans is often based on the premise that animals 
are more or less similar with respect to many biological 
characteristics and thus can be compared with humans. 
However, there is one striking difference between mouse 
and human, and that is body size. In proportion to their 
body size, mammals generally have very similar organ 
sizes expressed as percentage of body weight. Take the 
heart for instance, which often constitutes 5 or 6 g per 
kilogram of body weight, or blood, which is often approxi-
mately 7% of total body weight. It is well known that the 
metabolic rate of small animals is much higher than that 
of large animals and, thus, provisions must be made to 
adjust the study accordingly. Drugs and toxins exert their 
effect on an organism not per se but because of the way 
that they are metabolized, the way that they and their 
metabolites are distributed and bound in the body tissues, 
and how and when they are finally excreted. Adjusted 
doses should include the following provisions:
� If the object is to achieve equal concentrations of a 

substance in the body fluids of animals of different body 
size, then the doses should be calculated in simple pro-
portion to the animals’ body weights.

� If the object is to achieve a given concentration in a 
particular organ over a certain time period, the calcula-
tion of dosage becomes more complicated, and other 
factors, including the physicochemical properties of the 
drug, become important.

� Metabolism or detoxification and excretion of a drug are 
not directly correlated with body size but, more accu-
rately, to the metabolic rate of the animal.

� Some species react with particular sensitivity toward 
certain drugs, and marked variations in the reaction of 
animals within a species occur with respect to strain, 
pigmentation, nutritional state, stress level, type of 
bedding, ambient temperature, age, sex, route or time of 
administration and sampling, diurnal variation, and 
season of the year. As much as possible, these items 
must be controlled.4

• Experimental design and the life situation of the target
species must correspond. A model cannot be separated 
from the experimental design itself. If the design inade-

quately represents the “normal” life conditions of the 
target species, inaccurate conclusions may be drawn, 
regardless of the value of the model itself.

DESCRIPTION OF ANIMAL MODELS16

Unlike the old days when the researcher could write in the 
materials and methods section “black mice were used in the 
study,” modern obligations require an exact description of 
the model. The description should include the following.

• Genetic strain and substrain using correct international 
nomenclature.26,27

• Special genetic features.
• Microbial status of the animal.
• Age.
• Housing standards.
• Maintenance procedures.
• Diet.
• If used in infectious disease studies, the description should 

also include
� Strain of the organism.
� Method of inoculum preparation.
� Route of inoculation.

CONCLUSIONS
Laboratory animals play a crucial role in research discovery 

and technological advances, and they will continue to take part 
in improving the lives of people and other animals. It is incumbent 
upon the researcher to know the subject well in order to provide 
relevant information to the scientific world. The final judgment 
in the choice of the animal model will always be in its ability 
to elucidate and predict the observed effects in the target 
species.
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ABSTRACT
Experimental animal models are critical to understand gene 

function and human disease. Many rodent models are presently 
available providing avenues to elucidate gene function and/or 
to recapitulate specific pathological conditions. To a large extent, 
successful translation of clinical evidence or analytical data into 
appropriate mouse models is possible through progress in trans-
genic or gene deletion technology. Despite these signifi cant 
improvements, major limitations still exist in manipulating the 
mouse genome. For this reason and to maximize success, the 
design and planning of mouse models need good knowledge con-
cerning the requirements and limitations of commonly used strate-
gies and emerging technologies. The purpose of this chapter is to 
provide a current overview of strategies for manipulating the 
mouse genome.

Key Words: Transgenic mice, Knockout mice, Conditional 
mouse models, Cre and Flp recombinase, Tetracycline system, 
RNAi, Knockdown mice, Functional genomics.

INTRODUCTION
One of the central issues facing biomedical research is the need 

to transform in vitro data into knowledge about gene function in 
mice or humans. In this respect genetically engineered laboratory 
mice are an excellent tool for modeling genetic disorders, assign-
ing function to genes, evaluating the action of drugs and toxins, 
and answering fundamental questions in basic science. Animal 
models account for factors such as age, stress, cell-to-cell com-
munication, pathogen–host interaction, physiology, immune 
response, brain function, and other key issues, providing an 
advantage over in vitro assays or computer models. For example, 
tumor initiation, progression, and spreading cannot be recapitu-
lated in vitro but can be addressed with animal models. Neverthe-
less, animal models represent only an experimental surrogate and 
results obtained from mouse experiments do not necessarily reca-
pitulate the human situation.

Furthermore, introducing genetic changes to the germ line of 
the mouse may indeed identify gene function, but also might 
result in severe developmental consequences, complicating or 
preventing analysis. Embryonic lethal phenotypes, frequently 
associated with null alleles or compensatory pleiotropic gene 
expression, induced through the absence or increased gene 

expression, are examples that can prevent the generation of a 
useful animal model. To overcome these limitations and more 
precisely control gene expression or gene deletion in a tissue- and 
time-specifi c fashion, conditional mouse models are used 
and are becoming increasingly popular. Therefore, these second-
generation models may significantly improve our ability to 
examine gene function in vivo.

In this chapter, we will discuss different conditional transgenic 
and gene-targeting techniques, as well as provide a brief overview 
regarding conventional mouse transgenesis and germ line gene 
targeting. In addition, we will examine the emerging technology 
to knock down gene expression in vivo through small interfering 
RNA (siRNA) methods. While this chapter is not intended to be 
comprehensive or to provide specific technical details, we encour-
age the interested reader to explore more focused reviews on this 
topic.1–6

STANDARD MOUSE TRANSGENESIS
Since the pioneering work from Gordon and colleagues report-

ing the successful generation of transgenic mice by microinjection 
of DNA into the pronucleus of one-cell embryos, the genetic 
manipulation of the mouse embryo has been extremely useful for 
creating thousands of murine models for biomedical research.7

Today, two different methods are routinely used for generating 
genetically modified mice.

TRANSGENIC MICE
First there is microinjection of recombinant DNA into the 

pronuclei of fertilized mouse eggs or infection of germ cells/early 
embryos with viral vectors carrying the foreign gene.3,8 With this 
technique the introduced DNA is more or less randomly inserted 
in one or multiple copies into the mouse genome. Typically, the 
recombinant constructs used for pronucleus injection are com-
posed of a selected DNA sequence linked to a promoter or 
promoter/enhancer combination that determines the expression 
pattern and expression level of the selected DNA sequence in a 
given tissue or developmental stage. Using this approach, it has 
been possible to characterize the function of well-defined trans-
genic gene products, dominant negative or constitutively active 
gene mutations, or specifically designed proteins. Furthermore, in
vivo suppression of a particular endogenous gene can be achieved 
by transgenic expression of antisense mRNA, ribozymes, and 
small hairpin (shRNAs) or micro-RNAs (miRNAs).2,9–15 Besides 
gene products, transcriptional control elements as enhancers, 
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silencers, promoters, or complete locus control regions can be 
studied using transgenic mice.16–18

One recurrent problem observed in transgenic mouse models 
are variegational position effects often disturbing or masking the 
specifi c function of the used transcriptional control elements. 
Theoretically, it might be assumed that after stable integration 
into the genome the recombinant DNA should readily manifest its 
predicted mission. However, many experiments reveal that the 
genetic surrounding of the inserted transgenic construct is modu-
lating the expression pattern of the transgene itself.19 Obvious 
reasons for positional variegation are that the injected DNA (1) 
integrates into or near an endogenous gene locus with strong 
transcriptional control activity, affecting in cis the promoter of the 
transgenic construct or (2) integrates in a chromatin structure 
prone to be inactivated during development, which would lead to 
silencing of the transgenic construct. To avoid this recurring issue, 
single-copy integration of transgenes into a selected target locus 
or the use of so-called insulator elements has been reported.20,21

Alternatively, large recombinant constructs like bacterial artifi cial 
chromosomes (BACs) or yeast artificial chromosomes (YACs) 
can be used for generating position-independent transgenic mouse 
lines.22,23 As one of the consequences of the genome sequencing 
projects, a collection of well-characterized BAC and YAC clones 
that cover nearly the entire human and mouse genomes is 
now available (for example, http://www.rzpd.de/products/clones; 
http://bacpac.chori.org; http://www.sanger.ac.uk). In addition to 
that, convenient methods for site-specific modification of BACs 
and YACs have been established.24–27 However, it has to be empha-
sized that by the random chromosomal insertion of BAC or YAC 
constructs endogenous gene loci may be destroyed and also the 
expression of neighboring genes might be modifi ed.28 In case 
these endogenous genes will be indispensable to life, this will 
become obvious when the transgenic mouse variant can be main-
tained only as a heterozygous line.

For the above reasons, a correlation between phenotype and 
transgene function is obvious only when at least two independent 
transgenic mouse lines with identical BAC, YAC, or transgenic 
constructs show the same phenotype. If only one transgenic line 
is analyzed, it can never be completely excluded that the observed 
phenotype is not linked to the transgene itself but reflects the 
compromised expression of neighboring endogenous genes.

CONVENTIONAL GENE TARGETING
The second widely used method for the generation of gene 

manipulated mice makes use of pluripotent mouse embryonic 
stem (ES) cells. Targeted gene modification is built on the fi nding 
that mammalian cells have the enzymatic machinery for exact 
homologous recombination between identical (homologous) DNA 
sequences.29–31 Thus precise predefined modifications of an endog-
enous gene are possible in cultivated mammalian cells including 
mouse ES cells. Genetically modified ES cells can then be used 
to generate gene “knockout” or “knockin” mice that carry the 
planned DNA modifi cation.32 Normally, pluripotent ES cells are 
injected in early mouse embryos at the blastula stage or aggre-
gated with morula stage embryos. During embryonic development 
the ES cells participate in the formation of different tissues includ-
ing the germ cells and as a result the embryo is composed of two 
different genetic backgrounds, derived either from the wild-type 
cells or the genetically modified ES cells. However, in case ES 
cells have contributed to the germ cells of the animal, offspring 

from these chimeric mice will harbor the desired genetic modifi -
cation in the germline (germline transmission). To generate mice 
with a defined background, inbreeding with animals of the same 
genetic background as the original ES cell will produce geneti-
cally identical homozygous offspring. However, mice crossed to 
commonly used ES cell mouse backgrounds often poorly repro-
duce and are therefore difficult to expand. For this reason, for 
most experiments chimeric mice are crossed to mouse strains with 
good breeding effi ciencies.

Typically, the targeting construct for homologous recombina-
tion is composed of a central core region flanked by two regions—
the so-called homology arms—that are identical in sequence to 
the nucleotide sequence of the target region in the genome. The 
homology arms are required for correct site-specific integration 
or replacement of the endogenous gene segment by the DNA of 
the targeting vector. The core region of the targeting construct 
incorporates the planned genetic modification together with a 
positive selection cassette, conferring resistance to ES cells con-
taining the targeting construct. Most of the genomic insertions of 
the targeting vector are random, somewhere in the genome. In a 
few cases a replacement of the gene segment by the targeting 
vector takes place. Therefore, enrichment strategies for correctly 
recombined ES cell clones have been developed. These enrich-
ment strategies make use of negative selection cassettes such as 
the herpes simplex type 1 thymidine kinase gene or the gene for 
the diphtheria toxin α-chain. The negative selection cassettes are 
placed outside the homology arms and are lost during homologous 
recombination, whereas during random integration the entire tar-
geting vector including the negative selection marker is inserted 
into the genome of the ES cell. This permits a counterselection 
against randomly integrated clones and leads to an enrichment of 
ES cell clones with correct trageting.33–35 For complex multistep 
genome manipulations including large chromosomal deletions or 
translocations convenient combinations of different selection 
markers have been described.34

Most of the published gene targeted mice are summarized in 
several electronically searchable databases in the internet (see 
http://www.bioscience.org/knockout/knochome.htm, http://www.
nih.gov/science/models/mouse/index.html, and http://www.infor-
matics.jax.org/imsr/index.jsp). In addition to the already existing 
gene targeted mice, academic institutes and commercial compa-
nies have generated gene trapped ES cell libraries that can be 
used as a source for generating knockout mice. Each individual 
ES cell clone of such a library harbors a single integration 
of a viral construct, which in turn serves as a signpost for identi-
fi cation of the trapped gene. Recently, the major gene trapping 
groups have centralized the access to all publicly available 
gene trap ES cell lines.36 In this portal (www.genetrap.org) 
a collection of at the time 45,000 well-characterized ES cell 
clones is available on a noncollaborative basis. In addition, 
gene-trap-derived gene-specific knockout ES cell clones are 
commercially obtainable (http://www.lexicon-genetics.com/
discovery/omnibank_ebiology.htm).

Importantly, studies involving gene targeted mice have to con-
sider the genetic background. Depending on the mouse strain that 
was used the in vivo function or loss of function of a particular 
gene can be very different.37,38 For example, γ-protein kinase C 
knockout mice showed a considerable difference in sensitivity to 
ethanol that was completely dependent on the genetic back-
ground.39 This example illustrates that the effect of a single genetic 
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alteration can be strongly affected by other genes and that the 
phenotype of a knockout mice is not a strict readout of the missing 
or destroyed gene but is the concerted action of the remaining 
genes. Therefore, in traditional genetics a phenotypic impairment 
of a gene knockout can be taken as just a hint for the function of 
a particular gene. The definitive proof is a rescue of the impaired 
phenotype of the knockout by, e.g., transgenic reexpression of the 
destroyed gene. However, the transgenic rescue of knockout mice 
is time consuming, expensive, and labor intensive. A simple short-
cut strategy is usually applied to minimize the contribution of the 
individual genetic background. Knockout mice with the genetic 
origin of the 126SV mouse strain are crossed with C57BL6 or 
other inbred strains to generate F1 hybrids that contain 50% 129SV 
and C57BL6 as genetic background. Next, the F1 hybrids are 
intercrossed to generate knockout, heterozygous, and wild-type 
littermates. By analyzing knockout and control littermates from 
the F1 hybrids, the influence of the genetic background is mini-
mized since it will be very different from animal to animal. 
However, if this approach is used, the number of analyzed mice 
has to be high. As an alternative, the phenotype of the knockout 
can be analyzed in two very different genetic backgrounds, e.g., 
C57BL6 versus DBA. For this, C57BL6 and DBA congenic 
animals have to be generated. Congenic animals are genetically 
identical except for the modified region. However, 2–3 years of 
backcrossing to the defined mouse strain are necessary to achieve 
a statistically >99% homogeneous genetic background.40 The 
Jackson Laboratory and the Center for Inherited Disease Research 
offer possible shortcuts for this time-consuming procedure that 
will approximately half the number of backcrosses (for more 
information about marker-assisted breeding see http://jaxmice.
jax.org/services/speedcongenic.html and http://www.cidr.jhmi.
edu/mouse/mouse_strp.html).

CONDITIONAL MOUSE MODELS
In conventional transgenic and gene knockout mice studies the 

clear-cut gene-function relation is hampered by several factors. 
Two of those factors were already discussed: the positional var-
iegation and the genetic background. In addition, it has to be 
considered that the genetic manipulation is set in the early embryo 
at the one-cell stage. Therefore, the lack or malfunction of the 
manipulated gene can disturb the development. Consequently, 
the phenotype in adult mice might be caused by this abnormal 
development and not by the lack of proper gene function in adults. 
Likewise, the dysfunction of a particular gene can lead to the up- 
or downregulation of compensatory genes. Those pleiotropic 
compensatory effects would than mask a phenotype in adults.

A gene regulation system that permits the induction or deletion 
of a gene in a specific tissue or cell type at any given time would 
erase all the issues mentioned above. With a controlled gene 
switch it would be possible to study the function of a gene in a 
single animal before and after the gene is switched on or off. In 
an “off” and “on” state the genetic background and integration 
site are the same; the animal can develop normally since the gene 
switch can be turned after development and the time window for 
compensatory mechanism is narrow.

For this reason, it is obvious that the use of conditional mouse 
models is a much better choice than relying on conventional 
transgenic or knockout approaches. To decide which conditional 
animal model is most suitable, a detailed knowledge of the dif-
ferent established systems is essential. First, it is important to 

defi ne the criteria that have to be met. The perfect regulatory 
system (1) should allow a tightly controlled regulation of the 
target gene without background activity, (2) should be reversible, 
(3) should be fast in induction kinetics, (4) should be effective in 
all target cells, and (5) should use a highly specific and nontoxic 
inducer.

Among the growing number of different conditional in vivo
systems, the tetracycline (tet) regulated and the Cre-mediated 
site-specifi c recombination systems are most commonly used.1,41,42

The scientific community has made a considerable effort to 
provide public resources comprising conditional mouse mutants 
(http://nagy.mshri.on.ca/PubLinks/indexmain.html and http://
www.zmg.uni-mainz.de/tetmouse/index.htm). The activity of 
these initiatives provided the basis for sharing resources, valuable 
animal strains, and scientific information beyond the scientifi c 
scope of individual research projects. Taking a closer look at these 
resources prior the initiation of a conditional mouse project is 
therefore good practice and saves time and effort.

THE TET SYSTEM
Pioneering work from Gossen and Bujard established a general 

application of the Escherichia coli Tn10-derived tet resistance 
operon for regulating transgenic expression in mammalian cells.43

In the TET system the tet repressor (TetR) is fused to the tran-
scriptional transactivation domain VP16 of the herpes simplex 
virus, giving rise to the tet-controlled transactivator (tTA). In the 
absence of tetracycline [or other tetracycline derivatives like 
doxycycline (DOX), anhydrotetracycline, or 4-epidoxycycline], 
tTA specifically binds to the tTA-dependent promoter (Ptet) to 
initiate transcription of the Ptet-controlled transgene. Normally, 
Ptet is composed of seven copies of the tet operator consensus 
sequence (tetO) and a transcription initiation site (in most cases 
from the CMV immediate early promoter) that is placed close to 
the translational start codon of the Ptet transgene. If tetO7 is 
fl anked by two transcription initiation sites (Ptet-bi), two genes 
can be regulated simultaneously by tTA.44 Adding DOX to the 
system induces a conformational change of the transcriptional 
activator tTA, prevents its DNA binding, and at the Ptet promoter 
transcription is shut down. Thus the TET system requires two 
building blocks: as an effector the tet-dependant transactivator 
tTA and as responder a Ptet promoter-regulated gene.

The well-established pharmacological properties of tetracy-
cline and its derivatives suggest that these compounds are safe 
and reliable regulators for tet-controlled gene function in vivo.
The properties include predictable pharmacokinetics, good bio-
availability and tissue distribution, known half-life times, lack of 
toxicity at the established working concentrations, and the ability 
to cross mammalian cell membranes, the blood–brain barrier, and 
the placenta. Until recently the only downside of using tetracy-
cline or tetracycline derivatives in mice was a possible imbalance 
of the intestinal flora, which may result in diarrhea and to a less 
extent in colitis due to the antibiotic action of these compounds. 
In case unwanted antibiotic action of tetracycline or tetracycline 
derivatives poses a problem, 4-epidoxycycline, which is equally 
suitable for controlling tet on/off gene switches but lacks antibi-
otic activity, can be used instead.45

Almost immediately after the initial publication of the tTA 
“TET off” system in tissue culture experiments, the first report of 
a tet-responsive conditional mouse model provided evidence for 
the enormous potential of this system for reversibly controlling 
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gene expression in vivo.46 Although this first tet-based mouse 
model sparked much enthusiasm, certain limitations of the TET 
system became obvious. Major problems included residual back-
ground activity of transgene expression in the off state, cellular 
toxicity of the original transactivator, low sensitivity to DOX in 
certain tissues, internal cryptic splice acceptors, suboptimal 
eukaryotic codon usage, and slow in vivo induction kinetics. 
During the last decade these problems have been addressed and 
an exquisite toolbox for the generation of tet-based conditional 
mouse models is available now.

The first major improvement of the TET system was the devel-
opment of the reverse “TET on” transactivator (rtTA), which is 
activated and induces transcription of Ptet responder genes upon 
DOX administration.47 Using the rtTA system in transgenic mice 
increased the speed of transgene induction, reaching in some 
tissues complete Ptet–gene activation in 1 h as compared to the 
slow activation kinetics of up to 1 week for tTA.48,49 This marked 
difference in responsiveness between the tTA and rtTA system in
vivo is explained by the metabolic half-life time of DOX in dif-
ferent tissues, i.e., by the fact that in certain tissues it will take 
some time before DOX is completely eliminated. This difference 
in induction kinetics can be a major determinant when designing 
tet-based mouse models. Using the tTA “TET off” system might 
permit fast shut down and slow induction kinetics contrasting with 
the rtTA “TET on” system suitable for immediate induction and 
slow extinction of tet-controlled transgene expression.

An additional initial drawback of the TET system was the 
occasionally observed leakiness leading to unwanted Ptet–gene 
expression. The Ptet leakiness was addressed by developing 
antagonistic repressors that silence any residual Ptet–gene expres-
sion in the noninduced state. The antagonistic repressors are het-
erologous fusions of a tet-responsive DNA-binding domain with 
a strong transcriptional repressor, capable of silencing the residual 
activity of a Ptet50,50a. This strategy uses an antagonistic combina-
tion of tTA and the repressor that—depending on the administra-
tion of DOX and either tTA or the repressor—exclusively binds 
to tetO7. One way to avoid leakiness of Ptet is the generation of 
a tet repressor mouse line that ubiquitously expresses the tet-
responsive repressor and the crossbreeding of this Ptet silencer 
line to the leaky tet-responder mouse51 (unpublished data from our 
laboratory). Alternatively, it is also possible to use constructs that 
express both a transactivator and an antagonizing repressor.51–54

Finally, engineered responder cassettes containing repositioned 
TetO elements have also been reported to minimize leakiness of 
the TET regulatory system.55,56

High tTA and rtTA expression can lead to cytotoxicity, most 
probably due to pleiotropic effects of high levels of the VP16 
transactivation domain.57 Therefore, a second generation of tTAs 
and rtTAs was developed.58–60 Remodeling tTA and rtTA improved 
several features of the TET system including increased DOX 
sensitivity, faster activation kinetics, improved codon usage, abro-
gation of cryptic splice sites, and extended DNA-binding and 
dimerization properties.56,61,62 These remarkable advances helped 
to optimize the design of conditional mouse models and to adjust 
the experimental setup according to the specific needs of the 
planned experiment.

Since the first report of a tet-controlled transgenic mouse 
model, the TET system has become increasingly popular. Today 
the huge number of tet-based mouse models represent an invalu-
able resource for combinations of tissue-specific or generalized 

tTA (rtTA) expressing and Ptet responder mice. However, the 
scope of this chapter does not allow for a detailed description 
of already generated “tet on/off” mouse models. The reader is 
encouraged to visit the specialized electronic databases as an 
additional resource (http://www.zmg.uni-mainz.de and http://
www.tetsystems.com).

Besides its fundamental appeal as an established conditional 
regulatory system in mice, the “TET on/off” system has attracted 
considerable interest because of its unique potential of reversible 
gene regulation. Consequently, the TET system will be an excel-
lent choice for the study of gene function relationships, for 
example, in behavioral neuroscience.

SITE-SPECIFIC RECOMBINASES
The first site-specific recombination system that was used in 

the mouse was the Cre/loxP system.63,64 Initially discovered in 
the filamentous P1 phage, the Cre/loxP system has become a 
valuable tool for the induction of site-specific DNA recombination 
in vivo.65 Based on the enzymatic activity of Cre (for “causes 
recombination”) and depending upon the position and orienta-
tion of loxP sites (for “locus of crossover P1”), mice carrying gene 
deletions, duplications, inversions, or chromosomal translocations 
can be generated.66,67 In a similar way the Saccharomyces
cerevisiae recombinase Flp can be used for site-specific recom-
bination between FRT (for “Flp recombination target”) sites in 
mice.68 Both the Cre and Flp recombinases have been applied for 
the induction of ubiquitous or cell-specific recombination in 
mice.

The success of any recombinase-mediated conditional in vivo
experiment depends on the “DELETER” strains that express the 
Cre recombinase. However, some of Cre expressing mouse lines 
are “leaky,” with widespread instead of specific Cre-mediated 
recombination. Consequently, recombination will not be restricted 
to the anticipated cell type but will also take place elsewhere. In 
most cases this effect is due to the early developmental activity 
of the promoter driving Cre expression. Drug-inducible Cre 
recombinases can bypass unwanted Cre expression during devel-
opment and can be used as conditional gene switches in vivo. This 
can be achieved by tTA-controlled Cre expression in triple trans-
genic mice. These mice harbor a tissue-specific tTA transgene, 
a PtetO controlled Cre, and the floxed target gene.69,70 Another 
option is Cre recombinase fusions with mutant estrogen receptor 
binding domains that selectively bind 17β-estradiol analogues 
like tamoxifen.41,71 In this scenario Cre–estrogen receptor fusion 
proteins are retained in the cytoplasm but are translocated to the 
nucleus upon addition of the synthetic ligand.

As in the TET system, protein engineering provided better 
recombinases including codon improved Cre and Flp enzymes, 
Flp recombinases with better in vivo activities in mammals, and 
modifi ed recombinases recognizing novel target sites.68,72–75 Again, 
before starting experiments, writing grants, and planning the gen-
eration of novel transgenic or knockout mice, it will be rewarding 
to have a closer look at already established resources (http://nagy.
mshri.on.ca/PubLinks/indexmain.html).

The application of mouse lines with low Cre activity revealed 
that an incomplete rearrangement of the target sequence can also 
depend on the accessibility of the loxP sites in the target gene.76

In addition, the observed recombination efficiencies at any given 
Cre indicator locus can be taken as only a first hint for the useful-
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ness of a particular recombination system. Therefore, it is good 
practice to analyze the efficiency of the Cre-mediated recombina-
tion at the target gene for each series of experiments.

RNA INTERFERENCE
RNA interference (RNAi) is a sequence-specific eukaryotic 

surveillance mechanism initiated by double-stranded RNA that 
ultimately will result in the repression of specific target genes.77,78

Building on the observation that in mammalian cells double-
stranded RNAs (dsRNAs) of less than 30 bp will induce specifi c 
degradation of a target mRNA but will not trigger a general trans-
lational block or interferon response, RNAi knockdown technol-
ogy has become very popular.79

In 2002 Hasuwa and colleagues reported the generation of 
knockdown mice and rats, thus providing direct evidence that 
RNAi technology can be used for studying the functional conse-
quences of gene inactivation in animal models.80 The relative 
simplicity, speed, and cost-effectiveness of using RNAi for study-
ing gene function in vivo have sparked great expectations and 
have led to the development of an increasing number of novel 
tools.2,81–84 However, there are several important issues to be con-
sidered. First, in vivo knockdown strategies might signifi cantly 
deplete the mRNA levels of the targeted gene but might not be 
suffi cient to abolish gene function. Second, in different tissues the 
level of knockdown might be variable, also being determined by 
the targeted sequence, copy number of the inserted RNAi trans-
gene, and its particular integration site85 (unpublished observa-
tions from our laboratory). Nevertheless, a partial knockdown of 
a gene function can be of advantage since “mild” phenotypes 
might in some cases be more suitable for uncovering gene func-
tion as compared to a knockout.86 Third, an additional concern 
is specificity. Indeed, RNAi-mediated knockdown may not be 
limited to the selected target gene but instead may also affect the 
function of other genes, an effect known as off-targeting.87 This 
issue is further compounded by the fact that our present general 
understanding of the different mechanisms involving short RNAs, 
like micro-RNAs (miRNAs) or repeat-associated short interfering 
RNAs (rasiRNAs), remains sketchy. For this reason, the possibil-
ity that a particular small RNA might inadvertently bring on 
unwanted gene regulatory effects other than the sequence-specifi c 
knockdown of the target gene cannot be excluded. For this reason, 
it will be essential to implement workable and standardized con-
trols before interpreting and validating RNAi data.88 Finally, high-
level shRNA or miRNA expression might compete for limiting 
cellular factors and thus severely interfere with endogenous 
siRNA regulatory pathways.89

Two alternative strategies have been used for gene selective 
knockdown in mice: cytoplasmic delivery of synthetic short 
siRNA oligonucleotides mimicking the active intermediate of an 
endogenous RNAi mechanism or the stable expression of recom-
binant shRNAs or miRNAs . The first approach uses small mole-
cules, expression constructs, or viral particles that are injected or 
infused in a more or less transient fashion.90–96 Possible applica-
tions for transient knockdown experiments in mice are the testing 
of siRNAs as gene therapeutic tools for humans or their use in 
antiviral treatments.82,97,98

For many applications, however, the use of germ-line transmit-
ting knockdown mice might be the preferred option. In this case 
the knockdown can be either mediated through ubiquitous expres-
sion of shRNAs using RNA polymerase III or tRNA promoters 

or, alternatively, through miRNA expression from housekeeping 
or tissue-restricted RNA polymerase II promoters. During the past 
years several groups have reported the generation of germ-
line-transmitting knockdown mouse lines.99–101 The methodology 
used for the generation of these mice is similar to the approaches 
discussed above including standard transgenesis or gene targeting. 
Likewise, conditional activation of shRNA or miRNA expression 
in mice has been demonstrated.13,14,102–104 With conditional RNAi 
systems knockdown-induced lethality can be bypassed and loss 
of gene function can be studied during any given time window 
and/or in specific tissues.

At present, possible avenues for implementing conditional 
knockdown in mice either allow the permanent induction/
extinction of the knockdown (Cre/loxP-based systems) or facili-
tate the reversible induction of a knockdown (tet on/off-based 
systems).

The first strategy reported for inducing conditional knockdown 
phenotypes in mice relied on Cre-mediated activation or extinc-
tion of shRNA expression.14,102,103 In this situation a transcriptional 
and translational stop element (loxP-STOP-loxP) is placed 
between the shRNA transcription start site and the upstream regu-
latory elements, needed for shRNA expression. Upon removal of 
the loxP-STOP-loxP element by Cre, transcription of the shRNA 
or miRNA is set off and the knockdown is initiated. Conversely, 
this strategy also allows for conditionally removing an actively 
transcribing shRNA expression element and thus permanently 
extinguishing the knockdown.14

The alternative approach for generating conditional knock-
down mice is to use drug-controlled systems. In this respect 
TET systems were applied for regulated shRNA and miRNA 
expression in mice. In a recent publication Szulc and colleagues 
demonstrated reversible silencing of an RNA polymerase III-
transcribed shRNA by virtue of a DOX-dependent KRAB rep-
ressor.13 Although RNA polymerase III promoter-based conditional 
strategies are normally efficient in all cell types and provide good 
knockdown levels, a limitation of these systems is their lack of 
tissue specificity. The development of RNA polymerase II 
promoter-mediated miRNA-based shRNA TET on/off systems 
overcomes this limitation and initial in vivo experiments 
demonstrated an application of this approach.105 Similarly, recent 
documentation of second-generation shRNA- or miRNA-based 
libraries that cover most if not all predicted mouse genes provides 
an excellent resource for constructing conditional RNAi mouse 
models.106,107

CONCLUDING REMARKS
Within the last few years, researchers have expanded the 

toolbox to manipulate the expression of mouse genes by develop-
ing several novel techniques, including RNAi knock-down, 
improved tools for conditional gene regulation in vivo, and the 
ability to engineer large BAC clones by “recombineering”. In 
addition, searchable databases, providing detailed information 
on established mouse lines, together with available collections 
of pre-characterized ES cell clones and libraries, will facilitate 
the use of genetically modified mice. Although, this chapter 
only provides a general overview on the use and limitations of 
mouse models, we hope the here provided information will 
serve as a primer illustrating the exciting possibilities and exqui-
site tools available for in vivo investigating gene function in 
mice.
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4 The Ethical Basis for Animal Use 
in Research

JAMES PARKER

ABSTRACT
The concern of biomedical researchers for the well-being of 

laboratory animals reflects a consensus that animals are conscious 
subjects. Partisans of the animal rights movement believe that 
researchers must go beyond the acknowledgment of conscious-
ness and consequent attention to animal well-being. They should 
recognize just how similar human and animal consciousness are, 
and then address animal interests and animal rights. Consideration 
of these issues would challenge all uses, even painless uses, of 
animals. In any effort to identify the interests and rights of animals, 
even animal rights philosophers admit that the nature of con-
sciousness and cognition—human and animal—matters. A theory 
of human consciousness and cognition developed by B.F.J. Loner-
gan is helpful in understanding and comparing human and animal 
consciousness. According to Lonergan, elemental wonder makes 
human consciousness and cognition a dynamic, self-assembling 
process moving from presentations given in experience through 
successive levels of understanding, judgment, and responsibility 
to the affirmation of values. Questioning sweeps humans across 
a divide between elementary knowing, which is shared with 
animals, and a type of knowing that is exclusively human. 
None of the animal behaviors catalogued by animal rights parti-
sans reveals wonder and the drive to understand, affirm and 
decide. That drive is a single, restless activity generating succes-
sive levels of consciousness. If, as animal rights philosophers 
agree, animals are incapable of responsible behavior, it must also 
be that their cognitional feats are qualitatively different from those 
of humans. Absent questioning and the drive to understand, 
animals never emerge on the level of intelligent and rational, 
much less responsible, consciousness. Their cognitional achieve-
ments appear to fall within the province of elementary knowing, 
a realm in which they are accomplished associative learners—
clever, to be sure, but not capable of the beginnings of full human 
knowing. Human consciousness and cognition differ enough from 
animal consciousness and cognition that humans claim rights 
while animals do not. So it is that even if we use animals in 
research, having vouched for their humane care, we use humans 
as experimental subjects only when they give informed consent. 
We safeguard the welfare of animals; we guarantee the rights of 
persons.

Key Words: Ethics, Consciousness, Animals, Biomedical, 
Research.

INTRODUCTION
If René Descartes (1596–1650) had not existed, animal rights 

philosophers would have had to invent him. They pillory this 
famous mathematician/philosopher for theorizing that animal 
operations are mechanical, not conscious—more like the move-
ments of swans, propelled by water pressure, in the royal gardens 
of Versailles than like those of humans, directed by rational 
choices. Such a mechanistic understanding of animals, they assert, 
has provided justification for using them in biomedical research, 
even in painful experiments—something that we would never do 
to humans.

All philosophers today, however, are as certain as any pet 
owner that animals are endowed with consciousness. Except for 
viruses, bacteria, and, probably, insects and crustaceans, animals 
are aware of themselves and of the world around them that is 
made present by internal representations. Their movements and 
communication are more than the workings of mechanical stimu-
lus and response.

Biomedical scientists are no less convinced about the existence 
of animal consciousness. In their professional organizations, in 
the laws and regulations they help draft, and in their laboratory 
deliberations they are keenly aware of issues about the humane 
treatment of research subjects that animal consciousness raises.1

They follow and aid in advancing current “best practices” for 
ensuring animal well-being, keenly aware that in research institu-
tions as well as in businesses or schools, there is always room for 
improving procedures.

On the topic of the existence of animal consciousness, Des-
cartes has no contemporary disciples, philosophical or scientifi c. 
Instead, controversy swirls around the nature and degree of that 
consciousness. Several philosophers believe that we must go 
beyond an acknowledgment of consciousness and a concern for 
animal well-being and take into account the human-like nature of 
animal consciousness, address the issue of animal interests and 
animal rights, and challenge any use of animals, painless though 
it might be.

ANIMAL INTERESTS
The reputed father of the animal rights movement, Peter Singer, 

follows Jeremy Bentham (1748–1832), in positing that ethical 
refl ection arises from our empathy with others in their pleasure or 

From: Sourcebook of Models for Biomedical Research
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pain.2 When ethics is based on calculations of pleasure and pain 
it includes responsibilities not just to rational humans, but also to 
any creatures that experience pleasure and pain. Singer quotes 
a Bentham proclamation that has become “The Great Sentence” 
of the animal rights movement: “The question is not, Can they 
reason? nor Can they talk? but, Can they suffer?”3

Bentham proposed that we align ourselves with a hypothetical 
observer who is impartial, benevolent, and capable of discerning 
every consequence of a given action. From such a position we 
would be able to choose actions that achieve the greatest utility—
defi ned as the maximum pleasure and minimum pain—for the 
greatest number of individuals. In our calculations, or course, 
“Each [individual] is to count for one and none for more than 
one.”

Singer extends Bentham’s method to animals. He does not 
claim that humans and animals are equal or demand that we treat 
them equally. He alleges that most members of the chromosomal 
species Homo sapiens are persons—they possess rationality and 
self-consciousness—but most animals are not. Conversely, some 
chromosomal humans, such as the mentally disadvantaged and 
senile, are not persons, while some animals such as chimpanzees 
clearly are.4 Persons or not, all suffer. Consequently, even though 
we need not treat each sentient creature equally—it makes no 
sense to extend the vote to dogs—we must consider the potential 
pleasures and pains of each equally as we ponder how to treat 
them. If we give special consideration to certain individuals solely 
on the basis of their membership in the human species we act as 
“speciesists.” Singer concludes:

If the experimenter is not prepared to use an orphaned human infant, then 
his readiness to use non-humans is simple discrimination, since adult 
apes, cats, mice, and other mammals are more aware of what is happening 
to them, more self-directing and, so far as we can tell, at least as sensitive 
to pain, as any human infant.5

Is it permissible, then, to experiment on and/or kill anesthe-
tized subjects? To answer this question, Singer expands Bentham’s 
principle of pleasure and pain. He counsels us to consider not just 
the pleasures and pains, but also the interests and harms of those 
affected by any action. We can best determine interests and harms 
by taking account of what would be individuals’ preferences. No 
sentient subject would prefer being experimented on and killed, 
no matter how painless the procedures.

Because human consciousness is more complex—human plea-
sures are fuller and human futures richer—the harm and the wrong 
involved in overriding preferences are usually greater with humans 
than with animals. Still, the mental life and interests of some 
human infants are on par with that of many animals. Conse-
quently, we must, if we intend to experiment on and kill animals, 
be prepared to do the same to those babies.6

Singer’s arguments have provoked several lines of response.7

One contends that measuring potential pleasures and pains, inter-
ests and harms that might derive from certain actions cannot serve 
as a reliable guide to moral decision-making. There is a limit to 
how well scientists can peer into the future. Seldom can they see 
clearly the connection between a given experiment and a new 
treatment, or forecast with accuracy the number of its potential 
benefi ciaries. Scientists are explorers, not clairvoyants.8

Fellow traveler in the animal rights movement, philosopher 
Tom Regan, makes a second critique, faulting Singer for the 
“morally callous” idea that the ends justify the means. When 

Singer proposed that some human/animal sexual acts might not 
be wrong—after all, they could be mutually satisfactory—a 
piqued Regan responded:

“The end does not justify the means” is a moral truth that applies beyond 
the boundaries of our species  .  .  .  As a utilitarian, he [Singer] believes that 
right and wrong depend on how much satisfaction results from our 
actions, an outlook that leads him to accept many practices that advocates 
of animal rights reject.9

Regan also notes that because utilitarian ethics aggregates 
interests and harms—the total of harms weighed against the sum 
of interests—it is a rickety defense for small numbers of labora-
tory animals, whose harms might be outweighed by the benefits
achieved for many humans.10

Still another response asks if Singer doesn’t undermine his 
utilitarian starting point by allowing that the harm of killing 
humans is usually greater than that of killing animals. He makes 
it appear, after all, that even for him the nature of consciousness 
and cognition matters very much in ethical theory.

ANIMAL CONSCIOUSNESS AND RIGHTS
Consciousness and cognition matter. Regan and animal rights 

lawyer Steven Wise base their arguments on this conviction.11

They hold that animals are conscious in a way that requires not 
only humane treatment but also respect for the right of never being 
used for food, companionship, entertainment, or research.

Wise argues that common law should treat chimpanzees and 
possibly other animal species not as property but as persons. As 
persons they would enjoy at least some of the same rights as 
young children or profoundly retarded adults. Among those rights 
is that of not being caged and not being subjected to medical 
research.

Rights, Wise asserts, must rest on something objective, and 
that something is the conscious mind that makes us capable of 
giving responsible direction to our lives:

cognition is a very big deal because the fundamental legal right of animals, 
the least porous barrier against oppression and abuse that humans have 
ever devised, depends on it.12

Wise describes several apparent similarities between human 
and animal consciousness and cognition. Then, counseling us to 
take three aspirin before we read on, he presents his distillation 
of the “ten top theories of consciousness.”13 Evidently, he believes 
that if philosophers and neuroscientists are stymied in head-
splitting disagreement about the nature of human consciousness, 
then there is little reason to deny it—whatever it may be—to 
animals.

There is no need for such abject surrender. Regan, for one, 
goes to great lengths to define consciousness and cognition. By 
consciousness he means the awareness that mammals have of 
their environment, and by self-consciousness he means the aware-
ness of oneself. Regan claims self-consciousness for many species 
of animals because they act on beliefs and in fulfillment of desires, 
which requires that they experience themselves as identities in 
time and know the world in the continuum of time and space 
rather than as something always new and singular.

By beliefs and desires, Regan means certain mental states 
underlying animal behavior. When my dog Fatigué, for example, 
sees me standing at the door with his leash, he wags his tail and 
paws my leg. According to Regan, Fatigué both believes that we 
are going for a walk and desires to get going. He has internal 
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representations of the world around him, and can associate imme-
diate representations (me at the door, leash in hand) to representa-
tions in his memory (previous walks). Moreover, his tail-wagging 
indicates that he has a welfare that matters to him. He is respond-
ing to more than a mindless physiological drive.

Fatigué’s beliefs, Regan allows, are not as sophisticated as our 
concepts.14 He may believe that a particular bone is good to gnaw 
on, whereas we can add the belief that the bone is part of a skel-
eton. Fatigué has few of the beliefs that make up a human concept. 
Still, he and other animals have beliefs, rudimentary as they may 
be.

Regan’s contention requires that we inquire into animal con-
sciousness and cognition. Is it so like ours that it can be said that 
animals possess rights and animal research is a moral wrong on 
par with experimentation on human subjects?

HUMAN CONSCIOUSNESS
The well-known philosopher of consciousness Daniel Dennett 

encourages us to “first devis[e] a theory [of consciousness] that 
concentrate[s] exclusively on human consciousness  .  .  .  and then 
look and see which features of that account apply to which 
animals, and why.”15 A good guide in the task of devising a theory 
of consciousness and cognition is the philosopher and theologian 
Bernard J.F. Lonergan.16

Lonergan begins by noting that conscious operations involve 
some sort of awareness that is missing in processes such as the 
growth of a beard. That awareness is immanent in cognitional and 
volitional acts: seeing, hearing, touching, feeling, smelling (all 
acts in the process of experiencing); imagining, thinking, conceiv-
ing (all acts in the process of understanding); reflecting, testing 
ideas, marshaling evidence, affirming and denying propositions 
(all acts in the process of judging); and taking stock of feelings, 
considering values, making decisions, committing ourselves (all 
acts in the process of willing). Unless we are in a dreamless sleep 
or coma, we are involved in these operations.

Each of these operations makes objects present to us. In other 
words, each is an act of knowing or willing objects, whether those 
objects are external stimuli or internal feelings. Because they 
make objects present (involving what Regan calls “conscious-
ness”), Lonergan calls them intentional. Simultaneously and 
without any reflection or “bending back,” each of these acts makes 
us present to ourselves. Because they make us present to ourselves 
(involving what Regan calls “self-consciousness”), Lonergan 
calls them conscious. It is because we—humans and animals 
alike—are present to ourselves (conscious) that objects can be 
present to us, or known.17 Consciousness is the self-awareness that 
makes the knowledge and willing of objects possible.

Conscious and intentional operations (hereafter simply called 
conscious operations) are activities in a dynamic process that 
unfolds on four distinct but integrated levels. On the first level, 
we experience presentations that are given in acts of sensing and 
feeling—sounds and sights, odors, tastes, and feelings, both exter-
nal and internal. All of these presentations, because they deliver 
objects, involve a type of knowing. We know the surroundings of 
sight, sound, smell, taste, and feel; of here, there, up, down, and 
over; of before and after; and of association (“A, then B”). While 
brewing the coffee, weaving in and out of traffic, or raking the 
leaves we know a taken-for-granted world.

It is obvious that animals share with humans this knowing that 
Lonergan calls elementary knowing. They, too, live in the taken-

for-granted world, the world that is spontaneously and expected 
to be “out there” and real.18 Elementary knowing allows animals 
to win sustenance, bear offspring, and stave off predators.

Due, however, to the spontaneous awakening of wonder, 
humans emerge from their habitat into the universe through a 
second type of knowing. What Lonergan terms full human 
knowing begins with questioning that transforms the presenta-
tions given in acts of sensing. Lonergan notes:

if at moments I can slip into a lotus land in which mere presentations and 
representations are juxtaposed or successive, still that is not my normal 
state. The  .  .  .  world of mere impressions comes to me as a puzzle to be 
pieced together. I want to understand, to grasp intelligible unities and 
relations, to know what’s up and where I stand.19

By virtue of a drive to find the cause and explain, solid, taken-
for-granted surroundings are shot through with questions. We are 
puzzled by what might be causing that noise under the hood of 
the car, that ache in the back, that turmoil in the Middle East. 
Driven by the desire to understand we emerge on a second level 
of consciousness, the level that Lonergan designates as that of 
understanding. We continue attending to the objects perceived on 
the first level of consciousness, but we attend to them as question-
ers so that our consciousness is the awareness of a self that is 
puzzled, inquiring, and, at least sometimes, understanding. Figur-
ing out a math problem, solving a crossword puzzle, or discover-
ing clues in a murder mystery, we search for suggestive images 
and adopt a strategy of supposing (“What if  .  .  .  ?”). Then, 
suddenly—usually in a moment of rest after strenuous mental 
exertion but still with our suppositions—we generate a set of 
explanatory relationships, an understanding that is not present in 
sensations and feelings themselves. We relax in delight, “Ah, 
that’s it!” Insight, or understanding, has occurred.

Notice that we can bend our native wonder back on itself in 
an effort to understand our own cognitive and emotional states. 
As we seek to understand the process of sensing, understanding, 
judging, and deciding, we make objects of these cognitional and 
volitional activities. All the while, of course, we remain aware of 
ourselves as inquiring, judging, and responsible subjects. We are 
introspectively conscious.

Insight, thrilling as it might be, is not the end point of human 
knowledge. The dynamic desire to know and decide—Lonergan 
calls it the eros of the human spirit—continues to unfold, impel-
ling us next to check if our understanding is correct. On this third 
level of consciousness, what Lonergan calls rational conscious-
ness, we ask, “Is this really so?” We marshal evidence for the 
concepts and hypotheses that formulate our insights. Scientists 
devise ways to test their hypotheses, and all of us draw up mental 
lists of conditions that have to be fulfilled before we can make 
ordinary judgments that something is true. Eventually our weigh-
ing of an idea leads to another insight when we discover that we 
have indeed fulfilled the conditions for saying, “This is so, this is 
true.”

Most often we weigh conditions and come to insight about 
their fulfillment instantaneously—think of how quickly we are 
sure that we have gotten a joke. The rapidity of judgment can 
cause us to neglect how personal and significant is the act itself. 
In the act of judgment, as we satisfy ourselves that we are being 
neither rash nor indecisive, we take personal responsibility for the 
truth of an idea or the validity of a hypothesis. We realize that we 
are about to affirm or deny not only that something is true, but 
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also and simultaneously that we are authentic knowers, in touch 
with what is.

Full human knowing, which implicitly includes affirmation by 
the knower that he or she is indeed a knower, comes to term in 
judgment. But the heart remains restless; persistent questioning 
now turns into deliberation. It opens a gap between what we have 
affi rmed to be and what might and what ought to be. Again, the 
capacity for introspection becomes crucial. We take stock of feel-
ings about what is, seek to understand those feelings, and assess 
how those feelings should guide decisions and actions. We ask, 
“Whence this passion? What is the nature of this fear? Does this 
friendship call for truth telling or dictate discreet silence?” Our 
self-awareness becomes the awareness of a subject in the throes 
of deliberation. Questioning launches us from the domain of fact 
into the uneasy realm of values. Consciousness acquires the name 
of conscience.

Values, of course, do not already exist in an “out there” reality. 
It is we who generate values in the process of judging our insights 
into the data of inner and outer experience. Whether we can say 
with confidence that something is really true and then truly valu-
able depends on whether we have paid good attention to the data, 
made sense of the data in insight, and stand prepared to take 
responsibility for a judgment of fact about what is and then for a 
judgment of value about what ought to be.20

The fact that we generate values and attempt to direct our lives 
in accord with them is the source of the claims that we make on 
each other. The inescapable burden of having to choose reveals 
both my freedom and my responsibility. I must decide what to do, 
and I must decide that in relationship to others who appear to 
possess the same consciousness. My choice is both a claim on 
others and a response to their claim on me. These claims are what 
we call rights.

This account of the dynamic desire to know what is, determine 
what should be, and commit ourselves to what is truly worthwhile 
reveals the crucial importance of wonder. In questions that express 
wonder, humans strive to understand, wrestle with the difference 
between the real and the apparent, and ponder what is to be done 
or not done. Questioning makes human consciousness and cogni-
tion a dynamic, self-assembling process moving from presenta-
tions given in experience through successive levels of 
understanding, judgment, and responsibility to the affi rmation 
of values. Along the way, questioning sweeps us across a divide 
between elementary knowing, which we share with animals, and 
a second type of knowing that Lonergan calls full human 
knowing.

A final comment on Lonergan’s analysis of conscious cogni-
tion: in its basic structure, it is not revisable. We cannot deny or 
revise our account of the process without employing the very 
same operations that we have outlined—operations of sensing, 
understanding, judging (affirming/denying), and deciding.

HUMAN AND ANIMAL 
CONSCIOUSNESS COMPARED

Following Dennett’s counsel, my present task is to “look and 
see which features of [the above] account apply to which animals, 
and why.” I propose to do that in reverse order, beginning with 
consciousness on the fourth level, the level of conscience. Neither 
Singer, nor Regan, nor Wise claim responsible consciousness for 
animals. Instead, they claim that its absence in animals is no more 

signifi cant, morally and legally speaking, than its absence in 
infants, or in senile or mentally exceptional humans. Singer 
believes that treating such marginal human beings any differently 
that animals constitutes “speciesism,” and Regan argues that these 
exceptional persons—he calls them moral patients in contrast to 
moral agents—are possessors of rights.21

Even animal rights philosopher Mary Ann Warren objects to 
the ethical relevance of occasional conditions or exceptional 
cases.22 Infancy, senility, and mental incompetence are conditions 
that all of us have experienced or will experience in our lifetimes. 
And, just as we know in a rough and ready sort of way the dif-
ference between being conscious and unconscious, so we also 
know the difference between a smart animal and an exceptional 
child. Unlike Fatigué, whose lack of moral agency is something 
expected, a child with a dog’s mental capacity is received into the 
world as an unexpected cause for grief and extra care.23

If animals do not function on the level of responsible con-
sciousness, do they operate on the level of rational consciousness 
and full human knowing? We can surmise that none of our phi-
losophers of animal rights would argue that animals take respon-
sibility for the truth by affirming or denying that something is or 
is not the case.

They might contend, however, that animals operate on the 
second level of intelligent consciousness and have “aha” moments. 
In fact, it is here that Regan and Wise, who offer several examples 
of animal cunning, attempt to blur any distinction between humans 
and animals. I will return to those examples presently, after 
drawing attention once again to Lonergan’s distinction between 
elementary knowing, on the one hand, and full human knowing, 
on the other. It is certain that animals are conscious. And, to be 
sure, they know their surroundings and act smartly in their habitat. 
Still, we must ask if they do so with wonder and its expression in 
that imperious desire to know and to decide that both initiates full 
human knowing and grounds human rights.

Regan, unfortunately, gives us no account of the characteristic 
human activity of questioning. Understandable as such an omis-
sion is—people today tend to think of knowing in terms of infor-
mation rather than activity—it skews the picture. Paying no 
attention to the activity of asking questions, Regan fails to notice 
how significant the difference is between existing as a sentient 
subject of a life on the one hand and existing as a sentient, under-
standing, rational, and responsible subject of a life on the other. 
It is only with the full human knowing and willing generated by 
questioning that we enter into the realm of responsibility, moral-
ity, and law.

What goes on in strictly elementary knowing—that is, what 
goes on in Fatigué’s mind—can be inferred from behavior. Much 
behavior, human and animal, appears to be coded in genes that 
evolution has selected for survival. Weeds mimic plants, viruses 
trick the immune system, birds build nests, predators stalk their 
prey, and people react to threats with “fight” or “flight” instincts. 
Such behavior involves no conscious knowing.

Other behavior, although selected by blind evolution, is con-
scious and based on associative learning. Humans and animals 
connect behavior “A” with consequence “B,” a fact that makes it 
possible for humans to train children as well as pets. Fatigué’s 
behavior of standing ready at the door, wagging his tail, can be 
explained by his having connected a past walk to a present image 
of me with his leash. That association suffices to create expecta-
tion; he does not question the image of me with the leash, and 
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thus he will never say to himself, “He looks tired; maybe we ought 
to skip the walk tonight.” As Stephen Budiansky comments:

The intelligence of learned associations of this sort lies in part outside the 
animal’s brain. It is not what is inside the head, but what the head is inside 
of—to use William Mace’s felicitous phrase  .  .  .  the rationality of the 
world.24

Finally, some conscious behavior, still based on a capacity 
selected in evolution, entails not just associative learning, but 
also wonder and its products—insights, judgments, and values. 
Humans go beyond the givenness of presentations to develop 
theories, understand causation, reflect on thoughts and emotions, 
formulate values, and act to bring about our various visions of 
utopia.

Applying Occam’s razor—one should choose the simplest 
adequate explanation of any phenomenon—we must ask if any 
of the many examples and stories of animal cunning require the 
insight, judgment, and responsible decision-making that are 
generated by questioning and characterize Lonergan’s full human 
knowing. Fatigué’s behavior tells us this much: in addition to 
undergoing vital processes such as the formation and nutrition of 
skeletal and muscular structures, he knows and desires things 
around him. Nevertheless, he probably does so in an elementary 
way. Curious as he may appear as he puts his nose to smells on 
his walk, he is not motivated by the drive to understand. When 
he has marked his territory, he goes on his way through a habitat 
that is anything but a world shot through with questions.

Is this supposition supported by observation? We can briefl y 
review the fascinating literature of ethology by asking if any of 
four types of behavior manifests a type of knowing akin to full 
human knowing, which is initiated by questioning, or, rather, a 
type of knowing, which, however sophisticated, resembles ele-
mentary human knowing.

FEATS OF KNOWLEDGE Marian Dawkins explains that 
many vertebrates possess mental representations, carry around 
cognitive maps of food stores, retrieve hidden objects, sort and 
classify objects, count, and make and use tools.25 Mice, to cite an 
example of tool making, use their excrement to plug vents carry-
ing toxic cigarette smoke into their cages, probably acting on a 
learned association that we would express as “This (feces) here, 
then this (no smoke).” All such feats of knowledge and tool 
making remain within the scope of elementary knowing, in which 
animals associate “here” with “there,” “before” to “after,” “this 
means (a finger extended by a piece of straw) to that end (ants 
within the hill).”

SELF-REFLECTION Gordon Gallup reports that chimpan-
zees recognize themselves in mirrors and claims that this behavior 
proves their ability to reflect on themselves.26 Dorothy Cheney 
and Robert Seyfarth, much more cautious, distinguish self-
recognition—an ability to distinguish oneself from others that 
does not imply any awareness of doing so—from self-
consciousness—a “meta-awareness” in which a subject can watch 
not just the mirror but himself looking into the mirror and thus 
have access to what is going on in his own mind. “There is ample 
evidence from studies of children  .  .  .  that many aspects of self-
recognition do not require self-refl ection.”27 Chimps not only 
know and reach for where they itch or feel pain but also recognize 
as part of themselves the hand they see in a mirror as it moves to 
the troubled site. Children rapidly acquire this same ability. In 
addition, however, and at about the time they begin asking ques-

tions, they begin to advance beyond such self-recognition to self-
refl ection as they turn the attention of inquiring intelligence upon 
their experience of such mental presentations. The different abili-
ties of chimp and child correspond to the two types of knowledge, 
elementary and full human knowing.

ATTRIBUTION OF MENTAL LIFE The ability to attribute 
a mental life to others reveals the capacity for reflecting on one’s 
own mental life. Humans come to such introspection by dint of 
questioning presentations of sense and feeling. If it were true that 
animals predict and attempt to change others’ behavior because 
they understand that minds and intentions underlie that behavior, 
it would suggest that they can perform the introspection that we 
have claimed only for full human knowing.

Cheney and Seyfarth provide a careful analysis of the anec-
dotal and experimental evidence that chimpanzees possess a 
theory of mind. They conclude that even the most compelling 
examples of chimps acting as if they recognize that other indi-
viduals have beliefs—examples of apparent teaching and deceiv-
ing—can be explained in terms of animals’ keen observation of 
behavior and their ability to follow associative (“A” then “B”) 
rules to change that behavior.28

LANGUAGE To use a language is to employ signs or 
pictures or even words to fulfill a demand, obtain a reward, or 
achieve a desired end; to understand language is to employ the 
same instruments not just as means to ends, but also as convey-
ances of meaning. Computers can be programmed to use words. 
What they cannot do is understand themselves or understand the 
events of another’s mind to which words point.29

Wise, who concedes that chimpanzees mostly employ signs 
as means of obtaining food or fulfilling human commands, is 
impressed that some chimps have demonstrated the use of more 
than 3000 words. But children at about the age of three years and 
without any specific training begin to go beyond the mere use of 
words to an understanding of thousands of words and the rules 
for joining them in an infinite number of novel combinations that 
express meaning in their minds and the minds of others.30 For 
them, a word is a sign, or one thing standing for another, and also 
a symbol into which their minds and the minds of others can read 
signifi cance.31

In summary, none of the animal behaviors catalogued by Wise 
reveals an underlying activity of asking questions or a basic 
capacity for wonder. All appear to fall within the province of ele-
mentary but not full human knowing. As chimpanzee researcher 
Daniel Povinelli notes, chimpanzees do not have an ambition to 
explain the world. Speculating about what would happen if he 
asked both a 3-year-old child and a chimpanzee why the chicken 
crossed the road, he concludes the following:

For the three-year-old, the question is an opportunity to attribute feelings 
to the chicken and to make up a story—for example, the chicken must 
have missed its mommy and spotted her on the other side of the road. 
The chimpanzee has a much simpler answer: ‘Yes.’32

It was Darwin who observed that the difference between 
human and animal consciousness is one of degree, not kind. It 
was also Darwin who noted that there is an enormous practical 
difference between humans and animals. Humans, he said, are the 
only “utopian animals.”33 It is the performance of asking questions 
that sweeps us into the realm of conscience and makes us “utopian 
animals.” But that performance is a single, restless activity gen-
erating successive levels of consciousness. Just as it makes human 
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behavior responsible, it also makes some acts of knowing acts of 
understanding. If nonhuman animals are incapable of moral 
behavior, then, most likely, their cognitional feats are qualitatively 
different from ours. In the absence of questioning, they probably 
never emerge on the levels of intelligent, rational, and responsible 
consciousness. They are clever associative learners in elementary 
knowing, but probably not capable of the beginnings of full 
human knowing.

CONCLUSION: THE USE OF ANIMALS 
IN RESEARCH

Two overarching issues frame ethical reflections on the use of 
animals in research. The first is the issue of pain and suffering. 
The ground of the contemporary concern for animal pain—ground 
on which philosophers, scientists, and the general public stand 
together—is an unchallenged consensus that most vertebrate 
species are conscious. Scientists are morally and, ever since the 
Animal Welfare Act of 1966, legally bound to ensure the well-
being of laboratory animals.34

The second issue is that of animal use. If animal consciousness 
is no different than that of humans, then any use of animals—as 
pets, as a source of food and clothing, as subjects of research, 
even when painless and certainly when it involves their death—is 
as morally reprehensible as the use of humans for the same pur-
poses. The argument of this chapter is that human consciousness 
and cognition are evidently different enough from animal con-
sciousness and cognition that humans can claim rights while 
animals cannot. So even if we use animals in research, having 
vouched for their humane care, we use each other as experimental 
subjects only when we give informed consent. We safeguard the 
welfare of animals; we guarantee the rights of persons.
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ABSTRACT
Nonvertebrate and vertebrate models are commonly used in 

research to study diseases that affect humans and animals and to 
clarify disease etiology and methods for disease prevention and 
treatment. The relevant information on models is published in a 
variety of resources and then indexed among free and proprietary 
databases. New searching tools specifically developed as a com-
panion to this book can now be freely accessed at a designated 
website created as a companion for the Sourcebook of Models for
Biomedical Research, where user-friendly searches can be exe-
cuted at any time according to stored instructions, in a variety of 
databases pertaining to the relevant disease models. Some data-
bases are freely available, such as PubMed, AGRICOLA, 
TOXLINE, and NCBI, as well as specialized resources such as 
FishBase and the JAX Mice Database. Other useful databases are 
proprietary, such as PsycInfo and Aquatic Sciences and Fisheries 
Abstracts. The website can be accessed: http://www.vetmed.
ucdavis.edu/Animal_Alternatives/sourcebook.html.

Key Words: Animal models, Laboratory animal(s), Animal 
model types, Choosing animal model, Diseases, Alternatives, 
Disease models, Nonvertebrate, Vertebrate, Databases, Searching, 
Websites.

INTRODUCTION
Both nonvertebrate and vertebrate models are commonly used 

in research to study diseases that affect humans and animals and 
to clarify disease etiology and methods for disease prevention and 
treatment. A wide range of databases, both free and proprietary, 
are available to draw from when searching research literature on 
these topics.1 Existing tools that use search filters in the PubMed 
database simplify identifying strains of mice as appropriate 
disease models.2 In this chapter we describe other improved 
methods for effective literature searching for disease models, and 
present some new efficient strategies and tools for searching that 
are available in a new website companion for the Sourcebook of
Models for Biomedical Research.

SEARCHING FOR A RANGE OF POTENTIAL MOD-
ELS Anyone can quickly become frustrated trying to monitor 
and locate the relevant information on published research con-
cerning disease models. Following the current literature, which is 
so widely dispersed, can seem an overwhelming task. The perti-
nent information is published in numerous journals and books and 
then organized and indexed among a variety of databases, some 
of which are freely available and others that are proprietary. New 
searching tools are now available in a website specifically devel-
oped as a companion to this book. The searching tools can be 
freely accessed at a designated website, where user-friendly 
searches can be executed at any time according to stored instruc-
tions,3,4 in a variety of databases pertaining to the disease models 
described in this volume. The databases include those freely avail-
able and linked on the website, such as PubMed, TOXNET, 
AGRICOLA, TOXLINE, and NCBI, as well as specialized 
resources such as FishBase and the JAX Mice Database. Propri-
etary databases available by subscription are also listed, such as 
ISI Web of Science, PsycInfo, and Aquatic Sciences and Fisheries 
Abstracts (ASFA). We have previously developed comprehensive 
search grids to facilitate bibliographic searching on topics related 
to alternatives for veterinary medical education.5–7

WEBSITE ON MODELS AND DISEASES As described 
below and covered extensively in the interactive website, a 
working list of topics addressed by searching tools (using a variety 
of databases and resources) has been selected from the following, 
including nonvertebrate and vertebrate animal models by species: 
sea urchin embryo; budding yeast; fungus; social amoebae; round 
worm; Drosophila; bees; Xenopus, fish, and other aquatic animals; 
mice; rats, guinea pigs, hamsters, rabbits, and ferrets; large and 
farm animals; exotics; cats and dogs; and nonhuman primates. 
Searching tools are also organized by disease, including aging, 
AIDS, alcoholism, Alzheimer’s disease, atherosclerosis, diabetes, 
eye diseases, hearing disorders, lung cancer, multiple sclerosis, 
neurodegenerative diseases, obesity, acute and chronic pain, 
Parkinson’s disease, posttraumatic stress, renal disease, sepsis, 
thrombosis, and wound healing. The website was developed 
as a companion to the Sourcebook of Models for Biomedical
Research and can be accessed: http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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The website offers direct links to particularly relevant data-
bases and other resources, and indicates which ones are likely to 
be especially useful for particular models or diseases. In addition, 
the website includes some stored searches in complimentary data-
bases, termed embedded search templates, that can be launched 
at will. With these templates, users can use point-and-click tech-
nology to avail themselves of the currently available literature 
on a particular topic, and then make the search instruction more 
specifi c to their needs. The search templates generally draw on 
the high-speed, comprehensive PubMed database, or TOXLINE 
or NCBI; all are freely available to anyone.

RELEVANT LEGISLATION AND REGULATIONS RE-
GARDING ALTERNATIVES For each use of animals, scientists 
are required by the USDA’s Animal Welfare Act8 and the related 
USDA Policy 119 and Policy 1210 to complete animal use proto-
cols that include questions on possible alternatives to procedures 
causing more than momentary pain or distress, whether in teach-
ing, research, or testing. While researchers seeking improved 
methods or completing animal-use protocols often find it diffi cult 
to locate the relevant information, searching the literature regu-
larly could result in identifying an improved animal (or even yeast 
or fungus) model for a particular disease. The regulations require 
that principal investigators provide a written narrative in the pro-
tocol concerning the availability of alternatives, including the 
methods and sources used to determine the availability of refi ne-
ments, reductions, and replacements. USDA animal care Policy 
11 provides a detailed description of painful and distressful pro-
cedures. Policy 12 offers detailed guidance on the investigator’s 
description of the database search for alternatives, including 
the names of the databases searched, the date the search was per-
formed, the period covered by the search, and the key words 
and/or the search strategy used. Considering the ongoing creation 
of new animal models and the development of new technologies, 
frequent searching and consideration of alternatives are appropri-
ate so as to identify and consider new methods and models. This 
chapter addresses a gap facing scientists by presenting user-
friendly searching tools that are targeted toward (1) locating 
animal models and (2) conducting effective bibliographic searches 
on animal models and diseases, as required for animal use proto-
cols. These tools simplify searching by providing streamlined 
access to the resources being sought. Facilitating efficient and 
effective searching by users can improve the research and sim-
plify compliance with USDA requirements.

REVIEWING DATABASES BY ANIMAL MODEL 
OR SPECIES

Browsing among the databases pertinent to animal models can 
be a useful place to begin, to gain familiarity with the array of 
resources. We have sorted the databases, including 20 complimen-
tary databases, 10 other resources, and 10 proprietary databases 
listed here, so that users can quickly explore the topics of greatest 
interest, whether they be animals or diseases in general, or par-
ticular animal models or diseases.

POTENTIAL ANIMAL MODELS As shown in Figure 5–1, 
a large number of complimentary databases are available that 
pertain to animal models. Some of them have more specialized 
purposes. For example, ECOTOX, INVITTOX, and TOXNET 
pertain specifically to toxicology testing, indicating substances 
that may play an adverse role in certain diseases. FishBase and 
oneFISH deal with literature on fish. AGRICOLA covers the 

general literature on veterinary medicine, and PubMed covers the 
general literature on human medicine. DTIC and DoD Biomedical 
Research are sites developed in response to military needs, but 
have general applications for psychological stress and wound 
healing.

A variety of other complimentary resources are available that 
are useful in finding animal models. Of particular note are the 
resources dealing with mice, including the International Mouse 
Strain Resource, the Mouse Models of Human Cancers Consor-
tium, and the NCI Mouse Models. Ensembl Genome Browser taps 
into the expanding genomic developments.

Other databases are available as proprietary products. Many 
institutions subscribe to some of these, so users may have ready 
access to them at their worksites. One of the most useful of these, 
ISI’s Web of Science, offers web access to citation information, 
allowing a search for all papers that have cited an earlier work. 
This feature, previously known as Citation Index, offers a feed-
forward in tracking papers that have cited a classic work to follow 
signifi cant lines of research. PsycInfo has good coverage of the 
human psychological literature, and sometimes addresses pain 
and stress topics in more detail than PubMed, with an added 
value of going back to very early literature. CAB and Biosis offer 
more comprehensive coverage of the European literature and the 
biology literature than either PubMed or AGRICOLA. Zoological 
Record covers a broad base of literature on animal behavior of 
many species and goes back to the earliest references. Fish & 
Fisheries Worldwide is another database that is essential for 
people working with fish. ERIC is a database specialized for 
accessing the literature pertaining to education.

NONVERTEBRATE MODELS Identifying useful models for 
a study not involving mammals, or perhaps not even vertebrates, 
offers a potential for reducing the pain or distress that may result 
from interventive procedures. A growing number of such models 
are proving useful. Studies using these can be easily accessed, as 
indicated in Figure 5–2.

Sea Urchin Embryo Search templates offer point-and-click 
instantaneous searches of some topics where sea urchin embryos 
have been useful, including cellular activity, the role of metals in 
early development, and transcription. Other search templates 
launch TOXLINE or HSDB, two resources on toxicity that are 
less well known, retrieving studies pertaining to cellular mecha-
nisms and substances with adverse impacts on cellular activity.

Yeast Yeast has proven useful in studies of drug design, 
glucose, and DNA, topics for which search templates are pro-
vided. The DNA search retrieves studies on DNA damage from 
exposure to toxic substances.

Fungus The use of nonanimal models, such as fungi, can be 
reviewed in search templates that reveal studies of circadian oscil-
lations in fungi, as compared with other organisms.

Social Amoebas Specialized databases for the social 
amoebas include DictyBase and Dicty Workbench. Embedded 
searches focus on cytokinesis, signal transduction, and 
development.

Round Worm The round worm has become a preferred 
model for studies of aging that relates to studies of human mito-
chondria. The database, WormBase, is an important special 
resource for studies of Caenorhabditis elegans.

Fruit Fly Drosophila has longstanding importance as an 
animal model for genetic studies, as reflected in the special data-
base, Homophila. Search templates here pertain to using the fruit 



Figure 5–1. Opening page of the website, showing selected 
resources suitable for browsing to identify potential disease models. 
Resources shown in shaded boxes are free to all users and are avail-

Figure 5–2. Nonvertebrate models featured on the website, high-
lighting free and proprietary databases in the middle two columns. 
The column on the right side indicates the use of the free database 

able via links on the website. The column on the right side lists useful 
proprietary databases available by subscription. http://www.vetmed.
ucdavis.edu/Animal_Alternatives/sourcebook.html.

PubMed for stored embedded searches that are available for launch-
ing via links on the website. http://www.vetmed.ucdavis.edu/Animal_
Alternatives/sourcebook.html.
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Figure 5–3. Vertebrate models that are typically used in laborato-
ries, featured on the website, highlighting free and proprietary data-
bases in the middle two columns. The column on the right side 
indicates the use of the free database PubMed for stored embedded 

Figure 5–4. Vertebrate models that are less typically used in labo-
ratories, featured on the website, highlighting free and proprietary 
databases in the middle two columns. The column on the right side 
indicates the use of the free database PubMed for stored embedded 

fl y for studies of hearing, balance, neurodegenerative models, and 
aging.

Bees Studies of alcohol effects are conducted on nonverte-
brates, bees. These studies are easily accessed in an embedded 
search.

VERTEBRATE MODELS A number of vertebrate species are 
familiar in laboratory studies, primarily the aquatic vertebrates 
and the small mammals. The fish, frogs, and other aquatic animals, 

and the mice, rats, and other small mammals are readily accessed 
as shown in Figure 5–3. Less commonly studied, but also used 
as models, are large and other farm animals, exotic animals, dogs 
and cats, and nonhuman primates; searching strategies for these 
species are presented in Figure 5–4.

Fish, Frog, and Other Aquatic Animals The use of fish has 
expanded in recent years, in many cases as a vertebrate replace-
ment for mammals. Specialized resources are most appropriate 

searches that are available for launching via links on the website. 
http://www.vetmed.ucdavis.edu/Animal_Alternatives/sourcebook.
html.

searches that are available for launching via links on the website. 
http://www.vetmed.ucdavis.edu/Animal_Alternatives/sourcebook.
html.
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Figure 5–5. Selected resources on the website suitable for browsing 
by disease, to identify potential disease models. Resources shown in 
shaded boxes are free to all users and are available via links on the 

for searching on these species, including the complimentary Fish-
Base, oneFISH, Xenopus Resources, Zebrafish Gene Collection, 
and ZFIN, and the proprietary ASFA and Fish and Fisheries 
Worldwide.

Mice Despite the growing number of nonvertebrate and 
fi sh models, mammals are essential for some studies. In mainstay 
models for studies in which a mammal is essential, the number of 
mice used far exceeds any other mammal. As examples, the search 
templates use mice as models for various diseases, for studies of 
Alzheimer’s disease, and for studies of obesity. Specialized data-
bases such as the JAX Mice Database and the Mouse Biology 
Program are important when searching for appropriate strains of 
mice. Specialized strategies for searching with search filters also 
can be employed.2

Rats, Guinea Pigs, Hamsters, Rabbits, and Ferrets Rats 
are frequently used as models in a wide range of studies where 
an animal larger than a mouse is needed. Other small mammals 
are used in specific research, such as ferrets in studies of Helico-
bacter and guinea pigs in hyperlipidemia. With these species, 
AGRICOLA provides coverage of some research that comple-
ments PubMed. The complimentary ANZCCART Fact Sheets 
provide practical information on basic parameters for working 
with small mammals.

Large and Other Farm Animals For agricultural animals, 
AGRICOLA invariably provides more comprehensive coverage 
of the research than PubMed. The FASS Guide is available at 
modest cost, providing another valuable resource on agricultural 
animals.

Exotic Animals Specialized databases are more effective 
when searching on exotic animals than PubMed, which is targeted 

specifi cally toward biomedical research and misses some impor-
tant work utilizing exotic animals.

Dogs and Cats AGRICOLA is worthwhile for searching 
literature pertaining to dogs and cats, as is PubMed.

Nonhuman Primates Specialized databases are useful in 
locating literature on nonhuman primates, especially the 
complimentary PrimateLit, with research dating back to 
1940.

REVIEWING DATABASES FOR ANIMAL MODELS 
BY DISEASE

Researchers face a dual challenge, to keep updated not only 
with regard to new animal models, but also concerning new work 
on the particular disease of interest.

DISEASES IN GENERAL As with animal models, a wide 
range of complimentary databases and resources is available for 
browsing, as indicated in Figure 5–5.

SPECIFIC DISEASES To provide useful examples of search 
strategies, four embedded search strategies are indicated in Figure 
5–6 for each listed disease. For the embedded search templates 
stored concerning each of the specific conditions and diseases, 
two searches for each disease draw from PubMed, one focusing 
on a specific research strategy on a relevant topic for that disease 
and another addressing models for that disease. A third search 
for each disease draws from TOXLINE, the National Library of 
Medicine’s bibliographic database for toxicology, covering the 
full range of effects of drugs and other chemicals, including bio-
chemical, pharmacological, physiological, and toxicological 
effects. The fourth search for each disease uses NCBI (National 
Center for Biotechnology Information), offering an extended 

website. The column on the right side lists useful proprietary data-
bases available by subscription. http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.
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searchable library of the life sciences literature, including PubMed, 
PubMed Central, books, Coffee Break (short reports on recent 
discoveries), Genes and Disease, and OMIM (catalog of human 
genes and genetic disorders). Thus, NCBI reflects the emerging 
emphasis on research pertaining to genetics interacting with other 
disciplines. We provide embedded searches for the 19 diseases 
and conditions listed below. Users can use the search templates 
as a starting point to adapt searches more specifically to their 
needs. Posttraumatic stress and wound healing are two topics that 
have broad application and benefit from the comprehensive mili-
tary emphasis on databases, as found in DTIC and DoD Biomedi-
cal Research.

• Aging
• AIDS
• Alcoholism
• Alzheimer’s disease
• Atherosclerosis
• Diabetes
• Eye diseases
• Hearing disorders

• Lung cancer
• Multiple sclerosis
• Neurodegenerative disorders
• Obesity
• Pain, acute and chronic
• Parkinson’s disease
• Posttraumatic stress
• Renal disease
• Sepsis
• Thrombosis
• Wound healing

CONCLUSIONS
A website companion for the Sourcebook of Models for

Biomedical Research developed by the UC Center for Animal 
Alternatives offers streamlined access to information concerning 
animal models for disease. The site offers expeditious links 
to relevant databases and provides embedded stored search 
examples for effective searching for models. The site can be used 
as an instructional tool to demonstrate how to search in these 

Figure 5–6. Search strategies on the website are presented as stored 
embedded searches by disease, drawing from the free databases 
PubMed, TOXLINE, NCBI, and DTIC. The stored searches are avail-

able for launching via the website. http://www.vetmed.ucdavis.edu/
Animal_Alternatives/sourcebook.html.
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subject areas. The examples offer a starting point that a user can, 
with growing experience, use as a springboard for further 
searching.
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6 NIH Policies on Sharing of 
Model Organisms and Related 
Research Resources
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ABSTRACT
The National Institutes of Health (NIH) has long recognized 

that the sharing of research materials and data is critically impor-
tant to the progress of biomedical research. Effective sharing of 
research resources benefits the public by facilitating and promot-
ing discovery across the full spectrum of the research community. 
In this spirit, the NIH Model Organism Sharing Policy builds 
upon extant NIH sharing policies to allow the NIH to continue 
to support and promote broad and enabling research effectively 
and efficiently. This chapter provides guidance, sample plans, 
approaches, and other resources for investigators considering how 
best to share model organisms and related research resources with 
the research community.

Key Words: Model, Organisms, Data, Federal, Funding, 
Grants, Sharing, Research, NIH, Policy.

INTRODUCTION
Model organisms have played a critical role in the history of 

biomedical research.1 As tools of discovery and a means to dem-
onstrate proof of concept, they have been pivotal in a broad range 
of seminal events, including among others, developing a vaccine 
against smallpox, testing the artificial heart, and discovering the 
genetic basis for lactose intolerance.2 The sharing of research 
materials, including model organisms and associated data, has 
also been critically important in the progress of biomedical 
research.3 Common use of model organisms by research labora-
tories has provided scientists with the opportunity to verify 
research results, explore previously unsuspected mechanisms of 
disease, and study complex biological questions using an integra-
tive, holistic approach.4

As a public sponsor of biomedical research, the National Insti-
tutes of Health (NIH) is committed to supporting national and 
international efforts that encourage the sharing and dissemination 
of important research resources. This chapter will discuss the 
policies of the NIH on the sharing of model organisms and related 
research resources and its significance to biomedical research, as 
well as approaches and considerations of how such resources 
might most effectively be shared, consistent with NIH funding 
policies.

EVOLUTION OF NIH SHARING POLICIES
FROM PUBLICATION TO SHARING OF RESEARCH 

TOOLS TO DATA AND ORGANISMS The NIH is a part 
of the U.S. Department of Health and Human Services and is the 
primary federal agency responsible for conducting and supporting 
biomedical research in the United States. With a history dating 
back to 1887, the NIH has played a prominent role not only in 
biomedical research, but also in the dissemination of research 
results and materials to the research community.

As a steward of federal funds and in keeping with its mission, 
the NIH has formulated policies regarding the sharing of research 
resources made possible as a result of public funding (see Table 
6–1). The concept of sharing research results has remained a 
constant element of NIH grants policies, including those related 
to unique research resources. An early Public Health Service 
(PHS) Grants Policy Statement set the stage by stating a seminal 
principle for federally funded research: “Project directors and 
principal investigators are encouraged to make the results and 
accomplishments of their activities available to the public.”5 A 
May 1980 Special Announcement was published in the NIH 
Guide for Grants and Contracts regarding the “NIH Policy Relat-
ing to Reporting and Distribution of Hybridomas Produced Under 
Grants and Contracts.”6 This was followed by additional announce-
ments highlighting the importance of sharing.7 The Bayh-Dole 
Act, P.L. 96-517, passed into law on December 1980 to stimulate 
research and development of government-funded research, 
prompted additional reminders about the importance and value to 
scientifi c research of sharing research resources.8

THE NIH POLICY ON SHARING OF MODEL 
ORGANISMS FOR BIOMEDICAL RESEARCH

After consultation with the research community, the NIH 
announced its Policy on Sharing of Model Organisms for Bio-
medical Research (NOT-OD-04-042) on May 7 2004.9 Under this 
policy, NIH applications that result or may result in new, geneti-
cally modified variants of model organisms are expected to include 
a plan for sharing those organisms and related research resources. 
The policy is based on existing NIH Grants Policy [NIH Grants 
Policy Statements (http://grants.nih.gov/grants/policy/#gps)], 
including the NIH Research Tools Policy, and essentially serves 
as implementation guidelines for earlier policies.10,11 As such, this 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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policy applies to extramural investigators and institutions that are 
funded by a variety of mechanisms (see below). Although this 
policy does not apply to NIH intramural investigators, the NIH 
intramural research program has guidelines that are consistent 
with those for the extramural community (for example, see http://
www1.od.nih.gov/oir/sourcebook/ethic-conduct/resources.htm). 
Accordingly, the NIH advocates that investigators share such 
resources across the entire research community. The policy 
assumes that sharing will take place in a manner consistent with 
accepted practice. For example, new, genetically modified model 
organisms developed with NIH funding may be shared as mature 
organisms, sperm, eggs, embryos, or even the vectors used to 
generate transgenic or knockout organisms.

RATIONALE FOR THE SHARING POLICY The NIH 
Model Organism Sharing Policy contributes to scientific progress 
by making new resources available more quickly to a large number 
of people and obviates the need to use limited resources and 
investigator time to reproduce previously developed model organ-
isms. With the Model Organism Sharing Policy, the NIH expects 

that new, genetically modified model organisms and related 
resources generated with NIH funding will be distributed and 
shared with the scientific community in a timely manner (i.e., at 
least upon publication of the primary results announcing the 
development of the genetically modified model organisms).

This expectation serves to fulfill the mission of the NIH: 
“Science in pursuit of fundamental knowledge about the nature 
and behavior of living systems and the application of that knowl-
edge to extend healthy life and to reduce the burdens of illness 
and disability.” Sharing of model organisms and related research 
resources allows the biomedical community, including students, 
postdoctoral fellows, and investigators, to engage in new scientifi c 
research and training opportunities, which can extend the scope 
of inquiry beyond that envisioned by the original creator of the 
animal strain. As a result, sharing research resources is likely to 
result in more rapid breakthroughs for the diagnosis, prevention, 
and treatment of disease than a single investigator could achieve 
alone.

Broad access and use of research resources also contribute to 
the many goals of the NIH, including “promoting the highest level 
of scientific integrity, public accountability, and social responsi-
bility in the conduct of science.” Sharing of model organisms 
allows investigators a chance to verify research results, reduces 
needless and costly duplication of effort, and serves as a form of 
insurance against unforeseeable loss of research resources (e.g., 
disasters such as floods, fires, and power outages that have resulted 
in the loss of valuable mouse strains and other resources). Thus, 
everyone benefits from the sharing of research resources, includ-
ing investigators, the scientific community, and the public.

Indeed, sharing is good practice.12 Journals such as Proceed-
ings of the National Academy of Sciences USA, Cell, Nature, 
Neuron, Immunity, The Journal of Immunology, The Journal of 
Neuroscience, and Science require investigators to make unique 
resources available so that research results can be verified and 
additional research promoted. Both the Society for Neuroscience, 
with a membership of 29,000 scientists, and the Federation of 
American Societies for Experimental Biology (FASEB), consist-
ing of 19 societies and a membership of 66,000 scientists, have 
taken positions that are consistent with the NIH policy. For 
example, the policy of the Society for Neuroscience is that “unique 
and propagatable research materials used in studies being reported 
must be made available to qualified scientists for bona fi de 
research purposes”(see http://www.sfn.org/index.cfm?pagename
=responsibleConduct_authorsOfResearchManuscripts and http://
www.sfn.org/skins/main/pdf/Guidelines/ResponsibleConduct.
pdf) under section 1.8 of “Guidelines: Responsible Conduct 
Regarding Scientific Communication,” Society for Neuroscience, 
1998.13

MODEL ORGANISMS DEFINED For purposes of the NIH 
Model Organisms Sharing Policy, the NIH uses the term “model 
organism” to describe both mammalian (e.g., mouse and rat) and 
nonmammalian models (e.g., budding yeast, social amoebas, 
roundworm, Arabidopsis, and frog). Genetically modified model 
organisms are those in which spontaneous mutations have occurred 
and/or those in which mutations have been induced by chemicals, 
irradiation, transposons, or transgenesis (e.g., knockouts and 
injection of DNA into blastocysts). Congenic or consomic strains 
are also considered genetically modified model organisms. 
Detailed information about model organisms can be found on the 
NIH Model Organism for Biomedical Research website (http://

Table 6–1
Highlights in the evolution of NIH sharing policies

Year Policy Publication

Pre-1980s Policy encouraging making 
the results and 
accomplishments of NIH 
funded activities available 
to the public

PHS Grants Policy 
Statement, October 
1976

1980 Policy on reporting and 
distribution of 
hybridomas produced 
under grants and contracts

NIH Guide 
Supplement, May 
1980

1984 Policy on reporting and 
distribution of unique 
biological materials 
produced with NIH 
funding

NIH Guide Notice, 
March 1984

1996 Biological materials policy: 
“Handling Non-Election 
of Title to Patentable 
Biological Materials” 

NIH Guide Notice, 
May 1996

1999 NIH research tools policy: 
“Sharing of Research 
Resources: Principles and 
Guidelines for Recipients 
of NIH Research Grants 
and Contracts on 
Obtaining and 
Disseminating Biomedical 
Research Resources”

Federal Register 
Notice, December 
1999

2003 2003 NIH data sharing 
policy: “Final NIH 
Statement on Sharing 
Research Data”

NIH Guide Notice, 
February 2003

2004 NIH model organism 
sharing policy: “NIH 
Policy on Sharing of 
Model Organisms for 
Biomedical Research”

NIH Guide Notice, 
May 2004
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www.nih.gov/science/models/). Publications and electronic data-
bases as well as websites of stock centers and repositories that list 
available strains also make the identification of model organisms 
relatively easy.

SCOPE OF THE POLICY The policy covers both model 
organisms and related resources. Related resources include mate-
rials and data necessary for the production and understanding of 
model organisms, such as vectors, nonhuman embryonic stem 
cells, established cell lines, protocols for genetic and phenotypic 
screens, mutagenesis protocols, and genetic and phenotypic data 
for all mutant strains. As a matter of practice, genetic variants of 
viruses, bacteria, and other prokaryotic organisms should be made 
widely available. At this time, however, the NIH is not expecting 
the submission of a sharing plan from investigators who intend to 
develop noneukaryotic organisms.

It should be noted that this NIH sharing policy applies only to 
nonhuman model organisms. For example, human cells that are 
not commercially available would not be subject to this policy. 
For information on regulations, policies, and guidelines for human 
subject specimens, see http://grants2.nih.gov/grants/policy/hs/
specimens.htm.

Unlike the related, but distinct, 2003 NIH Data Sharing Policy 
(http://grants2.nih.gov/grants/guide/notice-files/NOT-OD-03-
032.html), which applies to projects requesting $500,000 or more 
in direct costs in any given year,14 the NIH Model Organism 
Sharing Policy applies to all projects that produce or may produce 
model organisms or related resources. In other words, the NIH 
expects that all investigators pursuing projects that would or could 
result in model organisms and related resources will include a 
sharing plan in their applications, regardless of the requested 
budget amount or final amount awarded.

FUNDING MECHANISMS AFFECTED With respect to 
NIH grant mechanisms, this policy applies to all research project 
grants (R mechanisms) and Centers (P mechanisms) as well as to 
Small Business Innovation Research (SBIR) and Small Business 
Technology Transfer (STTR) awards. The policy also applies to 
individual Career Development awards (Ks) if the scope and aims 
of the project include the development of model organisms. By 
contrast, institutional training grants (Ts) or individual fellow-
ships (Fs) are not subject to the policy, but sharing would be 
applicable to such grantees as the production of model organisms 
presumably would be covered under a mentor’s research grant. 
This policy also applies to cooperative agreements and to con-
tracts from the NIH that will generate model organisms and 
related resources as described above.

It should also be noted that this policy applies to all tiers of a 
funding agreement, including international collaborations and 
foreign grants. For example, if the U.S. institution is the primary 
grantee, then it would be the responsible for its subgrantee or 
subcontract arrangements and would be expected to ensure that 
this policy is adequately addressed in the application. In some 
cases, different subprojects will have different sharing plans, or 
only one or a few of the subprojects will need sharing plans. 
Regardless of how many parties are involved or who is designated 
as the primary grantee, it is important to state clearly in the appli-
cation which party [e.g., Principal Investigator (PI) or head of the 
subproject] will be responsible for the implementation of the 
proposed sharing plan(s).

DEVELOPING SHARING PLANS When submitting sharing 
plans to the NIH under this policy, such plans should provide 

information to ensure that sharing will be meaningful for other 
investigators in the community. For example, the following infor-
mation should be addressed.

How novel strains will be made available to the scientific com-
munity, including the following:

• The form in which the investigator/institution will provide 
the organisms (e.g., adults, embryos, sperm).

• Related research resources and data that the investigator/
institution will provide.

• A reasonable time frame for periodic deposition of mate-
rial and associated data.

• Whether the investigator/institution will share under its 
own auspices or use a repository, and, if a repository, 
which one. 

• For vertebrate animals and for other species for 
which pathogens or contaminants are potentially serious 
problems, how the investigator/institution will main-
tain the strains to minimize the risks of infection or 
contamination.

How technology transfer and intellectual property issues will 
be addressed, including the following:

• How the institution plans to make such organisms and 
resources widely available to the research community.

• How the institution plans to make certain any rights or 
obligations to third parties are consistent with the terms 
and conditions of the NIH award to ensure appropriate 
dissemination of model organisms or related research 
resources under the NIH award.

• A description of the mechanisms that will be used to dis-
tribute organisms and related research resources [e.g., 
material transfer agreements (MTA)].

Sharing plans may vary, depending on the organism, the nature 
of the resources that will be shared, the extent of intellectual 
property issues involved, and plans for distributing the resource(s), 
as well as the particular programmatic goals. The actual content 
and level of detail included in a sharing plan will be affected by 
several factors, such as the status of the development of a model 
organism, the potential impact of intellectual property rights on 
the availability of the model organism, and the method of sharing. 
Therefore, the NIH recommends that the investigator contact the 
funding Institute or Center about the level of detail expected.

Samples of sharing plans for model organisms and related 
resources may be found at http://grants.nih.gov/grants/policy/
modelorganism. These three sample plans have been provided 
below to assist the applicant community in responding to this 
policy when submitting a funding application to the NIH:

• A simple plan that may be appropriate for a project, which 
has the goal of producing a model organism but has not 
produced one (Organism Sharing Simple) (http://grants.
nih.gov/grants/policy/model_organism/model_organ_
simple_plan.doc).

• A plan for sharing mice (Organism Sharing Mouse) 
(http://grants.nih.gov/grants/policy/model_organism/
model_organ_mouse_plan.doc).

• An example of a complex plan for sharing mice with IP 
held by various parties (Organism Sharing Complex) 
(http://grants.nih.gov/grants/policy/model_organism/
model_organ_complex_plan.doc).
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Sharing plans may also take into account practical limitations. 
For example, if a large genetic screen is conducted and thousands 
of lines are generated, only a few of them may display a pheno-
type that is of interest to laboratories. Generally, the investigator 
in such a case would not be required to maintain and distribute 
all the lines. Similarly, if knowledge of their existence is limited 
to a publication in which they were described as being used in a 
cross and do not demonstrate a specific phenotype, there would 
be no need to maintain or distribute those lines. However, if the 
collection of lines was generated with NIH funding and with the 
purpose of serving as a community resource, then there would be 
an obligation to share the lines.

There are certain instances in which sharing of a resource may 
not be appropriate. For example, an investigator would not be 
expected simply to redistribute a resource acquired from another 
source. However, if that resource is used to breed, construct, or 
generate another resource using NIH funds, there would be an 
obligation to share the derived resource. In any case, if no sharing 
plan is included in the NIH application, the applicant would be 
obligated to state why sharing would be restricted or not possible. 
Failure to provide an adequate sharing plan may affect the NIH’s 
decision to make an award. Equally important, failure to comply 
with the submitted and accepted sharing plan may be considered 
in future funding decisions for the investigator and the investiga-
tor’s institution.

GENERAL RESOURCES AND CONSIDERATIONS FOR 
THE DISTRIBUTION AND SHARING OF MODEL ORGAN-
ISMS AND RELATED RESOURCES Sharing of model organ-
isms and related resources is not intended to be challenging for 
the research community, and yet depending on circumstances 
(e.g., demand or supply), responding to requests for model organ-
isms can be costly and labor intensive. Also, there could be other 
considerations that may need to be taken into account when trans-
ferring materials.

To minimize administrative burdens and to help streamline the 
processing of such requests, the NIH recommends that developers 
deposit their model organisms with existing repositories, which 
would provide for ready, long-term access by the biomedical 
research community. Repositories such as the Mouse Models for 
Human Cancer Consortium (http://emice.nci.nih.gov/), the Mutant 
Mouse Regional Resource Centers (http://www.mmrrc.org/), the 
Rat Resource and Research Center (http://www.nrrrc.missouri.
edu/), and the Zebrafish Information Network (http://zfin.org/) are 
among some of the examples of repositories funded by the NIH 
and should be viewed as valuable resources for the sharing of 
model organisms.

If submitting the model organisms with a repository is not an 
option, the NIH also offers funds for research resource sharing. 
Applicants may request funds in their applications for expenses 
associated with sharing model organisms and related research 
resources, including administrative supplements for unanticipated 
expenses associated with sharing.

Whether it is through a repository or through the auspices of 
the developer, distributing model organisms and related research 
resources developed with NIH funding should occur in a manner 
consistent with the NIH Research Tools Policy. The majority of 
unpatented transfers to not-for-profit entities should occur under 
terms no more restrictive than the Uniform Biological Materials 
Transfer Agreement (UBMTA) (http://www.autm.net/aboutTT/

aboutTT_umbta.cfm) or the Simple Letter Agreement (SLA) 
(http://www.nhlbi.nih.gov/tt/docs/sla_mta.pdf). The provider may 
specify whether the model organism can be distributed to other 
parties. If the materials are patented or licensed to an exclusive 
provider, other arrangements may be used, but terms providing 
for commercialization option rights, royalty reach-through, or 
product reach-through rights back to the provider are inconsistent 
with the NIH Research Tools Policy.

When NIH-funded materials are being transferred to for-profi t 
entities that intend to restrict their use internally, recipients should 
ensure that the materials are transferred with the fewest encum-
brances possible. The SLA may be expanded for use in this instance, 
and internal-use license agreements with execution or annual use 
fees may be appropriate, depending on circumstances.

Ascertaining which type of agreement to use in transferring 
materials can present quite a challenge. It is important to keep in 
mind that if no agreement is used in obtaining a material, there 
may be no applicable restrictions. Consequently, it is best to 
confer with the technology transfer office of the investigator’s 
institution for guidance on such matters.

CONSIDERATIONS FOR DEVELOPERS AND PROVID-
ERS OF MODEL ORGANISMS The NIH Model Organism 
Sharing Policy states that the NIH expects the submission 
of sharing plans from investigators whose projects will or could 
yield new, genetically modified model organisms or related 
resources. Further, if a given project unexpectedly results in new, 
genetically modified model organisms or research resources, it 
would be appropriate to share the model organisms, consistent 
with NIH grants policy. Consulting with the NIH program offi cial 
and including a sharing plan in the next noncompeting application 
or in a separate letter would also be considered appropriate in such 
a situation.

Since sharing plans can be highly complex and can involve 
issues pertinent to intellectual property, these plans should be 
consistent with NIH guidelines and in consultation with individu-
als who have expertise in this area. These experts could be staff 
from an institution’s sponsored research office, technology trans-
fer office, or office of general counsel. Such consultation often 
will clarify a given institution’s policies regarding sharing and 
distribution of research resources such as mutant mice as well as 
its policies regarding intellectual property. Parties developing and/
or providing research resources should ensure that research use 
rights are retained for noncommercial research purposes, which 
are consistent with practices supported by the Association of 
University Technology Managers (AUTM) and the Council on 
Governmental Relations (COGR).

If sharing plans for NIH awards are in conflict with obligations 
(i.e., title to the invention) to third parties (e.g., company X), 
NIH-funded parties will need to revise any such agreements so 
that they are consistent with the terms and conditions of the NIH 
funding award. For guidance regarding this issue, see the 2003 
NIH Grants Policy Statement,15 as well as “Developing Sponsored 
Research Agreements: Considerations for Recipients of NIH 
Research Grants and Contracts”16 and “Intellectual Property 
Reporting for NIH Grantees That Also Have Involvement with 
the Veterans Administration.”17 Nonprofi t institutions that wish to 
waive or assign title of inventions developed under an NIH 
funding award to another party must obtain approval from 
the NIH, except where such an assignment is made to an organiza-
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tion that has as one of its primary functions the management of 
inventions and are subject to the same provisions as the funding 
recipient.

As a term of award, it is the responsibility of the NIH-funded 
party to ensure that rights to inventions, such as model organisms 
and related research resources, arising out of NIH funding agree-
ments are properly assigned to the institution. Failure to comply 
with NIH research resource sharing policies and the accepted plan 
may be considered by the NIH program staff in future funding 
decisions for the investigator and the investigator’s institution.

An example of the Personal Benefits of Reserving Research 
Use Rights for the Research Community If the developer of 
a model organism reserves research use rights for at least noncom-
mercial research purposes across the research community, this not 
only protects the nonprofit institutions, but it can also protect the 
developer of the mouse later on in his or her career. For example, 
in one scenario, a scientist is both an investigator at nonprofi t 
institution A and the Chief Scientific Officer of for-profit X. While 
at nonprofit A, the investigator develops a model organism. The 
investigator does not want any competitors to have access to the 
resource, and therefore asks nonprofit A to license exclusively all 
rights for this resource to the investigator’s for-profit X, while 
retaining a research use license only for nonprofit A. The investi-
gator is terminated from both nonprofit A and for-profit X. The 
investigator moves to nonprofit B, hoping to continue the research, 
but can no longer access the resource because for-profit X refuses 
to provide access to the investigator and nonprofit A is not permit-
ted to provide the resource to any third party. If a research use 
license had been retained for all nonprofit research institutions, 
the investigator would have been able to continue the research at 
nonprofi t B unhindered.

CONSIDERATIONS FOR REQUESTORS AND RECIPI-
ENTS OF MODEL ORGANISMS NIH sharing policies seek to 
ensure that research tools and results are made available to the 
biomedical community in a timely manner for furthering the 
research enterprise. Publications are the major medium by which 
the biomedical community learns of research results. When model 
organisms are reported in publications, users of the shared resource 
should acknowledge the source (repository and/or investigator) 
and reference the original citation describing the strains in their 
publications.

This citation helps identify the specific material used by iden-
tifying the source. Standard genetic nomenclature should be used 
to designate the strains. Scientific custom is to name providers of 
materials as authors if providers collaborate with recipients of 
organisms and contribute intellectually to the manuscript. Other-
wise, it is appropriate for providers to be acknowledged as the 
source of research resources upon which the manuscript is based. 
This acknowledgment most appropriately appears in the Materials 
and Methods section of the publication.

As noted previously for developers and providers of model 
organisms, requestors and recipients of model organisms or related 
research resources produced with NIH funding should be mindful 
of the policies regarding inventions arising out of NIH funding 
agreements, including issues related to intellectual property. For 
example, if the recipient is employed by a not-for-profit institution 
(e.g., university) and conducts research with a model organism 
that results in a patentable invention, title to the invention must 
be properly assigned to the not-for-profit institution.

REVIEW AND EVALUATION OF SHARING PLANS When 
a sharing plan is submitted as part of the funding application, the 
Scientifi c Review Group, or study section, will comment on the 
adequacy of the sharing plan. Reviewers will be asked to describe 
their assessment of the sharing plan in an administrative note and, 
except in defined circumstances, will not include their assessment 
in the overall priority score. For some special initiatives, such as 
Funding Opportunity Announcements (FOAs) specifically directed 
to the development of model organisms, reviewers may be asked 
to integrate their evaluation of the sharing plan with other review 
criteria and factor their assessment into the overall evaluation of 
scientifi c merit. Any concerns must be resolved before an award 
can be made. Program staff, who will review sharing plans before 
making funding recommendations, should be the first point of 
contact for resolving sharing plan defi ciencies.

Whether a sharing plan is reasonable can be determined by the 
reviewers on a case-by-case basis, taking into consideration the 
organism or related resource involved, the timeline, the appli-
cant’s decision to distribute the resource or deposit it in a reposi-
tory, and other relevant considerations. For mechanisms other 
than special FOAs, the presence or adequacy of a plan should not 
enter into the scoring of the application. The sharing plan itself 
should be discussed after the application is scored and reviewer 
comments recorded in an administrative note. For special initia-
tives and research mechanisms, where the text of the announce-
ment specifically includes the adequacy of a sharing plan as a 
review criterion, the adequacy of the plan will be discussed by 
the reviewers and will figure into the score. Finally, it should be 
noted that budget review would be part of the overall review 
consistent with usual NIH practice.

PROGRESS REPORTING AND MONITORING OF SHAR-
ING Grants management staff will ensure that an acceptable 
sharing plan is referenced in the Notice of Grant Award (NGA) 
either by the standard reference to the funded application or by 
specifi c reference to a revised plan. The NGA is a binding legal 
document. The terms and conditions incorporate, and the grantee 
accepts, the terms once funds are drawn to conduct the project. 
The Grants Management Officer works with the NIH program 
staff to complete this process and address enforcement if the plan 
is not followed. Recognizing that circumstances can change, 
grants management and program staff will work with grantees to 
renegotiate sharing plans as necessary. Each Institute or Center 
will determine an appropriate response, consistent with the 
NIH guidelines, if the terms and conditions of the award are 
violated.

Annual progress reports should report the number of sharing 
requests received and the number fulfilled when submitting a 
noncompeting renewal progress report, as well as the Final Prog-
ress Report.

As the expectations and tools available to facilitate model 
organism sharing continue to evolve, maximum flexibility is 
encouraged to allow for renegotiations during the project period 
at the request of either the Institute/Center or the funded institu-
tion in response to materially new and/or unforeseen information 
or developments. Sharing plans should be discussed with the 
appropriate NIH program contact who can work with the devel-
oper to modify the sharing plan accordingly.

It should also be noted that the sharing plan holds for the life 
of the grant. Accordingly, it should address how the institution 
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plans to make the model organism and related research resources 
available after the grant has expired, such as through cost-
reimbursable charges or donation to a repository. As noted earlier, 
repository use is highly encouraged to provide for easy long-term 
access.

CONCLUSIONS
The sharing of research materials and data is critically impor-

tant in the progress of biomedical research. Along these lines, the 
NIH Model Organism Sharing Policy builds upon extant NIH 
sharing policies to continue to fund and promote broad and 
enabling research effectively and effi ciently.

This chapter provides sample plans, approaches, guidance, and 
resources for investigators to consider in how to share model 
organisms and related research resources with the research 
community.

When done effectively, such sharing of research resources 
moves research forward and enables additional research to benefi t 
public health.

APPENDIX: EXAMPLES OF REPOSITORIES AND 
ASSOCIATED RESOURCES FOR SHARING OF 
MODEL ORGANISMS AND RELATED RESOURCES 
AND DATA

NIH Model Organism for Biomedical Research website: http://
www.nih.gov/science/models/.

Examples of rodent resources: NCRR Rodent Resources 
website: http://www.ncrr.nih.gov/ncrrprog/cmpdir/RODENT.asp.

Examples of mouse resources:

Trans-NIH Mouse Initiatives: Major resources including 
sequencing and mapping resources, mutant mouse 
resources, and databases and repositories: http://www.
nih.gov/science/models/mouse/resources/index.html.

Mouse Models for Human Cancer Consortium: http://
emice.nci.nih.gov.

Mutant Mouse Regional Resource Centers: http://www.
mmrrc.org.

NIH Knockout Mouse Project (KOMP): http://www.nih.
gov/science/models/mouse/knockout/index.html.

Partial listing of mouse repositories and databases: http://www.
nih.gov/science/models/mouse/sharing/4.html.

Examples of rat resources:

Rat genomics and genetics: Major resources including rat 
databases and rat genomic tools: http://www.nih.gov/
science/models/rat/resources/index.html.

Rat Resource and Research Center: http://www.nrrrc.
missouri.edu.

NIH Autoimmune Rat Model Repository and Deve-
lopment Center: http://dvrnet.ors.od.nih.gov/ratcenter/
index.html.

Examples of fish resources:

NCRR Fish Resources website: http://www.ncrr.nih.gov/
ncrrprog/cmpdir/FISH.asp.

Zebrafi sh Information Network: http://zfi n.org.
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7 Databases for Biomedical 
Animal Resources
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ABSTRACT
Database searching for research involving warm-blooded 

animals is required by law in the United States and is also a 
requirement for performing animal research in many other coun-
tries. It is, therefore, necessary for the investigator/researcher to 
perform a reasonable database search before developing the 
research protocol.

Key Words: Databases, Searching, Websites, Animal 
models, Resources, Strategy, Protocol, Animal, Area of Study, 
Sources of Information.

INTRODUCTION
The United States (U.S.) Animal Welfare Act,1 U.S. Depart-

ment of Agriculture (USDA) animal welfare regulations,2 and 
USDA-Animal Care Policy 123 require that the principal investi-
gator, using warm-blooded animals in research, must ensure 
that pain and distress are minimized, that alternatives to the 
proposed procedure or protocol are not available, or if alternatives 
are available why they were not used, and that the research does 
not unnecessarily duplicate previous experiments. Also, many 
countries now have regulations that require researchers to 
document that they have conducted a search for possible 
alternatives when applying for permission to conduct animal 
research.

Database searching is the best method to find animal resources 
and to comply with the requirements of the Animal Welfare 
Act or similar regulations. It is important to become familiar with 
the database platform, the subjects covered in each database, 
and the sources of information for each database to perform 
an effective and reasonable search effort. An institution’s librarian 
or information specialist can be of considerable help with data-
base searching and should be consulted prior to developing 
the research protocol. Training of researchers in how to perform 
a proper database search is also recommended as the search 
strategy determines the type and quality of the information 
obtained.

DATABASES
While there are many papers discussing the utility of various 

bibliographic and specialty databases and information centers in 
the development of animal research protocols,4–18 it is still useful 
to point out major providers/suppliers/repositories of animal 
models for biomedical research.

In the United States, the National Institutes of Health (NIH) is 
the primary resource for the development and funding of biomedi-
cal animal models. Their website—Model Organisms for Bio-
medical Research (http://www.nih.gov/science/models)—is a 
good starting point for information on various projects under 
development by the NIH, its grantees, and other national and 
international laboratories. Among the organisms listed are mam-
malian models, especially rat and transgenic mouse models, yeast, 
fungi, round worm, fruit fly, and frogs. Another excellent resource 
is the NIH, National Center for Research Resources, Division for 
Comparative Medicine. (http://www.ncrr.nih.gov/comparative_
med.asp). The Division for Comparative Medicine provides 
access to laboratory-bred nonhuman primates including macaques, 
baboons, chimpanzees, owl monkeys, squirrel monkeys, and 
others. The Division also maintains an aquatic animal models 
program (zebrafi sh, Xiphophorus, cephalopods, and Aplysia) and 
has initiatives for invertebrates (Drosophila, Caenorhabditis,
Aplysia, Tetrahymena, and cephalopods). The Institute for Labo-
ratory Animal Research at the U.S. National Academies of Science 
has a unique search engine available that searches the websites of 
suppliers and repositories that sell or distribute experimental 
animals. It is available at http://dels.nas.edu/ilar_n/ilarhome/
models.shtml.

The European Union (EU) maintains the European Mouse 
Mutant Archive (EMMA) (http://www.emma.rm.cnr.it/), which 
preserves and distributes relevant strains collected from repo-
sitories and laboratories throughout the EU. The EMMA Strain 
Database is accessible through an easy to use search utility and 
can be found at http://andy.emma.cnr.it/jEmma/list.utf8.html. 
In Japan, the Riken Bioresource Center was established by the 
government to serve as a global resource for biomaterials. The 
Center serves as the Japanese repository for an extensive collec-
tion of mouse strains. The searchable catalog provides a detailed 
description of the model, strain information, the developer, and 
pertinent journal references. The English version is available 
at http://www.brc.riken.jp/lab/animal/en/. Another excellent inter-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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national source of information on animal models and their avail-
ability is through the Federation of International Mouse Resources 
(FIMRe). This 11 nation collaboration provides researchers with 
access to a searchable mutant mouse catalog, searchable database 
of mouse genome informatics, nomenclature guidelines, and links 
to repository sites for contributing new strains. It is available at 
http://www.fi mre.org. These websites also provide numerous 
links to university collections, national laboratories, and com-
mercial vendors.

Not surprisingly, commercial vendors also maintain extensive 
databases of useful animal models. The Jackson Laboratory 
(http://www.jax.org), which operates as a nonprofit institution, is 
one of the world’s foremost repositories for unique mouse models 
and maintains a searchable database of available strains. This 
database, the International Mouse Strain Resource, contains infor-
mation on global stocks of inbred, mutant, and engineered mice. 
It can be found at http://www.informatics.jax.org/imsr/index.jsp. 
Charles River Laboratories (http://www.criver.com) is a commer-
cial vendor of rodents, rabbits, chickens, and chicken eggs. It 
maintains a database of disease models and transgenic models and 
provides access to the Deltagen repository of 900 knockout mouse 
lines. Taconic Farms (http://www.taconic.com), with its partner 
Lexicon Genetics, maintains a searchable database of genetically 

modifi ed mice and has numerous other rodent models listed with 
detailed descriptions of their utility. Harlan (http://www.harlan.
com) and Harlan Europe (http://www.harlaneurope.com), as the 
world’s largest suppliers of laboratory animals, provide informa-
tion resources on a variety of animal models and maintain an 
extensive catalog of rats, mice, hamsters, guinea pigs, cotton rats, 
gerbils, and rabbits. More vendor information can be found 
at http://guide.labanimal.com and http://www.lal.org.uk/breeder-
sandsupp1.html. Table 7–1 summarizes the information listed 
above.

Large bibliographic databases such as the National Library of 
Medicine’s Pubmed (http://www.pubmed.gov), Elsevier’s EmBase 
(http://www.embase.com), and Thomson Scientific’s BIOSIS 
(http://www.biosis.org) are catalogs of the world’s peer-reviewed 
scientifi c publishing. As such they contain a wealth of information 
on different animal models and provide background information 
on these models. It is important to remember that while there is 
some overlap in coverage, each database contains unique informa-
tion not found in the others. Not only does subject coverage vary 
but the sources of information are varied as well. For example, a 
search of Medline should also include EmBase, which includes 
monographs, reports, and other useful sources not included in 
Medline, which covers only journals. Several core databases, such 
as Medline, EmBase, and Biosis, should be searched in order to 
conduct a comprehensive literature search. Elsevier has made this 
somewhat easier by combining their EmBase with unique records 
from Medline to create EmBase.com containing more than 17 
million biological and pharmacological records. Choosing data-
bases pertinent to the protocol will provide the researcher with 
better information and more accurate resources for the study and 
will better comply with the laws and regulations pertaining to 
animal research.

The following tables list selected bibliographic databases for 
animal resources (Table 7–2), the subjects covered (Table 7–3), 
and the sources of information for the selected databases (Table 
7–4). Table 7–5 lists web addresses for database vendors or portals 
to a variety of online databases.

Table 7–1
National and international sources of animals

Name Web address

NIH Model Organisms for Biomedical Research www.nih.gov/science/models
NIH Division for Comparative Medicine www.ncrr.nih.gov/comparative_med.asp
Institute for Laboratory Animal Research 

Models search engine
dels.nas.edu/ilar_n/ilarhome/models.shtml

European Mouse Mutant Archive (EMMA) www.emma.rm.cnr.it
EMMA Strain Database Andy.emma.cnr.it/jEmma/list.utf8.html
Riken Bioresource Center www.brc.riken.jp/lab/animal/en
Federation of International Mouse Resources www.fi mre.org
The Jackson Laboratory www.jax.org
International Mouse Strain Resource www.informatics.jax.org/imsr/index.jsp
Charles River Laboratories www.criver.com
Taconic Farms/Lexicon Genetics www.taconic.com
Harlan Sprague Dawley www.harlan.com
Harlan Europe www.harlaneurope.com
Lab Animal Suppliers Guide guide.labanimal.com
Laboratory Animals Breeders and Suppliers www.lal.org.uk/breedersandsupp1.html

Table 7–2
Bibliographic databases, biomedical, veterinary, 

and biological

AGRICOLA—agricola.nal.usda.gov
CAB Abstracts—www.cabi.org
MEDLINE—www.ncbi.nlm.nih.gov/pubmed/
EMBASE—www.embase.com
BIOSIS—www.biosis.org
Zoological Record—www.biosis.org
PsycINFO—www.apa.org/psycinfo/
Scopus—www.scopus.com
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Table 7–3
Subject coverage of selected databases

AGRICOLA BIOSIS CAB EMBASE MEDLINE Zoological Record

General agriculture General agriculture General agriculture Clinical medicine Clinical medicine Zoological information

Animal science Aerospace biology Animal science 
and production

Experimental
medicine

Experimental
medicine

Behavior and 
communication

Chemistry and 
biochemistry

Biochemistry and 
anatomy

Crop science Pharmacology, drugs, 
potential drugs

Pharmacology Physiology, 
immunology

Microbiology Bacteriology 
(microbiology)

Forestry Biochemistry Microbiology Biochemistry

Cytology Cell biology Pest control Developmental 
biology

Administration Diseases

Human and animal 
nutrition

Botany Human nutrition Forensic medicine Nutrition Evolution

Biotechnology Anatomy Biotechnology Health economics Nutrition Genetics

Physiology Physiology Pesticides Occupational health Anatomy and 
physiology

Histology

Veterinary medicine Clinical medicine Veterinary 
medicine

Toxicology Veterinary medicine Taxonomy

Wildlife Pathology Machinery and 
buildings

Occupational
medicine

Life cycles/
development

Zoology Biophysics Economics Toxicology Nomenclature

Entomology Toxicology Other medical 
topics

Paleontology

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.

Table 7–4
Sources of information for selected databases

AGRICOLA
1970–present

BIOSIS
1969–present

CAB
1972–present

EMBASE
1974–present

MEDLINE
1966–present

Zoological Record 
1978–present

>1000 journals Approximately 9000 
journals

>14,000 journals/
translations

Approximately 3700 
journals

4300 journals Approximately 6000 
journals

Books, monographs Books, monographs Books, monographs Books Books, monographs

Proceedings Proceedings/abstracts Symposia Conference
proceedings,
symposia,
meetings

Conference
proceedings,
symposia,
meetings

Research reports Technical reports Technical reports Special reports

Theses Nomenclature, rules Theses, dissertations Theses

Translations Annual reviews Review journals

Bibliographies Bibliographies Bibliographies

Electric documents Patents 86–89 Patents

Audio visuals Letters, notes Annual reports

USDA publications Guides Guides

Government documents Research comments Conferences

Selected newsletters Conferences Meetings

Manuals, SOPs Symposia

Toxicology protocols Meetings

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.
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WEB SEARCHING AND OTHER GENERAL 
DATABASES AVAILABLE ON THE WEB

Web searching is an information source that should not be 
ignored. There are many websites available and using the termi-
nology “Animal Model” or “Animal Models” in any web search 
engine will bring up many websites concerning animal models. 
However, these will also include sites for animal replicas, sporting 
goods, top dog model, and other similar sites, and a lot of scrolling 
is required to locate pertinent and specific animal model sites. 
Consequently, it is necessary to choose your words wisely. Being 
specifi c will improve your results, i.e., use more than two or three 
words in your strategy. Remember, it is the World Wide Web, 
so consider international spelling, such as behavior, behavi-
our, tumor, tumour, estrogen, oestrogen, anesthetic, anasthetic, 
anaesthetic, and other words that may have several spellings. 
Enclosing a multiword phrase in quotation marks tells the search 
engine to list only sites that contain those words in that exact 
order. A plus (+) sign directly in front of a word indicates that the 
word or phrase must appear in the search results. A minus (−) sign 
indicates that the word or phrase should not be included in the 
search results.

By using proper searching strategies the results will be more 
accurate and meaningful to your protocol. In addition to the 

resources listed above, Table 7–6 lists other free resources that 
may provide useful information.

Because many countries require scientists using animals to 
consider alternative methods or to minimize pain and distress to 
those animals that are used, a listing of useful websites is provided 
below. Listed below are a few samples of websites for alternatives 
to animal use in research:

ALTERNATIVES
Alternatives to Skin Irritation & Corrosion Testing in 

Animals—www.invitroderm.com
Altweb—altweb.jhsph.edu
Animal Welfare Information Center—http://awic.nal.

usda.gov
AVAR Alternatives in Education Database—www.avar.org
Center for Alternatives to Animal Testing (CAAT)—caat.

jhsph.edu/
ECVAM: The European Centre for the Validation of Alter-

native Methods—ecvam.jrc.it/index.htm
Fund for the Replacement of Animals in Medical Experi-

ments (FRAME)
www.frame.org.uk/index.htm
Humane Society of the United States (HSUS)—www.

hsus.org
Interagency Coordinating Committee for the Validation of 

Alternative Methods (ICCVAM)—iccvam.niehs.nih.gov

Table 7–5
Databases, vendors, and portals

DIALOG—www.dialog.com
National Library of Medicine

Databases—www.nlm.nih.gov/databases
OVID—www.ovid.com
Primate Information Network—pin.primate.wisc.edu
AWIC—awic.nal.usda.gov
Databases—awic.nal.usda.gov/databases

Source: United States Department of Agriculture, National Agricul-
tural Library, Animal Welfare Information Center.

Table 7–6
Additional databases available on the web

Scientifi c and Technical Information Network—stinet.dtic.mil 
(provides public access to unclassified military biomedical 
research)

Scirus—Scientifi c Information Search Engine developed by 
Elsevier Science—www.scirus.com/

PrimateLit—primatelit.library.wisc.edu/

Table 7–7
Comparison of alternative websites

Altweb AVAR AWIC CAAT FRAME HSUS ICC-VAM

Norwegian
Reference
Center NORINA

Skin
irritation

UC Center 
for Animal 
Alternative

Articles X X X X X X X X
Abstracts X X X X X
Bibliographies X X X X
Conference

proceedings
X X X X X X

Dbase links X X X X X X
Document links X X X X X X X X
Grant information X X X
Grant program X
How to search X X X
Legislation X X X X X X
List of alternative 

methods
X X X X X X X X X

Organization links X X X X X X X X
Search engine X X X X X X X

Source: United States Department of Agriculture, National Agricultural Library, Animal Welfare Information Center.
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The Norwegian Reference Centre for Laboratory Animal 
Science & Alternatives—

oslovet.veths.no
NORINA (A Norwegian Inventory of Alternatives)—

oslovet.veths.no/NORINA
University of California Center for Animal Alternatives—

www.vetmed.usdavis.edu/Animal_Alternatives/main.
html

Table 7–7 indicates the content and subject matter for the 
various web sites on alternatives to animal use.

SPECIFIC ANIMAL MODEL DATABASES
As previously indicated, the Internet has a lot of useful infor-

mation available through general searches using broad terms such 
as “animal models of disease.” There are animal model suppliers 
and vendors, books on animal models, journal articles on animal 
models and their use, lists of animal models available, and links 
to useful information on animal models. A good web search com-
bined with a good multiple database search should provide useful 
information to the researcher that is pertinent to the research 
protocol. Listed below is a sample of databases to be found from 
various institutions.

• University of Michigan Transgenic Animal Model Core 
http://www.med.umich.edu/tamc

• Plant, Animal & Bacteria Cell Models http://www.
cellsalive.com/cells/3dcell.htm

• Surgical Animal Models for Cardiovascular Diseases 
http://www.health.ufl .edu/anires/Models/index.htm

• Models for studying AIDS and AIDS associated cancers 
www.ihv.org/research/animal.html

• Animal Model of inherited human disorder www.vet.utk.
edu/research/models.shtml

• Animal Models of Neuropsychiatric Diseases www.
worldscibooks.com/medsci/p421.html

• Animal Models Center, Beth Israel Deaconess 
Medical Center http://cardiogenomics.med.harvard.edu/
component-detail?project_id=233

• Animal Models of Diabetic Complications Consortium 
www.amdcc.org

• XENOGEN—Light Producing Animal Models www.
xenogen.com/wt/page/animalmodel_list

• Zivic Laboratories Inc. www.zivic-miller.com/technical%
20services%20department.htm

• Transgenic Animal Web www.med.umich.edu/tamc/links.
html

• Canadian Council on Animal Care. Animal Models in 
Biomedical Research www.ccac.ca/en/CCAC_Programs/
ETCC/Module05/04.html

• Zebrafi sh Animal Models for Human Hereditary Ocular 
Disease www.research-projects.unizh.ch/p5672.htm

• University of Arizona—Research Models & Disease 
Links www.ahsc.arizona.edu/uac/disease.shtml

• Animal Models Available from Baylor College of Medi-
cine www.bcm.edu/blg/Animal/Mods.pdf

DATABASE SEARCH STRATEGY
Databases and web sites contain a great deal of useful research 

information, however, little pertinent information will be obtained 
without a proper search strategy to find the information desired. 

Listed below are pointers to keep in mind when preparing to do 
a database search.

  1. What is the general area of study (drug testing, cardiology, 
toxicology, lipid metabolism, etc.)?

  2. What is the type of protocol (research, teaching, testing, 
etc.)?

  3. What is the proposed animal species?
  4. Identify the systems or anatomy involved in the study.
  5. List any drugs or compounds used in the procedure.
  6. What are the objectives and end points of the protocol?
  7. Use both American and European spelling.
  8. List key words using terminology from your responses to 

the questions above.
  9. If searching on a system that allows development of 

complex search strategies, keep your concepts separate 
and then combine them to obtain specific and pertinent 
information.

10. Choose databases that are appropriate to the area of 
study.

CONCLUSIONS
There is a tremendous amount of information available 

from databases and websites; however, it can be difficult to 
obtain the specific information desired if the proper databases 
are not searched and the terminology used is too broad or inap-
propriate to the protocol. Some databases, such as Agricola 
and Medline (PubMed), are available to search and download 
references for free. Other databases require subscriptions and 
the downloading references for a fee. If a facility is involved in a 
great deal of research, which necessitates database searching, 
a subscription to a database vendor would be helpful as multiple 
databases would be available for searching and those pertinent 
to the protocol or area of study could be utilized. Two, or more, 
databases should be searched and these databases should be 
pertinent to the protocol in both the subjects covered and the 
sources of information (not just journals). The search strategy, 
including databases used, key words used, and years searched, 
should be saved for use again when required or if changes are 
required in the protocol. Should the investigator not be familiar 
with database searching strategy, he or she should contact an 
institutional librarian or information specialist for assistance. 
Training in proper searching techniques is also very helpful to 
those who do not have librarians or information specialists avail-
able to them and are required to perform periodic database 
searches. Should neither of these options be available to the inves-
tigator, the Animal Welfare Information Center (U.S. Department 
of Agriculture, National Agricultural Library, Beltsville, MD; E-
mail, awic@nal.usda.gov) is available for suggestions and assis-
tance if desired.
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8 Psychological Enrichment for Animals 
in Captivity

KRISTINE COLEMAN

ABSTRACT
Animal care in biomedical facilities has undergone a dramatic 

transformation in the area of psychological well-being and enrich-
ment over the past two decades. Today, attending to the behavioral 
needs of research animals is considered an integral part of animal 
care. Enrichment is defined as environmental stimuli provided to 
research animals in an effort to improve well-being by increasing 
species-specifi c and decreasing abnormal behaviors. Such envi-
ronmental enhancement can help alleviate some of the stress 
associated with living in captivity, and can thus produce a better 
research model. This chapter discusses some of the issues sur-
rounding the provision of enrichment and details some basic 
enrichment strategies, with emphasis on rodents, dogs, and non-
human primates.

Key Words: Environmental enrichment, Psychological well-
being, Animal welfare, Laboratory animals, Animal behavior, 
Animal husbandry.

INTRODUCTION
Animal care in biomedical facilities has undergone a dramatic 

transformation in the area of psychological well-being and enrich-
ment over the past two decades. In the early part of the twentieth 
century, the emotional welfare of laboratory animals was largely 
disregarded. This situation changed as people realized that like 
humans, animals have certain basic behavioral needs, which, if 
not met, can adversely affect the behavior and physical health of 
the individual.

Today, providing for the psychological requirements of research 
animals is accepted as an integral part of animal care.1 Most 
institutions devote substantial resources to ensure that animals 
receive enrichment (items provided to animals beyond their basic 
food and housing needs) of various sorts. Many facilities, particu-
larly those housing nonhuman primates, have entire units dedi-
cated to providing psychological enrichment for subjects.2

Furthermore, enrichment is now provided not only to mammals, 
but also to birds,3 snakes,4 and fi sh.5

This chapter discusses the psychological enrichment of labora-
tory animals. While it focuses on rodents, dogs, and nonhuman 
primates, most of the concepts are universal, and can be applied 
to other laboratory species as well.

WHAT IS PSYCHOLOGICAL ENRICHMENT? Environ-
mental enrichment is “an animal husbandry principle that seeks 
to enhance the quality of captive animal care by identifying and 
providing the environmental stimuli necessary for optimal psy-
chological and physiological well-being” (Shepherdson,6 p. 1). In 
other words, it is a way to functionally simulate the natural envi-
ronment of research animals, in an effort to increase the opportu-
nity to express species-specific behaviors and decrease the 
occurrence of abnormal behaviors. The goals of providing psy-
chological enrichment are to have animals that are in good physi-
cal condition, display a variety of species-typical behaviors, are 
resilient to stress, and easily recover (behaviorally and physiologi-
cally) from aversive stimuli.7

WHY PROVIDE ENRICHMENT?
ETHICAL CONCERNS The research community’s views on 

the care of research animals reflect the significant change in atti-
tude that has occurred in the general public over the past few 
decades. Much of this shift can be attributed to increases in sci-
entifi c knowledge regarding the complex nature of animal behav-
ior. Today, scientists and others using animals in research recognize 
that they have a responsibility to attend to the psychological well-
being of their subjects.8 In short, providing psychological enrich-
ment, within experimental constraints, is generally considered the 
“right thing to do.”

LEGAL OBLIGATIONS In most countries, including the 
United States, providing research animals with enrichment is not 
an option, but rather is required by various regulatory agencies. 
The Animal Welfare Act (AWA9) is the statute that safeguards 
laboratory animals in the United States. Nonhuman primates are 
afforded the greatest protection under the AWA, which mandates 
that research institutions housing nonhuman primates have in 
place a plan to ensure their psychological enrichment.9 The AWA 
also calls for exercise for dogs used in research.9 While the AWA 
does not contain provisions for mice, rats, or birds, scientists 
receiving federal funding from most U.S. funding agencies must 
adhere to the guidelines in the Public Health Service Policy On 
Humane Care And Use Of Laboratory Animals [“PHS Policy”; 
National Institutes of Health, Office of Laboratory Animal Welfare 
(OLAW)]. This policy covers all vertebrates and requires compli-
ance with the AWA and the Guide for the Care and Use of Labo-
ratory Animals (“The Guide”8).The Guide specifi es that enrichment 
be provided for laboratory animals, including social housing 
when appropriate for the species and the use of objects and cage 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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complexities that “increase the opportunities for the expression of 
species-specifi c postures and activities and enhance the animals’ 
well-being” (Council,8 p. 37). It also sets the standards for volun-
tary accreditation through the Association for Assessment and 
Accreditation of Laboratory Animal Care (AAALAC), an organi-
zation that promotes the humane treatment of animals used in 
science.

ENRICHMENT CAN IMPROVE THE ANIMAL MOD-
EL One of the most compelling reasons to provide enrichment 
is to reduce stress and improve well-being for laboratory subjects, 
thereby improving the animal model. Stress can adversely affect 
many physiological parameters including the reproductive axis,10

immunological parameters,11,12 and brain function.13 Stressed 
animals are at a higher risk for becoming ill14 or developing mal-
adaptive behaviors such as self-directed aggressive behavior,15

which can affect a variety of research outcomes. Reducing this 
kind of stress can result in more reliable research subjects, and 
improve the interpretation of research results.

Providing social housing to rhesus macaques is an example of 
how enrichment can improve the animal model. Macaques and 
other nonhuman primates are social animals, and have evolved to 
live in complex societies. Socially housing monkeys affords them 
the opportunity to engage in species-specific behaviors and to 
develop social and cognitive skills necessary for group living.16 It 
also reduces potential confounding factors, which can directly 
affect research results. For example, singly and group-housed 
monkeys differ with respect to various immunological parame-
ters, such as natural killer cell activity, cytokine production, and 
proliferation responses to mitogens.17–19 These differences can 
affect the results obtained in a variety of studies. Thus, it can 
be argued that housing monkeys in a more natural condition 
produces a better model for human conditions.

EFFECTS OF ENRICHMENT
Environmental enrichment in rodents has been associated with 

a variety of behavioral, neural, and physiological parameters, 
including increased exploratory behavior,20–22 decreased anxiety 
on the elevated plus maze,23 improved learning ability,24,25

increased brain size and weight,26 increased number of synapses 
per neuron,27 increased neurogenesis,28 and decreased cell 
death.26,29–32 Mice in an enriched environment also have higher 
natural killer (NK) cell activity than nonenriched mice, suggesting 
better immune function.23 On the other hand, enriched rodents 
tend to consume more food33 and ethanol22,34 compared to nonen-
riched rats, an outcome that needs to be carefully considered in 
the study design.

While enrichment has been shown to decrease stress (as mea-
sured by serum levels of corticosteroid) in nonhuman primates,35

several studies have shown that it can increase basal corticosteroid 
(CORT) levels and cause larger adrenal weights in male rats.23,36,37

However, these studies also reported that the CORT levels of the 
enriched rats were still within normal limits and were not associ-
ated with pathology.23 Furthermore, enriched animals also showed 
less fear and exhibited less response to other stressors, such as 
predators or experimental stressors, suggesting that enrichment 
can attenuate the stress response to aversive events.23,25,36,38 This 
mitigating effect of enrichment on stress response has been found 
in other species as well, including birds39 and snakes.4 This ability 
to recover from stressful experiences is considered an important 
aspect of well-being.7,40

ENRICHMENT AND EXPERIMENTAL VARIABILITY The 
fi ndings described in the previous section underscore the impor-
tance of considering enrichment as a potential variable in studies. 
Even small changes in enrichment practices can have dramatic 
effects on many experimental outcomes, leading to the potential 
for variability among laboratories.41 It is important to carefully 
document the type of enrichment provided, as well as when and 
how it is implemented, and to report this information in scientifi c 
publications.

However, the absence of enrichment can also increase vari-
ability between laboratories.42 Lack of enrichment may increase 
an animal’s vulnerability to the stressors that are being investi-
gated.43 Furthermore, there can be vast differences in how indi-
viduals respond to stress.44–46 Using enrichment to decrease stress 
associated with experimental procedures may reduce variability 
and the development of stress-related problems, thereby increas-
ing the validity of experimental results.

IMPLEMENTING AN ENRICHMENT PLAN
There are many resources available for implementing an 

enrichment plan for various species,1,47–49 including a special issue 
of the Institute for Laboratory Animal Research (ILAR) Journal
(2005, Volume 46). Below are some general guidelines.

ENRICHMENT SHOULD BE SPECIES-SPECIFIC Each 
species has evolved under different environmental conditions, 
resulting in unique behavioral patterns. Successful enrichment 
programs must take these specific behaviors into account in an 
effort to increase the biological functioning of the captive envi-
ronment.50 For instance, while most rodents are social, golden 
hamsters are not. Even within a species, enrichment needs may 
also vary by strain51 or gender.43 The Animal Welfare Information 
Center, part of the United States Department of Agriculture, main-
tains a website (http://www.nal.usda.gov/) containing useful 
information regarding the behavior of various laboratory animal 
species.

CONSISTENCY IS IMPORTANT Because enrichment can 
affect many research outcomes, care must be taken to ensure 
enrichment is given uniformly, and not haphazardly. Enrichment 
should be considered an integral part of animal care, and not as 
something extra to be done “when there is time.”1 It is also impor-
tant for caretakers and researchers to avoid providing extra enrich-
ment to “favorite” subjects. Not only can this be an experimental 
confound, but it can also affect the well-being of the animals. We 
have found that if only one or two monkeys in a room get an 
enrichment device, they are sometimes threatened by other, pre-
sumably more dominant, individuals (personal observation), 
which can lead to self-biting or other behavioral problems.

INTEGRATE BEHAVIORAL NEEDS WITH EXPERIMEN-
TAL NEEDS Successful enrichment programs integrate the 
needs of the animal with experimental constraints. Studies on 
feeding behavior may prohibit the intake of extra calories, but 
other enrichment options can be used in lieu of food enrichment. 
Macaques can be given foraging devices containing toys that 
can be manipulated (e.g., small cat toys) instead of food.52 New 
enrichment options should be tested prior to their implementation, 
to see if they will affect experimental outcomes.

ENRICHMENT SHOULD BE RESULTS-BASED An impor-
tant, but difficult, part of a successful enrichment program is 
assessment. Enrichment offerings should be periodically evalu-
ated, and provisions that do not have a demonstrable effect upon 
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well-being of the animal should be reconsidered.50 It is not always 
easy to decide whether or not a particular enrichment offering is 
effective. Parameters to be assessed should include behavior 
(enrichment items should increase species-typical and/or decrease 
abnormal behaviors) as well as physiological variables that indi-
cate well-being (i.e., animals should be healthy, with few signs of 
chronic stress). It is also important to consider the cost and safety 
of enrichment items. Items that are difficult to clean may be 
fomites, increasing the risk of illness.17

Optimally, enrichment items directly affect the well-being of 
laboratory animals. However, there may be value in enrichment 
options that have only indirect effects on the animals for which 
they are designed. Televisions, for example, are often provided to 
nonhuman primate species, even though it is not part of the normal 
behavioral repertoire of wild monkeys. Still, because people like 
to watch television, they assume (rightly or wrongly) that animals 
would as well. In practice, most animals do not pay a lot of atten-
tion to TV enrichment, although some do. However, beyond the 
direct effects of TV enrichment on the animals (which may be 
small), it allows the caretakers to feel that they are doing some-
thing positive for the animals. This can increase their job satis-
faction and improve the relationship between caretakers and 
the animals, which can, in turn, improve well-being for the 
primates.53

TYPES OF ENRICHMENT Enrichment can be broken down 
into five basic categories,47,48 including social (housing gregarious 
species in groups or pairs), physical (perches, platforms, houses 
or platforms, toys, and other objects that can be explored or 
manipulated), food (novel food items, or objects that increase 
foraging time), sensory (televisions, radio), and occupational 
(physical and mental activity, including training). These enrich-
ment options are not equally attractive to all species. Ideally, labo-
ratory animals would receive multiple forms of enrichment.

ENRICHMENT FOR COMMONLY USED 
LABORATORY ANIMALS

RODENTS AND RABBITS Rodents and rabbits are among 
the most commonly used animals in biomedical research. Strik-
ingly, although they have been bred in laboratories for centuries, 
they still maintain behaviors similar to wild counterparts,54,55

including nest-building, burrowing, hiding, and foraging. Even 
knockout and genetically modified strains of mice and rats retain 
many behaviors of wild animals. A successful enrichment program 
should take species-typical behaviors into account.

Most rodents and rabbits are gregarious (although golden ham-
sters are not), and live in family groups.56 Thus, social housing 
(in groups or pairs) should be one of the first considerations in 
implementing an enrichment program for these species. Such 
housing allows individuals to engage in many species-typical 
behaviors, including play and grooming.55 Furthermore, having 
social companionship can buffer individuals against external 
stresses,57 which, in turn, improves well-being.

However, social housing can lead to aggression in some 
species. Mice tend to be more aggressive than rats. Furthermore, 
both strain58 and sex can affect aggression in mice. For example, 
female mice tend to fight less than males, particularly during the 
mating season. Providing additional enrichment can help amelio-
rate some of the negative consequences of social housing. Van 
Loo et al.59 found that adding nesting material can reduce aggres-
sion in socially housed male mice.

In general, rodents and rabbits are prey species, which shapes 
much of their behavior. When confronted with an aversive or 
frightening stimulus, their first reaction is to hide or burrow. Pro-
viding the animals with shelter (e.g., tunnels or houses) or 
substrate in which to burrow affords them the ability to withdraw 
from aversive situations, which can alleviate fear and stress.55 It 
also allows animals to exercise some control over their environ-
ment,60–62 which itself reduces stress-related behaviors such as 
stereotypical behavior (defined as repetitive, invariant behavior 
patterns with no obvious goal or function).37,57,63,64 These items, 
along with other forms of physical enrichment (e.g., platforms, 
nesting material, toys, and gnawing sticks), also increase explora-
tion and manipulation and decrease abnormal behaviors in rodents 
and rabbits.33,37,57,65–67 Many of these items (e.g., tunnels) can 
easily be made with commonly available materials, such as PVC 
tubing. Commercially available polycarbonate rodent huts provide 
shelter, but are tinted to allow observation of the animal by care 
staff (Figure 8–1).

In the wild, rodents and rabbits spend a great deal of their time 
foraging for food, and thus food enrichment is an important part 
of an enrichment program.68 Indeed, rodents in the laboratory will 
work to obtain food, even when it is freely available.69 Feeding 
enrichment can be as simple as hiding food in the substrate, which 
promotes foraging.

Exercise can also benefit rodents and should be included in an 
enrichment plan when possible, particularly if social housing is 
not an option. Exercise on a running wheel can mitigate some of 
the anxiety that occurs as a result of social isolation in mice.70

In addition to improving animal welfare, enrichment can also 
increase safety for humans. Providing enrichment can help to 
decrease the risk of bites and scratches, increasing safety for 
animal caretakers and researchers.71 Van de Weerd et al.33 found 
that mice from an enriched environment were easier to handle 
(e.g., showed more relaxed behavior) compared to mice in a 
standard environment.33

Providing enrichment is not without problems, however. The 
addition of objects can increase aggression among socially housed 
animals,37 due to territoriality over particular items. Making more 
than one “favored item” available can help to reduce this aggres-
sion. Items must be carefully cleaned, to avoid causing illness. 

Figure 8–1. Example of enrichment items for laboratory mice. The 
hut is tinted such that the mouse cannot see out, but human caretakers 
can see in. (See color insert.) (Photo by Jill Rawlins.)
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And, care must be taken in deciding upon things to use. While 
nesting material is used without problem in many species, it can 
cause conjunctivitis in some genetically modified mice.72 There-
fore, enrichment options should be carefully researched prior to 
implementation, to ensure that they are appropriate for the species 
and strain being utilized.

DOGS Dogs are unique among laboratory animals in that 
they have evolved a well-developed bond with humans. There-
fore, one of the best forms of enrichment for dogs is positive 
interactions with human handlers.40 Socializing dogs with humans, 
particularly when they are puppies, allows them to learn appropri-
ate social cues and behaviors.73 Early socialization may also 
reduce stress for the dog and help to prevent behavior problems 
from starting.74 Odendaal and Meintjes75 demonstrated that simply 
petting a dog can increase affiliative neurotransmitters, including 
β-endorphins, for both the dog and the human. Working with 
socialized dogs is also safer for handlers. Dogs reared with human 
contact are more outgoing, easier to work with, and less likely to 
bite handlers compared to those without.73,76

Since the dog is a highly gregarious species, social housing, 
in pairs or groups, is important for their welfare. Social housing 
helps to increase species-specific behaviors, including play and 
exploration, and reduce abnormal behaviors such as stereoty-
pies.77 If social housing is precluded due to experimental con-
straints, dogs should be allowed to see conspecifi cs.78

Adding physical enrichment items such as beds, resting plat-
forms, and toys can enhance the environment and improve the 
welfare of laboratory dogs.73,77,79 It can also help increase learning 
in elderly dogs.80 Providing dogs with a variety of objects from 
which to choose, including chew toys, can reduce boredom.81

Exercise is another important part of an enrichment plan for 
laboratory dogs. While exercise has not been shown to substan-
tially improve welfare,82 it is mandated by the Animal Welfare 
Act. Singly housed dogs must be given space to exercise.9

However, simply giving the dog an area in which to play may not 
be enough to promote exercise. Dogs generally do not exercise 
unless they have stimulation from humans or other animals.83 One 
way to ensure that dogs are getting exercise is to provide them 
with daily “play time” during which they can interact with other 
dogs. Another option is for handlers to take dogs for walks.

An effective way to improve welfare and refine common hus-
bandry practices with dogs is to train them for various tasks using 
positive reinforcement training (PRT).73 PRT techniques are a 
form of operant conditioning84 in which the subject is presented 
with a stimulus (e.g., a verbal command), responds by performing 
a specific (i.e., target) behavior (e.g., present a body part for injec-
tion), and is provided with reinforcement (e.g., food treat). Train-
ing increases mental stimulation for the dogs.73 It also makes dogs 
more obedient and easier to handle.73 Bookstores are filled with 
resources on how to train dogs, including “Don’t Shoot the 
Dog,” 85 which provides an excellent introduction to PRT.

NONHUMAN PRIMATES Many species of nonhuman pri-
mates are used in biomedical research, although rhesus and other 
macaque species are among the most common. Unlike rodents or 
dogs, primates used in research have not been domesticated, and 
therefore have maintained even more of the behavioral repertoire 
of their wild counterparts than these other groups. Macaques and 
other nonhuman primates are social animals and live in complex 
societies, often with a strict dominance hierarchy. They form 
intricate social relationships in the wild, where they spend a great 

deal of time engaged in social behaviors such as grooming and 
huddling with other members of the troop. Thus, social housing 
is considered one of the best forms of enrichment for nonhuman 
primates.16,86

Options for social housing can vary from large outdoor enclo-
sures to indoor cages, depending upon the constraints of the facil-
ity and the experimental design. For animals in cages, pair housing 
(i.e., housing two monkeys in a double cage with a removable 
slide) allows social contact between the partners, and as such is 
considered an acceptable form of social housing for several 
species of primates.87,88 When full pair housing is not appropriate 
due to scientific reasons, the use of grooming contact slides89

between adjacent cages should be considered. These slides are 
designed so that part of the slide is a solid panel while the other 
part consists of bars wide enough to permit grooming (Figure 
8–2). They afford individuals privacy as well as increased social 
contact with the cage mate.89

Social housing increases the opportunity for animals to engage 
in many species-typical behaviors including play, feeding, and 
grooming.90,91 It can also reduce abnormal behaviors such as ste-
reotypical behavior and self-aggressive behavior,92 although this 
is not always the case (personal observation). Social enrichment 
is, however, an important tool in preventing abnormal behaviors 
from occurring.93 One of the main risk factors for the development 
of self-injurious behavior in macaques is having been reared 
without close social contact with conspecifi cs.94 In addition, the 
presence of known companions can lessen the effects of various 
stressors,95–97 and alter immune function,18,19 which can improve 
well-being.

Social housing is not a panacea, however. It can result in injury 
if individuals are not compatible. Factors such as sex and age may 
affect how well individuals get along with each other. For 
macaques, males are generally harder to successfully pair house 
than females.98 Temperament may also play a role in compatibility 
in pair-housed animals. In a study on female rhesus macaques 
(Macaca mulatta), we found that animals with similar tem-
peraments (as measured by reaction to a novel object) were 
more likely to form successful pairs than those of different 
temperaments.99

Forming groups of monkeys is particularly challenging (see 
references 100–102 for strategies on group formation). Once 
formed, groups should remain stable. Introducing a new adult into 
an established group can result in injury or death to the newcomer. 
Even in the absence of overt aggression, social housing can be 
stressful, particularly in species with dominance hierarchies in 
which some animals have more access to resources than others. 
In these societies, individuals at the bottom of the hierarchy are 
more prone to stress and stress-related diseases than dominant 
individuals.103,104

The provision of physical enrichment is another important part 
of an enrichment plan for nonhuman primates. This type of enrich-
ment, which includes toys, mirrors, wood, and other manipulat-
able objects, affords individuals the opportunity to express 
species-normative behaviors such as play and exploration.35,105

Decisions regarding enrichment items should be based on the 
behavior of the species. For example, unlike macaques, owl 
monkeys (Aotus sp.) utilize nests in the wild, and should be pro-
vided with nest boxes in captivity. Macaques, on the other hand, 
utilize perches and other cage furniture.86 Items such as toys 
should be rotated regularly to keep them novel and thus of interest 
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to the monkeys.106–108 Specifi c enrichment devices, such as paint 
rollers or foraging boards covered with trail mix or other food 
items, are often provided to nonhuman primates in an effort to 
reduce the occurrence of abnormal behaviors such as stereotypy 
or overgrooming. There is debate as to the therapeutic value of 
such devices. While enrichment of this kind has been shown to 
decrease undesired behaviors in some studies,105,109,110 others have 
found no discernable effect of the devices on abnormal behav-
ior111,112 or that the benefit was limited to the time the apparatus 
was present.93

Physical enrichment can increase the incidence of disease and 
injury for subjects. It is important to choose enrichment items that 
can be easily cleaned, to avoid spreading disease or illness.17,113

Animals can injure themselves on certain types of hooks used 
to keep devices on the outside of cages (e.g., “S” hooks). Further, 
ropes and wire used to hang devices or swings should be covered 
with PVC tubing, to reduce the potential for strangulation.

Like rodents and rabbits, nonhuman primates spend much of 
their day foraging for food. This time is greatly reduced in a labo-
ratory setting, where food is typically provided one or two times 
a day. Providing food enrichment can help functionally simulate 
the environment of nonhuman primate species.50 Further, the 
USDA Draft Policy on Environmental Enhancement for Nonhu-
man Primates suggests that primates be provided with daily 
opportunities to forage. Devices have been developed to promote 
foraging and manipulation for the monkeys. These devices, which 
are typically put on the outside of cages and filled with trail mix 
and produce (depending on the species and dietary restrictions), 
provide monkeys with the challenge of obtaining food.114 They 
have small holes through which the monkeys can forage for the 
treats. While these devices can be purchased commercially, they 
can also be made using materials such as PVC tubing (Figure 8–
3). Handmade devices should be sturdy, so that they do not easily 
break. It is also important that devices can be thoroughly cleaned. 
Such enrichment devices have been found to decrease the occur-
rence of some undesirable behaviors, including stereotypies112 and 
overgrooming,105 when kept on the monkeys’ cages continuously. 
However, these behaviors tend to return after time, likely due to 
increased boredom with devices that are kept on cages indefi -
nitely. Rotating devices to keep them novel is recommended.115

Adding a small toy to the device can also increase the amount of 
time they are utilized by the monkeys52 (Figure 8–3).

Many facilities provide research primates with various forms 
of auditory and visual enrichment, including access to television, 
radio, brightly colored mobiles, or a window.116 Computer screen 
savers can also be presented to the animals. Monkeys seem to 
watch the computer screens about the same amount as a television 
(personal observation). Television can be aversive if stressors, 
such as predators, appear on the screen. There is some evidence 
to suggest that sensory enrichment is beneficial to primates,117

although there are contradictory results as well.118 More work is 
needed to determine the benefits of this kind of enrichment.

Using positive reinforcement techniques to train monkeys to 
voluntarily cooperate with husbandry and/or research procedures 
is becoming recognized as an important tool in an effective enrich-
ment program. PRT increases mental stimulation for subjects119

and therefore is an effective form of psychological enrichment. 
Primates have been successfully trained to perform various tasks, 
such as presenting a body part for injection120 or veterinary 
procedures,121 taking oral medications,122 and remaining station-
ary for blood samples.120,123

PRT can reduce the stress associated with common manage-
ment procedures.119,121,124 By allowing individuals to cooperate 
with the procedures, PRT may give primates an increased sense of 
control over their environment.119 In addition, training can reduce 
abnormal behaviors in nonhuman primates. In a preliminary 
study,125 we found that PRT reduced the occurrence of stereotypical 
behavior (e.g., pacing, rocking) in some, but not all, rhesus 
macaques. Furthermore, training primates to cooperate with 
research procedures can reduce the inherent risk of the 

A

B

Figure 8–2. Grooming contact slide. The slide (A) is placed between 
two adjacent primate cages. The bars allow the partners to groom 
each other, while the solid part prevents full access to the other cage. 
(B) A slide within a cage (i.e., from the rhesus macaque’s perspec-
tive). (Photos by Kevin Mueller.)
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procedures. It is clear that working with a cooperative animal is 
safer for caretakers and handlers than working with a highly 
stressed, and potentially reactive, animal.126 While training is 
beneficial for the animal as well as the research, it can also involve 
a great deal of time. However, the time invested will likely be made 
up for by the decrease in time it takes to conduct procedures.127

CONCLUSIONS
In designing an enrichment program for an animal model it is 

essential to balance two equally important goals: the reduction of 
stress associated with the captive environment and the develop-
ment of a model that (as closely as possible given the overriding 
need to care for the animal’s physical and mental well-being) 
approximates the human condition. Life is as full of stressors for 
humans as it is for other animals.

Thus, it is not a realistic goal of any enrichment program to 
eliminate all stress. Not only is that goal unattainable, but it also 
is not necessarily in the animal’s best interest. Stressors are not 
intrinsically detrimental,7 and are a natural part of the behavioral 
repertoire of many animals.16 Indeed, some can be adaptive, as 

they relieve boredom and help the animal learn to cope with 
environmental circumstances.50 However, some stressors may 
not be adaptive, particularly if the animal has not evolved 
appropriate responses to them. These are the stressors that a 
successful enrichment program should address.
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9 Integrated Network Modeling of 
Molecular and Genetic Interactions

GREGORY W. CARTER, VESTEINN THORSSON, AND TIMOTHY GALITSKI

ABSTRACT
In model organisms, systematic genetic perturbation and high-

throughput data acquisition allow measurements of mutant 
phenotypes and detection of biomolecular interactions on a 
genome-wide scale. These data types are complementary in the 
sense that genetic interactions inferred from gene expression and 
other phenotype measurements can assign functional signifi cance 
to the physical interactions between biomolecules. This chapter 
describes methods for the analysis of large-scale phenotype and 
expression data that employ genetic interactions to infer func-
tional relationships between genes. Functional information is then 
used to direct the integration of physical interaction data to derive 
network models of cellular activity. These models, obtained from 
functional relationships but constrained by biochemistry, facilitate 
explicit and precise prediction of the effects of additional network 
perturbations.

Key Words: Genetic interaction, Network, Genomics, Cell 
differentiation.

INTRODUCTION
The identification of causal links between genetic variation and 

phenotype is central to the development of predictive, preventive, 
and personalized medicine. Many if not most phenotypes are 
determined by complex interactions among allelic variants and 
environmental factors. In biomedicine, these interacting elements 
are manifest as inherited and somatic genetic variants and poly-
morphisms, epigenetic effects on gene activity, environmental 
agents, and drug therapies including drug combinations. Develop-
ment of new treatments for diseases with genetic susceptibilities 
will require not only the ability to genotype and classify patients 
on the basis of molecular fingerprints in tissues, but also an 
understanding of how genetic variants interact to affect clinical 
outcomes.

The large-scale study of how genotype contributes to the 
control of phenotype has been greatly aided by advances in 
methods to both systematically perturb genes and collect pheno-
type data on a genomic scale.1–8 These high-throughput methods 
are designed to produce large quantitative data sets, requiring 
parallel development of computational and numerical modeling 
methods to interpret the output in terms of biological function. 

The primary objective of these methods is to identify functionally 
relevant genes and describe how they influence one another to 
produce cellular activity. In addition, this knowledge can be 
integrated with physical biochemistry to yield biomolecular 
models that carry out specific cellular functions. Such an inte-
grated model facilitates validation of biological insights and 
identifi es high-priority candidate genes for targeted therapeutic 
intervention.

One strategy to achieve this integration is to first infer func-
tional interactions between trait genes, and then use these relation-
ships to guide the selection of biochemical paths that are putatively 
responsible for the observed phenotypes. This provides a system-
atic framework for integrating two complementary data types: 
genetic interactions and physical interactions. Genetic interac-
tions are inferred by observing how genetic perturbations interact 
to affect phenotypes, and encode functional relationships such as 
activation, repression, and information fl ow.9 However, the bio-
chemical interpretation of a genetic interaction is often ambigu-
ous, frequently involving multiple molecular models and 
both direct and indirect mechanisms.10,11 At the same time, the 
biochemical interactions plentifully generated through high-
throughput methods are often lacking in functional inter-
pretation.12,13 Taking advantage of this complementarity by 
constraining the biochemical interpretation of genetic interactions 
by molecular wiring, we seek to construct biomolecular models 
that assign functional significance to physical interactions.

This chapter outlines steps toward such an analysis. First, 
we outline a systematic analysis and classification of genetic 
interactions on a large scale. Second, we discuss methods to inte-
grate genomic expression data and physical interaction data to 
generate molecular hypotheses of functional organization. Finally, 
we outline a systematic method to extend the two analyses in 
a predictive model for the control of a biological response in 
yeast.

GENETIC INTERACTION NETWORKS
A genetic interaction is the phenotypic manifestation of how 

two alleles combine to jointly affect cellular activity. This classi-
cal method of analysis is based on comparing the phenotypes of 
strains with specific allelic variations, and thus is most readily 
performed using targeted perturbations in inbred strains of model 
organisms. Primary examples are the use of the deletion mutant 
library for Saccharomyces cerevisiae,1 RNAi technology in 
Candida elegans14 and Drosophila melanogaster,15 as well as 

From: Sourcebook of Models for Biomedical Research
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curated data repositories such as FlyBase.16 The properties and 
uses of genetic interactions learned with model organisms are of 
interest in the broader context of outbred populations that carry 
multiple alleles. The genetic basis of human disease susceptibility, 
in which polygenic interaction effects are often preeminent, is 
naturally the most urgent application.17

Genetic interactions are defined for a chosen phenotype in 
specifi c environmental conditions, so that the lone variables are 
the specific genetic perturbations (i.e., allele forms) carried by the 
strains being compared. The logic is as follows. Consider two 
genes, A and B, mutations of which yield observable phenotypes. 
Taking cell growth as an example phenotype, imagine a null muta-
tion of A inhibits growth while a null mutation of B enhances 
growth. The growth rate of a double mutant, with null mutations 
on both A and B, is also observed to be inhibited. In this case the 
A mutant is said to be epistatic to the B mutant, as the A mutant 
phenotype does not change in the B-null background.* Such an 
interaction is often interpreted as evidence that A acts downstream 
of B, in that its knockout masks any modifications that occur 
further upstream of the phenotypic output.9 So while this observa-
tion cannot, when taken alone, offer any biochemical explanation, 
it establishes a clear functional relationship between the two 
genes. Thus the genetic interaction can be considered as providing 
a comprehensive view of their coordinated activity, encompass-
ing every step in cellular processing between genotype and 
phenotype.

Classical epistasis is one of many possible modes of genetic 
interaction. For instance, high-throughput screens in yeast have 
been developed to detect synthetic interactions,2 which are mani-
fest when a pair of genes that does not show phenotypic effects 
when mutated individually exhibits an altered phenotype when 
the mutations are combined in a single strain. With the proper 
experimental design, the modes of genetic interaction can be 
systematically analyzed and formally classifi ed.8 To this end, con-
sider a genotype X, and its associated phenotype observation PX.
The phenotype could be a numerical measurement or any other 
observation that can be clearly compared across mutant genotypes 
(e.g., slow vs. standard vs. fast growth). If genotypes are labeled 
by mutant alleles, a set of four phenotype observations can be 
assembled that defines a genetic interaction: PA and PB for the A 
and B mutant alleles, PAB for the AB double mutant, and PWT for 
the wild type. The relationship between these four measurements 
defi nes a genetic interaction; for example, PAB = PA < PWT < PB

described an epistatic interaction while PAB < PWT = PA = PB rep-
resents synthesis. It is immediately clear that some of these inter-
actions are symmetric under an exchange of genes A and B (e.g., 
synthetic) while others are not (e.g., epistatic). There are a total 
of 75 distinct inequalities that can be constructed from four 
phenotypes.8

These inequalities were recently cataloged and classified as 
one of nine interaction modes, including epistasis and synthesis.8

To test the applicability of this classification method over 1800 
strains of systematic single and double gene perturbations were 
phenotyped for invasive growth, a cell differentiation response 
that occurs under specific environmental conditions. A software 

application called PhenotypeGenetics, created as a plugin for the 
Cytoscape software platform,18,19 was used to systematically con-
struct a genetic interaction network from the high-throughput, 
quantitative phenotype data. All nine interaction modes were 
found in significant numbers, illustrating that a spectrum of 
genetic interaction effects is present in complex biological 
systems. Specific alleles were found to interact in a particular 
mode with neighbor genes of coherent biological function, leading 
to hypotheses on regulatory and pathway organization. Large-
scale patterns of mutual information were also extracted from the 
data set, and groups of genes with significant mutual information 
between them formed network cliques corresponding to physical 
pathways (Figure 9–1). The genetic interaction patterns represent 
the biological system as a map of information flow from specifi c 
genetic perturbations to quantifiable phenotype effects.

DIRECTED DATA INTEGRATION
The invasive-growth network described in the previous section 

encodes functional information inferred from genetic interactions. 
We next consider a method to integrate these functional relation-
ships with physical interactions in order to identify candidate 
molecular mechanisms that control cellular activity. In this section, 
we outline a strategy of data integration in which the analysis of 
genomic expression data directs the construction of regulatory 
networks.

By analyzing the effects of specific genetic perturbations on 
genomic expression, it is possible to identify specific genes that 
coordinate control of phenotypes at the transcriptional level. 
Moreover, gene expression can itself be viewed as a quantitative 
phenotype that is a suitable platform for studying complex phe-
nomena such as genetic interactions.20 Genomic expression mea-
surements have many distinct advantages as a basis for quantitative 
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Figure 9–1. Networks of mutual information in patterns of genetic 
interaction show cliques. Nodes represent perturbed genes, gf indi-
cates a gain-of-function allele, and lf indicates a loss-of-function 
allele. Edges connect gene pairs with significant mutual information 
in their patterns of genetic interaction. (Reprinted from Drees 
et al.8)

*The term epistasis is sometimes used as a generic term meaning genetic 
interaction. Here we use it in the narrow sense of one mutant completely 
masking the effect of another.
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analysis. DNA microarray technology provides a well-established 
platform for systematic data collection and many statistical 
methods now exist that identify groups of coexpressed genes. Sets 
of genes obtained can be systematically queried for common func-
tion in increasingly comprehensive annotation databases such as 
Gene Ontology.21 Furthermore, the perturbations and measure-
ments of genes introduce a concrete, molecular basis for further 
analysis, and large-scale interaction databases now make it pos-
sible to place these biomolecules in a network context.

We took advantage of these resources in a study of the Ras-
cAMP signaling pathway in yeast.22 This pathway has been impli-
cated in filamentous growth,23 cell proliferation, and glycolysis.24–26

In yeast, the pathway centers on the activation of adenylate cyclase 
(Cyr1) by GTP-bound Ras2 and Ras1 proteins, which in turn 
facilitates the synthesis of cAMP. We perturbed key pathway ele-
ments and collected genomic expression data, with the intent of 
tracing the observed expression responses to the perturbation(s) 
that caused them. Specifically, we created strains with exoge-
nously controlled levels of cAMP, dominant-active and dominant-
negative alleles of Ras2, and genetic perturbations of the GTPase 
activating proteins Ira1 and Ira2. The intent was to infer a detailed 
map of the activity of these pathway elements, ranging from 
shared effects resulting from multiple perturbations to highly spe-
cifi c effects resulting from one or two perturbations. We wanted 
to identify and classify signals regardless of global magnitude, 
detecting not only quantitatively large signals but also fainter (yet 
coherent) expression effects. These faint effects may be of par-
ticular biological interest, possibly identifying functional differ-
ences between multiple perturbations of a single gene or two 
near-homologous genes. Expression patterns specifically related 
to phenotypes can also be quantitatively minor.27,28

To disentangle signals in the data, we performed singular value 
decomposition (SVD) on the global data set to identify overlap-

ping sets of coexpressed genes, each weighted by global signifi -
cance.29,30 To test the presumption that these genes were 
cofunctional and coregulated, we queried gene sets for statistical 
enrichment of annotated functions and enrichment in targets of 
known transcription factors. Both were found for the majority 
of gene sets. With SVD we were also able to identify the group 
of experimental perturbations (i.e., microarray conditions) that 
specifi cally caused the expression pattern shared by each set of 
genes. This provided both molecular origins (the perturbations) 
and targets (the enriched transcription factors and hence the coex-
pressed genes) of regulatory signals. By querying physical 
interaction databases, we linked the former to the latter via molec-
ular-interaction paths. The resulting series of linked subnetworks 
maps multiple pathways of information flow through a dense 
signaling network to targets throughout the genome (Figure 9–2). 
They are explicit hypotheses of biomolecular mechanisms for 
signal transduction, obtained through data integration directed by 
functional relationships.

SYSTEM GENETICS
The functional information derived from genetic interaction 

analysis of phenotype is a powerful means of mapping relation-
ships between genes in a pathway. However, many phenotypes 
are difficult to quantify and cannot yet be assayed with high 
throughput. This limits efforts to systematically exploit genetic 
interactions with quantitative methods. At the same time, we have 
demonstrated how analysis of microarray data for genetic pertur-
bations can facilitate data integration and molecular network mod-
eling. Thus we sought to combine genetic interactions analysis, 
numerical data decomposition, and functionally directed data inte-
gration to model the network control of gene expression and 
associated phenotypes.

We used a data-driven, linear decomposition of our expression 
data matrix to determine genetic influences from seed genes to 
genome-wide transcripts as well as cross-influences of the seed 
genes on one another’s activity. Matrix decomposition methods 
such as singular value decomposition (SVD)22,30 and generalized 
Network Component analysis (gNCA)31 have proved successful 
in disentangling multiple overlapping quantitative signals in 
microarray data. The mathematical modeling was combined with 
physical interaction databases to infer (1) the degree to which 
certain transcription factors influence the expression level of 
every transcript in the genome, (2) the degree to which these 
transcription factors influence the regulatory activity of one 
another and hence cause genetic interactions, (3) the biochemical 
mechanisms that transmit these influences, and (4) how these 
biochemical mechanisms are organized into the biomolecular 
network that specifically controls the phenotype.

Our decomposition can be illustrated with the simplified case 
of two genes A and B, called seed genes since they are the starting 
point of the analysis, that influence the expression of two genes 
X and Y. For a strain background labeled with superscript S,
consider a linear pair of equations for gene expression:

XS = x0 + xA gA
S + xB gB

S

 Y S = y0 + yA gA
S + yB gB

S (9–1)

The parameters xA, xB, and x0 represent contributions to the 
expression of X from the gene A, gene B, and the remainder of 
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Figure 9–2. Regulatory network derived from perturbations of 
IRA1 and IRA2 genes, mapping putative biomolecular pathways for 
information flow to a set of genes sharing an expression component 
(box). The gene set, which is statistically enriched in Ty element 
transposons, is labeled “9+” to denote that it is the ninth SVD mode 
and the genes express the expression pattern with positive coeffi -
cients. Circular nodes represent individual proteins; black, nondirec-
tional edges represent protein–protein interactions; gray, directional 
edges represent protein–DNA interactions. (Adapted from Carter 
et al.22)
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the genetic background (similarly for gene Y). These are indepen-
dent of the genotype. The coeffi cients gA

S and gB
S are the inferred 

activity levels of the seed genes A and B in the strain background 
S, and are independent of the transcript measurements. Infl uences 
between seed genes (observed as genetic interactions) can be 
systematically inferred from changes in activity levels of one in 
a strain in which the other has been deleted, e.g., in a deletion 
strain of gene B, gA

B < gA
WT would evince a positive influence from 

gene B on the activity of gene A. Rather than substituting tran-
script level data for these activities (as in regression methods) 
these model-derived parameters conceptually include all levels of 
gene control from initiation of transcription to protein localiza-
tion, modification, and degradation.

The system of equations can be expanded to model an arbitrary 
number of expression values and seed genes by systematically 
adding parameters. They can be cast in matrix form and the solu-
tion can be represented as a network of influences, as illustrated 
in Table 9–1. These matrices can be expanded to model numerous 
observables (expression of genes X, Y, Z,  .  .  .) under single and 

pairwise perturbations of multiple genes (A, B, C,  .  .  .), simply by 
adding appropriate matrix rows and columns. For example, three 
seed genes would be written as

X X X X X X X

Y Y Y Y Y Y Y

Z Z Z Z Z Z Z

WT A B C AB AC BC

WT A B C AB AC BC

WT A B C AB AC BC
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(9–2)

This procedure results in the decomposition of an expression 
data matrix D into two matrices: (1) an influence matrix, X, of 
coeffi cients for the influence of the seed genes on target genes 
and (2) a genotype matrix, G, of inferred activity levels for the 

Table 9–1
Outline of mathematical modelinga

1.  Model all possible influences (xA, xB, yA, yB) from genes A and B 
on the expression of genes X and Y

XWT = x0 + xA + xB

YWT = y0 + yA + yB
A B

X Y

xA xB
yA

yB

2.  Add coefficients (gA, gB) representing possible effects of A on 
activity of B, and vice versa

XWT = x0 + xA gA
WT + xB gB

WT

YWT = y0 + yA gA
WT + yB gB

WT A B

X Y

xA xB
yA

yB

3.  Model effects of a deletion of gene A (similar for deletion of B); 
gA becomes 0; gB

A represents the activity of gene B in the A 
deletion strain; faded lines represent possible influences lost

XA = x0 + xB gB
A

YA = y0 + yB gB
A A B

X Y

xA xB
yA

yB

4.  Model effects of double perturbation (deletion of genes A and 
B); faded lines represent possible influences lost 

XAB = x0

YAB = y0 A B

X Y

xA xB
yA

yB

5.  Rewrite equations as a matrix decomposition of the expression 
data

  Expression data  Influence matrix Genotype matrix

X X X X

Y Y Y Y

x x x

y y y
g g

wt A B AB

wt A B AB

A B

A B
A
WT

A
B⎛

⎝⎜
⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟ •0

0

1 1 1 1

0 00

0 0g gB
WT

B
A

⎛

⎝
⎜
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⎞

⎠
⎟
⎟

aModeling strategy illustrated for the simplified case of two seed genes (A and B) influencing the expression of two genes (X and Y).
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seed genes in each genetic background. This is concisely 
written:

 D = X · G (9–3)

Thus, the more direct influences from the seed genes to target 
genes are separated quantitatively from the indirect effects that 
involve a second seed gene via a genetic interaction.

The structure of the genotype matrix [Eq. (9–2)] is fixed by 
the genetic composition of the laboratory strains. Activity levels 
of null alleles are fixed at zero and wild-type activity is set equal 
to one in all cases (gene-by-gene variation is encoded in the fi rst 
column of the influence matrix). Other genotype matrix elements 
are unknown a priori. To set a scale for the inferred regulatory 
activities, we define the wild-type activities to be equal to one (gA

= gB =  .  .  . = 1) and calculate the remaining activities as changes 
relative to wild type under perturbations of other seed genes (gA

B,
gB

A, gC
AB, etc.). The form of matrix G guarantees the existence of 

a unique best-fit solution due to the strict arrangement of ones and 
zeros required by the genotypes (i.e., the rows of matrix G are 
linearly independent and cannot be transformed to yield a similar 
format). In the decomposition of microarray data, the number of 
data points in Eq. (9–3) far exceeds the number of model param-
eters and a least-squares best-fit solution can be found.

From the genotype matrix G in Eq. (9–3), we can infer quan-
titative cross-influences between the seed genes that generate 
genetic interactions. These correspond to influences on inferred 
regulatory activity, rather than the gene expression infl uences 
encoded in the matrix X. They will allow us to make predictions 
for perturbations of path genes, with the modified infl uences 
experimentally manifest as altered genetic interactions. This is a 
further dimensional reduction of the genotype matrix G. Starting 
again with the case of two seed genes, A and B, we can write for 
their activity levels:

A = A0 + mAB B

 B = B0 + mBA A (9–4)

The variables A and B defi ne generalized activity levels of the 
seed genes, and the parameters A0 and B0 represent basal input not 
directly due to genes A or B. The mij account for infl uences 
between A and B. Self-influences, such as mAA, are not included 
since they cannot be numerically distinguished from the basal 
input. The model can be readily generalized to the case of N per-
turbed genes. For a vector of gene activities, we replace {A, B}
with g = {g1, g2,  .  .  .  , gN} and write

 gi = g0i + mij gj (9–5)

where g0 is a vector of base activity and the mij form is an N × N
matrix encoding the influence of the ith gene on the jth gene. 
Equation (9–5) can be solved for the activities and we find the 
vector solution

 gWT = (1 − m)−1 · g0 (9–6)

where 1 is the N × N identity matrix. The vector {1, gWT} is the 
fi rst column of the genotype matrix G.

In this formulation, the deletion of a seed gene requires setting 
both its base activity and its influences on other seed genes to 
zero. This corresponds to replacing the appropriate entry in g0

with zero and the appropriate column in m with zeros. This can 
be achieved by rewriting Eq. (9–6) in terms of a diagonal base 

activity matrix, G0, formed by placing the elements of the vector 
g0 along the diagonal, and a scaled influence matrix with elements 
Mij = mij/(g0)i. Defining the vector 1 = {1, 1,  .  .  .  , 1, 1} of length 
N, we then have

 gWT = [(G0)−1 − M]−1 · 1 (9–7)

In this form, a deletion of gene A is modeled by taking the 
limit as (G0)AA → 0, which means setting the basal activity of that 
gene to zero. The resulting gA (with a 1 prepended) corresponds 
to the second column of the matrix G. Multiple deletions are 
modeled by taking multiple zero limits for entries of the diagonal 
matrix G0. This effectively removes all traces of the deleted genes 
from the system. Note that by after fi xing gWT = {1, 1, 1,  .  .  .  ,1} 
we can find a solution for the matrix elements of M and the base 
activities G0 using the matrix elements of the solution for G as 
described above. Since this is a further dimensional reduction, 
reducing N 2(N − 1)/2 parameters to N 2, this generally requires a 
best fit solution.

To summarize, the linear influences decomposition assigns 
quantitative values to the influence of each seed gene on (1) the 
expression of every gene (encoded in X) and (2) the activity of 
the other seed genes (encoded in M). These influences amount to 
a global map of functional information flows of specified magni-
tude and sign (positive or negative).

A key use of the influence map is to serve as a template for 
integrating physical interaction data, in order to generate specifi c 
biomolecular hypotheses for regulatory activity. One strategy 
for this is to begin by selecting significant influences (i.e., the 
strongest ones). An example selection criterion is to use cross-
validation to determine all influences that are highly unlikely to 
be nonzero.28 Then, for each of these, a candidate molecular 
pathway is constructed that transmits the influence, using the 
integration of physical interaction data as previously described. 
In this way, networks can be constructed from physical interac-
tions that were specifically selected based on the presence of 
numerical influences derived from the data. They propose specifi c 
biomolecular hypotheses of information flow in the network. Fur-
thermore, perturbation of network elements predicts quantifi able 
changes in gene expression, since the corresponding numerical 
infl uence would be modifi ed.

As a test of this modeling approach, we recently applied it to 
the control of filamentous growth in yeast. Certain strains of S.
cerevisiae grow either as a round single-cell yeast form, or as a 
pathogenic, adhesive, invasive, filamentous form (also referred 
to as pseudohyphal development).23 Many fungal pathogens of 
humans and plants exhibit similar dimorphism.32 In response 
to environmental cues, the pathogenic chains of elongated cells 
adhere to host tissues, evade immune responses, and penetrate 
barriers. The invasive-growth phenotype previously discussed can 
be viewed as one part of this response. We chose five fi lamenta-
tion-related transcription factors as our seed genes and collected 
gene expression data for the 16 strains necessary to infer all 
genetic interactions between them: the wild type, 5 single knock-
outs, and 10 double knockouts. We then combined limited 
phenotype data with genomic expression data (thousands of 
measurements per strain) to infer a network that controls fi lamen-
tous growth.

We identified a large set of genes with differential expression 
and performed the linear influences decomposition on the expres-
sion data (a 1863 × 16 data matrix). We then determined which 
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infl uences were significant and constructed putative biochemical 
networks controlling the expression of each gene. The strategy is 
illustrated in Figure 9–3 with a network for the transcriptional 
regulation of the gene DDR48, which encodes an ATPase involved 
in stress response, cell wall organization, and fl occulation.33

We used the network model to predict genomic expression 
effects of additional genetic perturbations and tested these predic-
tions by constructing additional combinatorial knockout strains 
and collecting microarray data. This served as a direct test of our 
genetic interaction modeling and data integration methods. We 
made predictions by removing (set to zero) numerical infl uences 
whenever the paths from influencer to influenced were broken 
under the downstream gene deletion. As a control, we made paral-
lel predictions using a simpler linear model without genetic inter-
actions. Our model provided a general improvement in fit across 
all genes. When assessed over thousands of expression measure-
ments the improvement was highly significant, providing empiri-
cal evidence for both the importance of genetic interactions and 
the applicability of our modeling technique.28

In addition to microarray data, we also phenotyped each strain 
for filamentous growth. We then performed SVD on the genomic 
expression data30 and identified a set of genes with an expression 
component correlated to the phenotype. The genes that strongly 
exhibit this expression component were a quantitative proxy for 
the phenotype, even though this component was quantitatively not 
the most dominant pattern in the data. These genes are statistically 
enriched in targets of eight transcription factors, of which six were 
known to have filamentous-growth-related phenotypes. Subse-
quently, we found that deletions of the other two have fi lamenta-
tion phenotypes.

We were able to determine which of our seed genes had strong 
expression influences on the phenotype-proxy gene set. By fol-
lowing the methods previously described to integrate physical 
interaction data, we connected these influencers to genes in the 
set in a biomolecular network. This constituted a candidate 
network for the regulation of filamentation, involving both known 
and novel regulators. Furthermore, from the topology of the 
network we were able to make systematic and precise predictions 
for the phenotypes of additional combinatorial perturbations. 

These predictions proved to be very accurate,28 compared with 
predictions based a large training set of interactions.8 We correctly 
predicted the phenotypes of all 13 of the novel double-knockout 
strains we constructed, compared to the training set expectation 
of seven correct predictions (significance of p = 0.0002). Further-
more, we were able to correctly predict the precise phenotype 
inequalities of six of the 13 strains, compared to an expectation 
of only two in the training set (p = 0.009).

DISCUSSION
The construction of predictive bionetworks has proved to be a 

substantial challenge due in part to the difficulty of extracting 
functionally relevant interactions from diverse high-throughput 
data types. With the increasing abundance of molecular interac-
tion data, there are often numerous possible pathways of informa-
tion flow between two genes.34 Many recent works have sought 
to distill functionally important information by detecting system-
atic congruence in multiple large data sets.10,35–39 These approaches 
have demonstrated substantial success in classifying genes accord-
ing to functionality and identifying probable candidates for genetic 
interaction. In contrast, our goal was to infer functional relation-
ships to drive network modeling. By using genetic infl uences 
decomposition of microarray data to guide data integration, our 
procedure assigned functional significance to specific physical 
interactions. This allowed us to make precise, testable predictions 
for novel combinatorial perturbations of specific genes.28

These models implicated new regulators and regulatory rela-
tionships. The network we obtained for the filamentous growth 
phenotype in yeast contained many genes known to be involved 
in filamentation, and the network also implicated new regulators 
of filamentation that were verified experimentally. In addition to 
implicating genes, our approach was often able to correctly infer 
relationships between the genes. The accuracy of the interaction 
network was evident in our broad success in predicting expression 
profi les and phenotypes for novel combinatorial perturbations.

A central concept in our approach was the assumption of lin-
earity in quantitative relationships between genes. This allowed 
us to efficiently identify the effects of genetic interactions in the 
data and enabled systematic mapping of how the expression of 
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Figure 9–3. Data integration example: modeling how TEC1, CUP9,
and SKN7 control the expression of gene DDR48. (A) Network of 
physical interactions connecting the four genes from high-throughput 
data sets. This network is too dense and disorganized to identify func-
tional pathways. Edges represent interactions as protein–protein 
(black, nondirectional), protein phosphorylation (black, directional), 

and protein–DNA (gray, directional). (B) Network of inferred influ-
ences using genetic influences decomposition. Bold edges indicate the 
direction of positive and negative influences (as labeled) and intensity 
indicates magnitude. (C) Integrated network constructed from the 
subset of physical pathways in (A) that are specific candidates for 
transmission of influences in (B). (Adapted from Carter et al.28)
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each gene is influenced by a genetic perturbation. Although the 
linear approach was sufficient to predict the effects of novel pair-
wise gene deletions, we note that it has the potential to over-
simplify complicated regulatory mechanisms. In particular, the 
nonlinearity inherent in many posttranscriptional and feedback 
mechanisms often leads to behavior too complex to be adequately 
modeled with static linear relationships. In such cases, the net-
works obtained from our approach might best be used as a starting 
point for dynamic modeling. With relatively few network ele-
ments connected by quantitative relationships, these networks are 
ideally suited for ordinary differential equation (ODE) and sto-
chastic modeling.40
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10 The Sponge as a Model of 
Cellular Recognition

XAVIER FERNÀNDEZ-BUSQUETS

ABSTRACT
Sponges, the simplest extant Metazoans, have been tradition-

ally used as models to study cell adhesion, since their abundant 
extracellular matrix allows a mild cell dissociation and the recov-
ery of functionally active macromolecular structures. Dissociated 
sponge cells quickly reaggregate in a species-specific manner, 
differentiate, and reconstruct tissue, providing a simple model to 
investigate the molecular basis of animal intercellular recognition 
systems. Here, we review the application of sponges as biotools 
for the study of three cell recognition processes that are relevant 
for biomedical research. First, the species-specific association of 
sponge cells is discussed in the context of the role ascribed to 
carbohydrates in adhesion-related phenomena implicated, among 
other processes, in tumor metastasis. Second, we will summarize 
the current knowledge about a sponge proteoglycan that has been 
proposed as a model for the investigation of the mechanical prop-
erties of extracellular matrix proteoglycans in calcium-dependent 
cell adhesion events, whose impairment can lead to severe disor-
ders such as Alzheimer’s disease and Marfan syndrome. Finally, 
the self–nonself recognition reactions in sponges are presented as 
a window to the early period in the evolution of histocompatibility 
systems, and the corresponding molecular and cellular events will 
be compared with the processes and cells known to be involved 
in innate immunity and in placental implantation. Potential impor-
tant applications of sponges in the search for new pharmaceuticals 
and in key biomedical areas such as stem cell research are just 
around the corner awaiting the development of sponge cell 
cultures.

Key Words: Cell adhesion, Extracellular matrix, Glycos-
aminoglycans, Invertebrate histocompatibility, Porifera, Pro-
teoglycans, Self–nonself recognition, Single-molecule force 
spectroscopy.

SPECIES-SPECIFIC CELL ADHESION IN 
SPONGES AS A MODEL OF ORGAN-SPECIFIC 
CELL ADHESION

“Sponges grow spontaneously either attached to a rock or on sea-beaches, 
and they get their nutriment in slime: a proof of this statement is the fact 
that when they are first secured they are found to be full of slime.” From 
Aristotle’s History of Animals, 350 BC.1

AGGREGATION ASSAYS WITH CELLS AND SYNTHETIC 
BEADS Sponges are the most primitive present-day multicellu-
lar animals. They lack organs, but their bodies consist of a few 
classes of cells that are responsible for specialized functions such 
as food intake, epithelium formation, and self–nonself recogni-
tion, among others. In 1907, Wilson2 pioneered the use of sponges 
as model animals for the study of cell adhesion, describing the 
existence of species-specific reaggregation of marine sponge cells 
that had previously been mechanically dissociated by passing 
them through a fine cloth. After disaggregation the cells slowly 
settled down and started moving; upon contact they generally 
adhered and larger aggregates were formed as new encounters 
continued to occur, eventually reorganizing functional miniature 
sponges.3 When dissociated cells of differently colored sponge 
species were mixed and allowed to aggregate, the cells of one 
species combined with each other, but not with those from a dif-
ferent species. This phenomenon is analogous to the organ-spe-
cifi c cell adhesion events that represent the basis of clinically 
important processes such as cancer metastasis and graft rejection. 
Sponge cells associate species specifically through multivalent 
interactions of carbohydrate structures on a type of extracellular 
proteoglycan termed aggregation factor (AF),4–6 the slime Aristo-
tle was referring to. Based on their molecular structure, AFs have 
been related to hyalectans5: large, extracellular aggregating 
modular proteoglycans. But unlike hyalectans, aggregation factors 
do not possess any of the main glycosaminoglycan (GAG) types 
described in higher animals; instead, they have complex and 
repetitive acidic carbohydrate motifs different from those found 
in classical proteoglycans and mucins,7 which include novel acid-
resistant and acid-labile carbohydrate domains, large and branched 
pyruvylated oligosaccharides,8 and other previously unknown 
structures.6,9–11 In the marine sponge Microciona prolifera the 
proteoglycan molecule, Microciona AF (MAF), binds cell mem-
brane receptors via Ca2+-independent interactions of small 6-kDa 
glycans (g6). Larger 200-kDa glycans (g-200) self-interact through 
calcium-dependent associations (Figure 10–1C and D). This 
bifunctional structure is common to all sponge AFs studied so far 
and represents one of the first specific cell adhesion systems that 
were necessary for the evolution of Metazoans.

In aggregation assays performed with synthetic beads coupled 
to AFs purified from different sponge species,12,13 the beads sorted 
out and associated only with those carrying AFs from the 
same species, providing conclusive evidence that AFs are the 
molecular entity responsible for species-specific cell aggregation. 

From: Sourcebook of Models for Biomedical Research
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Glycoprotein subunits of MAF obtained through dissociative 
denaturing procedures bind Microciona cells, but with decreasing 
affi nity correlating linearly with the decreasing size of the sub-
units,14 suggesting polyvalency in the cell binding site. A small 
glycopeptide of 10 kDa obtained after trypsin digestion of MAF 
showed very little affinity for homotypic cells in its monomeric 
form, but reconstitution of binding affinity in the same order of 
magnitude as the native molecule could be obtained by polymer-
izing the glycopeptide fragment.15 Eventually, both MAF–cell and 
MAF–MAF binding affinities were recovered upon chemical 
crosslinking of protein-free glycans isolated from the AF complex 
into large multivalent structures.6,9,16 This indicated an active role 
for the carbohydrate moiety of MAF in the aggregation of 
sponge cells. In a final series of experiments it was shown that 
glycan-coated beads aggregated according to their species of 
origin, i.e., the same way as live sponge cells did.17 Live cells 
also demonstrated species-selective binding to glycan-coated 
surfaces. These findings confirmed for the first time the exi-
stence of highly specific recognition between surface glycans, 
a process that may have significant implications in cellular 
interactions.

ROLE OF CARBOHYDRATES IN CELL ADHESION g-
200 is not a common GAG, as suggested by its elevated fucose 
content and its resistance to usual GAG-digesting enzymes.6 Pre-
liminary nuclear magnetic resonance analyses performed with 
intact g-200 chains indicated such a structural diversity that the 
possible existence of a backbone containing a basic repetitive 
oligosaccharide unit could not be determined.11 This complex 
structure of g-200, in contrast to the much simpler linear repetitive 
chains of chondroitin sulfate, heparan sulfate, or hyaluronan, can 
provide the basis for its highly selective adhesive properties 
in 10 mM Ca2+, as illustrated by a strong intraspecies-specifi c 
binding,18 weaker interspecies-specific interactions,17 and very 
small adhesion forces with other unrelated GAGs.18 Both the 
strength and the specificity of calcium-dependent carbohydrate–
carbohydrate interactions might be guaranteed by polyvalency, by 

Figure 10–1. The aggregation factor of the marine sponge M. pro-
lifera as a model for the study of proteoglycan structure–function 
relationships. (A) In its native form, MAF has the structure of a sun-
burst where the ring is formed by ∼20 units of the MAFp3 protein 
(open circles), each noncovalently linked to a unit of the MAFp4 
protein (an MAF “arm”). The solid circles forming MAFp4 represent 
repeated domains within the protein. (B) If the ring of MAF were 
open, the resulting structure is analogous to a classical proteoglycan, 
with MAFp3 and MAFp4 in place of link protein and proteoglycan 
monomer, respectively. (C) Model of the MAF interactions responsi-
ble for species specificity of cell adhesion: carbohydrates on MAFp4 
bind receptors on the cell membrane, whereas the g-200 glycan on 
MAFp3 self-interacts in a calcium-dependent manner. For clarity, 
both MAF molecules are represented as linearized. (D) Detail of the 
interaction between the two subunits marked by asterisks (* and **) 
in (C). (E) Scheme of an SMFS experiment to study the adhesive 
interactions between two MAF molecules. For clarity, both molecules 
are represented as linearized. (F) Typical SMFS approach-retract 
curve obtained in experiments performed with native MAF, consistent 
with the representation from (E). The numbers from 1 to 13 corre-
spond to the breaking of the individual g-200-g-200 interactions rep-
resented in (E) as the AFM tip is retracting from the surface. The 
100-nm scale bar refers to parts (E) and (F) only. (Adapted from 
Garcia-Manyes et al.18)

▲
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compositional and architectural differences between carbohy-
drates, and by the arrangement of the carbohydrate chain in a 
three-dimensional context, where calcium ions provide not only 
electrostatic forces but can contribute via coordinative forces to 
glycan superstructures.19

Specifi c carbohydrate–carbohydrate interactions are rarely 
reported in biologically relevant situations such as cell recogni-
tion. However, carbohydrate structures have immense structural 
diversity, a ubiquitous distribution in vertebrate and invertebrate 
tissues, and are associated with the cell surface, as required of cell 
recognition molecules.20 Carbohydrate–carbohydrate interactions 
are characterized by relatively weak forces that, when multimer-
ized, can be easily potentiated by orders of magnitude, represent-
ing a highly versatile form of cell adhesion given the extraordinary 
plasticity of their structures.21 Among the few known examples of 
carbohydrate self-recognition proposed to be specific in biological 
processes are the multivalent binding of Lewisx epitopes involved 
in the first steps of embryogenesis22 and in cancer metastasis,23,24

glycolipid–glycolipid interactions controlling cell adhesion, 
spreading, and motility,25,26 and self-interactions of the glycan 
portion of sponge proteoglycan carbohydrates leading to species-
specifi c cell adhesion.17,19

The species specificity of cell recognition mediated by sponge 
proteoglycans can be a useful model to study other adhesion pro-
cesses at structural levels above individual cells. Sponges do not 
have organs, and therefore the molecular machinery regulating the 
recognition between cells from different sponge species might be 
based on the same principles that rule the interactions between 
cells from different organs in higher animals. Adhesion molecules 
are essential to motility by interacting with bound and soluble 
substrates within the extracellular matrix (ECM). Proteoglycans 
bound to the plasma membrane mediate the polyvalent interaction 
of the cell with ECM constituents and with molecules from neigh-
boring cell surfaces. Given their direct involvement in cell–cell 
and cell–ECM interactions, proteoglycans are likely to be impli-
cated in the regulation of cell movement, but to what degree 
the carbohydrate moiety affects this process is only partially 
understood.

Cadherins are a family of Ca2+-dependent adhesion molecules 
that bind cells via homophilic interactions, and cells expressing 
distinct cadherins aggregate separately when mixed in culture.27

Cadherins are responsible for the cell sorting that is necessary to 
distribute different cell types to their proper positions during 
development. During embryogenesis, the expression of different 
cadherins is spatiotemporally regulated, and correlates with events 
that involve cell aggregation or disaggregation. Alterations in 
cadherin expression or function occur frequently during carcino-
genesis and tumoral angiogenesis.28,29 Another group of cell adhe-
sion molecules includes those related to the immunoglobulin (Ig) 
superfamily, which generally have Ca2+-independent heterophilic 
binding.30 AF-promoted cell adhesion in sponges is based on car-
bohydrate structures with both Ca2+-dependent homophilic binding 
and Ca2+-independent heterophilic interactions with cell surface 
receptors, suggesting that proteoglycan-linked glycans can have 
important functions in cell adhesion and recognition, comparables 
to those assigned to cadherins and to molecules of the Ig 
superfamily.

Metastasis, the process by which a primary malignancy estab-
lishes distant and discontiguous disease, clearly involves carbo-
hydrate-mediated cell adhesion.31 Not all tumors are capable of 

metastasis, and those that succeed in it rely on a series of steps 
that involve cell dissociation, motility, and subsequent readhe-
sion.32 CD44 is a widely distributed cell surface glycoprotein that 
binds to ECM components containing hyaluronic acid (HA).33

This permits tumor attachment and migration toward degraded 
areas rich in HA. CD44 expression is associated with aggressive 
melanomas and it is an indicator of poor prognosis.34 As we will 
see below, antibodies raised against CD44 specifically target a 
sponge cell type of elevated motility.35 Study of the essential role 
that carbohydrates play in sponge cell recognition, motility, and 
specifi c adhesion might contribute to understand the participation 
of carbohydrate structures in the complex processes leading to 
cancer spreading.

SPONGE AGGREGATION FACTORS AS A MODEL 
FOR THE STUDY OF PROTEOGLYCAN 
STRUCTURE–FUNCTION RELATIONSHIPS

The biological roles assigned to proteoglycans are highly 
diversifi ed, ranging from relatively straightforward mechanical 
functions to effects on more dynamic processes such as cell adhe-
sion and motility, to complex and still poorly understood tasks 
in cell differentiation and development.36–39 Angiogenesis, axon 
guidance and synapse development, metastasis, and patterning 
events are just some examples of processes that require fi nely 
tuned interactions between cells or between cells and the ECM 
where proteoglycans are involved.40–44 Efforts aimed at a better 
understanding of proteoglycan structure and function are often 
hampered by the difficulties in their isolation from vertebrate 
tissues. The purification of proteoglycans is often complicated by 
(1) limited source quantities, (2) the necessity of chaotropic sol-
vents, proteases, and high temperatures for efficient extraction, 
(3) their large molecular size, and (4) a lack of defined functions 
to enable purity to be assessed.45 Marine sponge proteoglycans 
are relatively small and can be extracted in considerable amounts 
while preserving their biological activity by following a mild 
protocol that essentially consists of dissociating the sponge tissue 
in calcium-free sea water and spinning down the cells and other 
debris. The resulting supernatant contains aggregation factor as 
the main component in such quantities and purity that it can be 
directly used for cell aggregation assays and other functional 
experiments. For structural determinations, this preparation has to 
be centrifuged at high speed to pellet the AF that is finally purifi ed 
in a cesium chloride density gradient. Concentrated AF solutions 
(≥1 mg/ml) are highly resistant to proteolysis and can be stored at 
4°C for months without signifi cant loss in their specific cell aggre-
gation capacity.

STRUCTURAL ANALYSES AND SINGLE MOLECULE 
FORCE SPECTROSCOPY STUDIES The supramolecular struc-
ture of MAF was elucidated by using immunochemical and elec-
trophoretic procedures, combined with atomic force microscopy 
(AFM) imaging.46 Twenty units from each of two N-glycosylated 
proteins, MAFp3 and MAFp4, form the central ring and radiating 
arms of MAF, respectively, stabilized by a hyaluronidase-
sensitive component.46 Each of the 20 arms is attached to one of 
the 20 globular structures in the ring in a 1:1 stoichiometry (Figure 
10–1A), with an estimated molecular mass for the whole molecule 
of 2 × 107 Da.

Each MAFp3 ring unit carries on average one copy of the g-
200 glycan involved in homologous self-interactions between 
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aggregation factor molecules (Figure 10–1C and D), whereas each 
MAFp4 unit carries about 50 copies of the g-6 glycan that binds 
cell surface receptors.46 MAFp3 is a highly polymorphic 35-kDa 
protein, as deduced from direct cDNA sequencing of several 
different allelic forms and from restriction fragment length 
polymorphism analysis of genomic DNA isolated from different 
individual sponges.47,48 MAFp4 has an estimated molecular mass 
of ∼400 kDa,48 is also polymorphic, contains putative transmem-
brane regions, and has a stretch sharing 30% homology with the 
cytoplasmic domain of the Na+–Ca2+ exchanger,49 a membrane 
protein responsible for the maintenance of low intracellular Ca2+

levels.
Both MAFp3 and MAFp4 contain abundant Ca2+-binding sites 

and glycosylation motifs. If the MAF circular core were open, the 
resulting linear structure would be remarkably similar to hyalec-
tans50 (Figure 10–1A and B), although the building blocks of both 
molecules lack sequence homologies. MAFp4 is analogous to the 
glycosylated core protein of the proteoglycan monomer, and 
carries the N-linked g-6 glycan instead of O-linked GAGs. MAFp3 
is the sponge counterpart of the link protein, both molecules 
having very similar sizes. Like link protein, MAFp3 is N-
glycosylated and contains eight cysteines involved in disulfi de 
bonds. Unlike link protein, though, MAFp3 does not contain an 
Ig-like domain.

During the past decade, single molecule force spectroscopy 
(SMFS) has developed into a highly sensitive tool for the inves-
tigation of single biomolecule interactions.51 Most SMFS experi-
ments use either optical tweezers or AFM to measure dissociation 
forces of single ligand–receptor complexes in the piconewton 
range. AFM-based SMFS has the capacity to detect interactions 
as weak as individual hydrogen bonds. The molecular binding 
partners are attached to the nanoscale force sensor and to a sample 
holder by covalent chemistry. A critical step in the design of an 
SMFS experiment is the crosslinking of biomolecules to surfaces, 
which can introduce undesired reactive groups or steric constraints 
resulting in the alteration of the biological interaction under study. 
In the particular case of AFs, their abundant sulfate groups provide 
a very strong quasicovalent binding to gold surfaces, thus allow-
ing immobilization in the absence of chemical modification, and 
without affecting the binding sites.18

When the AFM sensor and holder are brought into close 
contact, a specific bond between the individual molecules can 
form. By increasing the distance between the two surfaces again, 
the molecular bond is loaded under an external force until it fi nally 
breaks, yielding the molecular dissociation force. Upon systemati-
cal variation of the externally applied load and monitoring the 
mechanistic elasticity of the complex, information about the 
kinetic reaction rates, the mean lifetime, the equilibrium rate of 
dissociation, dissociation length, and the energy landscape of the 
interaction can be derived. SMFS studies performed with sponge-
derived proteoglycans of their calcium-dependent interactions18

have revealed functional intermolecular domains (Figure 10–1E) 
that can contribute to many adhesive and elastic ECM interac-
tions. The multiplicity of individual binding sites with a mean 
force of ∼250 pN for each adhesion event (Figure 10–1E and F) 
confers a high degree of modulability as required in most biologi-
cal interactions, in contrast to the higher stability of a single, 
strong bond. This modular elongation mechanism, be it intramo-
lecular or intermolecular, has been proposed to be a general strat-

egy for conveying toughness to natural fibers and adhesives.52

Sponge proteoglycan extension curves, then, derive from the exis-
tence of intermolecular adhesion domains that through the sum-
mation of multiple single binding sites provide strong adhesion 
forces for the resulting polymer.18 The cooperativity of abundant, 
relatively weak intermolecular carbohydrate adhesion domains 
provides a molecular basis for some of the functions of modular 
proteoglycans.

IMPLICATION OF PROTEOGLYCANS IN EXTRACELLU-
LAR MATRIX-RELATED PATHOLOGIES Proteoglycans are 
among the first ECM constituents to be produced during embry-
onic development and are often aberrantly expressed in a variety 
of inherited and acquired disorders. One of the major pathological 
features of Alzheimer’s disease is the presence of plaques com-
posed of β-structured fibrils made up of amyloid-β peptide (Aβ).53

Nucleation of Aβ can occur by self-assembly or by heterogeneous 
nucleation resulting from seeding Aβ onto non-Aβ elements 
present in the ECM, such as proteoglycans.54

One of the most common nonenzymatic posttranslational 
protein modifications is the reaction of reducing sugars (or of 
other carbohydrates resulting from the fragmentation of diverse 
polysaccharides) with nucleophilic amino acid side chains such 
as those found in arginine and lysine. Subsequent restructuring, 
oxidations, and dehydrations generate a group of heterogeneous 
compounds termed advanced glycation endproducts (AGEs).55

AGEs have been found in pathological protein deposits such as 
the senile plaques characteristic of Alzheimer’s disease or the 
β2-microglobulin deposits in hemodialysis patients.56 Given their 
participation in the regulation of diverse growth factors and cyto-
kines through receptor-mediated mechanisms, it has been pro-
posed that AGE-modified proteins are involved in the pathology 
of several age-related diseases.57 In vitro, AGE formation acceler-
ates the growth of β-amyloid aggregates through covalent 
crosslinking of Aβ monomers.58 The extracellular accumulation 
of AGEs can be caused by an accelerated oxidation of glycosyl-
ated proteins and proteoglycans.59 Glycosylated proteins and, 
especially, proteoglycans (whose carbohydrate content can be 
higher than 50%) produce an amount of radicals almost 50 times 
higher than that generated by nonglycosylated proteins. Proteo-
glycans are associated with and are likely play a fundamental role 
in the deposition of amyloid fibrils in all amyloid diseases.60 Fibril 
formation and the lateral aggregation of Aβ in vitro are increased 
by GAGs,61 in a pH-dependent effect.62 Therefore the interaction 
of GAGs with amyloid fibrils might be based on electrostatic 
interactions similar to those involved in the calcium-mediated 
aggregation of AFs. MAF has been shown to induce a structural 
transition in Aβ from random coil toward highly stable fi brillar 
β-sheet structures as detected by circular dichroism spectros-
copy,63 and to increase Aβ-induced toxicity of nerve growth 
factor-differentiated PC-12 cells in the absence of Ca2+. The addi-
tion of Ca2+ to MAF-Aβ aggregates resulted in a moderate attenu-
ation of toxicity possibly due to a reduction in Aβ–cell interactions 
caused by extensive lateral aggregation of the MAF–Aβ com-
plexes. Such aggregation might be seeded by the self-association 
of MAF triggered by calcium. These results indicate that Aβ is 
generally susceptible to proteoglycan-mediated aggregation and 
fi bril formation. Sponge proteoglycans, thus, represent a simple 
model system that can be used to examine potential drugs for the 
treatment of amyloid-related disorders.
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Microfi brils are evolutionarily ancient macromolecular assem-
blies of the ECM formed by the protein fibrillin. They have unique 
extensible properties that endow vascular and other tissues with 
long-range elasticity. In humans, mutations in the principal struc-
tural component of microfibrils, fibrillin-1, are linked to the inher-
itable disease Marfan syndrome, which is characterized by severe 
cardiovascular, skeletal, and ocular defects.64 Fibrillin-1 is a 
calcium-binding protein and it has been found that variations in 
its calcium-binding properties may be important for microfi bril 
assembly and for the biomechanical properties of microfi brils 
within tissues.65 The fibrillin-1 domain with the highest recorded 
affi nity for calcium is located in the region of the protein where 
mutations (including those that specifically disrupt calcium 
binding) cause the most severe form of disease, neonatal Marfan 
syndrome. Proteoglycans have important, but still poorly under-
stood structural interactions with microfibrils, and they may con-
tribute to their integration into the ECM.66

ALLOGENEIC RECOGNITION IN SPONGES AS 
MODEL OF HISTOINCOMPATIBILITY 
REACTIONS

GRAFTING EXPERIMENTS, IMMUNOCYTOCHEMICAL 
ANALYSES, AND GENETIC STUDIES When tissues from 
different individuals of a given sponge species are brought 
into contact, they either fuse or reject through cellular events 
similar to those observed in vertebrate grafts.67 There is, though, 
a peculiarity of the sponge self–nonself recognition system 
that so far has not been described in other phyla, which is the 
possible involvement of proteoglycans in histoincompatibility 
reactions.

In M. prolifera, sponge fragments can be easily grafted, thus 
allowing the design of tissue histocompatibility experiments that 
yield important information about the cell types involved in 
the process.35 In a typical grafting experiment, 2-cm-long sponge 
papillae are pushed together on a 0.5-mm-thick stainless steel 
insect pin, keeping the tissues under seawater at all times. The 
pins are finally stuck into the underside of a Styrofoam rack and 
left to float on a tank with running seawater at 20°C. As soon as 
2 h after the graft set-up, massive cell migration toward the zone 
of contact is evident. The study of the sponge cell types involved 
in this phenomenon has shed new light on our understanding of 
the evolution of early histocompatibility systems.

Polyclonal antibodies raised against MAFp3 are specifi c 
markers for archeocytes, the sponge stem cells.35 Archeocytes are 
mobilized upon allogeneic contact (between tissues from two 
individuals of the same species), and they accumulate in the 
contact zone. A second type of cell that also migrates profusely 
to allograft interfaces, the gray cells, is specifically recognized by 
monoclonal antibodies raised against the HA receptor CD44.35 In 
allograft contact areas an observed decrease in the intensity of 
archeocyte staining is accompanied by an increase in the number 
of gray cells, which are the most adhesive cell type in M. pro-
lifera.68 A higher adhesion would slow down cell movement and 
aggregation, contributing to the nonfusion characteristic of 
allografts. Besides this cell adhesion-related role of gray cells in 
allograft interfaces, other evidence suggests a more direct immu-
nological function for this cell type, which has been proposed to 
be the sponge immunocyte.69,70 In contrast, the contact zone of 

sponge isografts (grafts made between genetically identical tissue 
fragments) does not accumulate cells. Here, the absence of a 
massive gray cell migration would permit the cell movements and 
aggregation necessary for the final outcome of isografts, which 
invariably end up in the fusion of the interacting tissues. This 
differential behavior implies the existence of a genetically based 
system of individual-specific cell signaling molecules. Although 
the precise nature of these self–nonself recognition markers has 
not been established yet, genetic studies point at MAF or MAF-
related entities as one of the elements of the sponge histocompat-
ibility system.47,48

Due to the presence in sponge tissue of a potent nuclease activ-
ity, a special protocol had to be devised for the purifi cation 
of high-quality sponge genomic DNA49: 0.1 ml from a pellet of 
freshly dissociated sponge cells is added to a 2-ml tube to 0.9 ml 
of a buffer containing 4 M guanidinium thiocyanate, 25 mM 
sodium citrate, pH 7, 0.5% sarcosyl, and 0.1 M 2-mercaptoetha-
nol, and gently mixed by immersion until the viscous solution 
becomes homogeneous. The proteins are then extracted with a 1:1 
mixture of phenol/chloroform equilibrated with TE buffer (10 mM 
Tris–HCl, pH 8, 1 mM EDTA). After a second extraction with 
chloroform/isoamyl alcohol 24:1, the DNA contained in the water 
phase is ethanol precipitated and stored at 4°C in TE, pH 7.5. 
Southern blot analysis of a significant number of sponges that 
were subjected to grafting experiments revealed that each geneti-
cally distinct sponge individual has a different set of genomic 
DNA coding sequences for MAFp3 and MAFp4.47,48 Such inter-
individual variability, also observed in the carbohydrate moiety 
of MAF,18,47 matches the allelic complexity of the vertebrate major 
histocompatibility complex (MHC) and represents an early form 
of self-recognition. An evolutionary connection between cell 
adhesion and histocompatibility systems, however, has yet to be 
demonstrated. A prominent domain implicated in cell adhesion, 
the Ig domain, exists in several copies in the large basement 
membrane proteoglycan.71 Similar domains are functionally 
important structures in most Ca2+-independent adhesion molecules 
such as the neural cell adhesion molecule (NCAM),72 the intercel-
lular adhesion molecules (ICAMs),73,74 and other neural or immune 
system-associated adhesion molecules. No obvious Ig-like 
domains have been identified in the cDNA-deduced MAF pro-
teins, although the repeats found in MAFp4 exhibit interesting 
resemblances.48

SELF–NONSELF RECOGNITION IN SPONGES AS AN 
ANCESTOR OF IMMUNE SYSTEMS Natural killer (NK) cells 
are a subset of granular lymphocytes that express high levels of 
CD44 upon activation and mediate efficient MHC-unrestricted T 
cell receptor-independent lysis following binding of CD44.33 The 
cross-reactivity of sponge gray cells with anti-CD44 antibodies, 
together with other morphological and functional similarities, 
suggests that deeper links between NK cells and sponge alloge-
neic reactions are possible. First, carbohydrates are crucial to the 
functions of NK cells75: NK cells can be identified and subdivided 
into functionally distinct subsets on the basis of the expression of 
lectin-like receptors.76 Similarly, species-specific adhesion of 
sponge cells has a strict dependence on finely tuned carbohydrate 
interactions.67 Second, NK cells are thought to be the remnants of 
a primeval immune system and are generally considered to be the 
evolutionary precursors of T cells.77 In the human fetus, NK cells 
are the first lymphocyte lineage to appear,78 followed by γδT cells 
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and αβT cells, in accordance with the controversial concept that 
ontogeny recapitulates phylogeny. NK-like cells have been sug-
gested to exist in invertebrates like the snail,79 a tunicate,80 an 
earthworm,81 and the leech.82 Finally, in the allorecognition system 
of invertebrates no prior sensitization is necessary. The presence 
of self MHC class I molecules protects target cells from lysis 
mediated by NK cells,75 verifying the “missing self” hypothesis 
that states that NK cell targets become susceptible to NK cell 
killing if they lack sufficient expression of self MHC molecules. 
Thus, unlike T cells, which recognize the presence of non-self, 
NK cells recognize the absence of self.83 This observation 
prompted Burnet84 to conclude that the primary mechanism of 
invertebrate allorecognition is based on self-recognition and any 
cell that lacks self antigens will be immediately recognized as 
foreign, a view that was later supported by investigations on the 
allogeneic responses of the colonial tunicate Botryllus schlos-
seri.85 Some aspects of this invertebrate system appear to be 
retained in higher vertebrates.

There are many features of the immunology of allogeneic reac-
tions in sponges that more closely resemble the immunological 
relationship between the animal fetus and its mother than between 
vertebrate allograft and host.86 While contact with allogeneic cells 
in clinical transplantation is an artificial situation, in the crowded 
marine environment direct cellular contact among unrelated 
members of sessile invertebrate species occurs as naturally as the 
intermingling of allogeneic cells in placental implantation. In the 
latter case there is a well-defined boundary dividing invasive tro-
phoblast and maternal decidua that mimics the collagen boundary 
separating two unrelated sponges, a situation very different from 
the extensive cell killing typical of vertebrate allograft rejection. 
In implantation, NK cells are the predominant cell type in 
deciduas and T cells are sparse; similarly, invertebrate allorecog-
nition is mediated by NK-like cells, whereas vertebrate allorecog-
nition is mediated by T and B cells. Finally, NK cells kill target 
cells deficient in MHC class I antigens, unlike vertebrate graft 
rejection where nonself antigens are detected; as mentioned 
above, current evidence suggests that sponge nonself recognition 
detects the absence of self antigens.35 The development in 
early animals of the ability to discriminate self from nonself 
ensured the maintaining of individuality. It is possible that 
such a primitive form of allorecognition has been conserved 
to play a role in mammalian reproduction, which is the only 
natural situation in which allogeneic cells come into contact in 
vertebrates.

FUTURE PERSPECTIVES: DEVELOPMENT OF 
STABLE SPONGE CELL CULTURES, STEM CELL 
RESEARCH, AND BIODISCOVERY OF NEW 
PHARMACEUTICALS

Sponges possess totipotent cells, the archeocytes, that can dif-
ferentiate into the rest of the cell types. Most important, other 
sponge cell types do spontaneously dedifferentiate into archeo-
cytes, a phenomenon observed in naturally occurring processes 
such as tissue regression and remodeling, gemmule formation, and 
trauma induced by tissue removal.87 Understanding the mechanism 
by which specialized sponge cells can return to an undifferentiated 
state will contribute to the quest for a reliable and ethically accept-
able source of unlimited amounts of stem cells for therapeutic 
applications.

The main obstacle for the firm establishment of sponges as a 
generally accepted model laboratory animal is the current lack of 
stable sponge cell cultures. Interest in the development of sponge 
cell lines grew in parallel with the realization that sponges are an 
exceptional source of metabolites with potential pharmacological 
activities. Because of their longer evolutionary history, marine 
organisms have a greater molecular diversity than do their terres-
trial counterparts. Among the numerous groups of marine inverte-
brates sponges rank first as the leading source of natural products 
in terms of the biogenetic diversity of secondary constituents and 
the sheer number of compounds isolated.88 Furthermore, sponges 
have a high strike rate, especially for cytotoxic compounds: of the 
investigated marine sponge species, >10% has exhibited cytotoxic 
activity, suggesting production of potential medicinals. This per-
centage is considerably higher than that found for other marine 
animals (2%), terrestrial plants (<1%), or microorganisms (<1%).89

Products with pharmacological activity identified in sponges 
include, among others, analgesics, antiinflammatory compounds, 
antitumorals, immunosuppressors, cardiovascular agents, neuro-
suppressors, muscle relaxants, antivirals, antimalarials, antibiot-
ics, fungicides, and antifouling compounds.90 Although many 
bioactives have been discovered in sponges, only a few of them 
have been commercialized.91 Obtaining the necessary amounts of 
these metabolites requires quantities of sponge biomass that 
cannot be sustainably harvested from natural populations. Culti-
vation of sponge biomass in sea-based farms is feasible, but pro-
ductivity is variable. Biomass production in controlled 
environments of aquariums has the potential to provide consistent 
yields, but many aspects of aquarium cultivation remain unknown 
for most sponges. In this context, the culture of sponge cells can 
become a future reliable source of metabolites.

However, sponge cell culture represents a unique purifi cation 
challenge because, unlike higher Metazoans, there are no areas of 
a sponge from which a sterile primary culture can be obtained.92

As an added complication, many sponges host endosymbionic 
microorganisms that may be released into an otherwise sterile 
culture if cells lyse. Control of microbial contamination is the 
most important obstacle to overcome in the establishment of 
primary sponge cell cultures. A combination of filtration, use of 
sterile media during cell dissociation, and selective sponge cell 
enrichment by density gradient separation has proven to be most 
effective. In addition, extended culture of dissociated sponge cells 
invariably requires the use of antibiotics to suppress bacterial 
contamination, especially in the rich media that are required. The 
antibiotic cocktails used do not inhibit fungal growth and prolif-
eration of fungi is a recurring problem, and this at a cost that 
precludes any commercially sustainable metabolite production. 
As a result, current methodologies are at the stage of primary 
cultures without any significant progress toward a substantial 
increase in cell numbers or biomass due to cell proliferation.93,94

The potential of sponges as model animals for the study of cellular 
recognition processes such as the ones described above will not 
be fully exploited until long-lasting cell cultures are successfully 
developed.
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11 Sea Urchin Embryo
A Model System for Analyzing Cellular Activities During 
Early Development

TETSUYA KOMINAMI AND HIROMI TAKATA

ABSTRACT
Sea urchin embryos have long been used as ideal experimental 

materials. In this chapter, we describe research areas to which sea 
urchin embryos have contributed, and the potential fields for 
which they may serve as a model system. The most valuable 
feature of sea urchin embryos is the availability of a large amount 
of homogeneous material, which facilitates biochemical and 
molecular biological approaches. The ease of gamete handling 
enables detailed analysis of the mechanism of fertilization, and 
the transparency and synchrony of fertilized eggs facilitate inves-
tigations on cell division and the cell cycle. Sea urchin embryos 
are an ideal model system for signal transduction, because 
the number of constituent cells is small. The simple organization 
of the embryo simplifies the analysis of morphogenetic move-
ments. Both primary and secondary mesenchyme cells are inter-
esting populations for studying cell movement. Sea urchin 
embryos will continue to contribute to the analysis of various 
unsolved problems.

Key Words: Sea urchin embryo, Fertilization, Cell division, 
Cell cycle, Signal transduction, Specification, Gastrulation, 
Invagination, Morphogenesis, Cell movement.

HANDLING OF ANIMALS AND EMBRYOS
Sea urchins belong to the phylum Echinoidermata (echino-

derms), which consists of six classes (Crinoidea, Asteroidea, Con-
centricyclodea, Ophiuroidea, Echinoidea, and Holothuroidea). At 
present, nearly 900 species of sea urchins (class Echinoidea)— 
divided into nine orders—are known. Most live in intertidal zones 
or shallow seas, and their distributions extend from equatorial 
regions through the North and South Poles. Embryos of sea 
urchins are frequently used in biological and medical research 
including those of Strongylocentrotus purpuratus, Lytechinus var-
iegatus, Lytechinus pictus, Arbacia punctulata (North America), 
Paracentrotus lividus (Mediterranean Sea), Psammechinus mili-
aris (North Sea), Hemicentrotus pulcherrimus, and Anthocidaris
crassispina (Japan). The whole genome of S. purpuratus, a well 
known species in North America, has already been sequenced 
(http://sugp.caltech.edu/). In the United States, some species are 

available from commercial suppliers such as Susan Decker (Davie, 
FL) or Marinus Scientific (Long Beach, CA). Some marine labo-
ratories also supply these materials in several countries. Adult sea 
urchins are reared in a small aquarium equipped with a simple 
fi ltering system and maintained without feeding for a couple of 
months.

During the breeding season, fertilizable oocytes are shed fol-
lowing intracoelomic injection of 0.5 M KCl. In some species, 
more than a million eggs are obtained from a single female. 
Usually, the testis is directly excised from adult males, and the 
leaked semen is diluted with seawater immediately before use. 
Fertilized eggs are obtained by simply adding the diluted sperm 
to an egg suspension.

For embryo culture, natural seawater should be filtered to 
remove debris and microorganisms. If fertilized eggs are deprived 
of the fertilization envelope for manipulations, it is preferable to 
add antibiotics (e.g., streptomycin or penicillin). Commercially 
supplied artificial seawater (e.g., Instant Ocean) is also available. 
At an appropriate density, fertilized eggs developed into pluteus 
larvae within 2–3 days without any special care. Detailed 
handling of animals and embryos has been described 
previously.1

FERTILIZATION
The finding of the acrosome reaction in starfish spermatozoa2

led to detailed analysis of fertilization processes, which was 
accompanied by improved electron microscopic and biochemical 
techniques. Many important concepts of fertilization (cortical 
reaction, activation, Ca2+ release, acid release, change in mem-
brane potential, block to polyspermy, etc.) have come from 
numerous studies of sea urchin fertilization. The jelly coat of A.
punctulata contains a chemoattractant for spermatozoa,3 although 
this has not yet been proved in other sea urchin species. When a 
sperm head attaches to the jelly coat (Figure11–1A), the acroso-
mal vesicle breaks down and the acrosomal process forms. 
Proteolytic enzymes contained in the acrosomal vesicle digest 
the jelly coat and allow the spermatozoon to approach the egg. 
The first contact between sperm and egg is mediated by bindin 
on the acrosomal process and its receptor on microvilli extruded 
from the oocyte.4 The binding of bindin and its receptor shows 
species specificity, and leads to the membrane fusion of both 
gametes.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Following cell membrane fusion, the Na+–K+ ion channels of 
the egg act to elevate the intracellular Na+ concentration and to 
depolarize the egg membrane. This electrical change is a rapid 
and transient block to polyspermy.5 The influx of Ca2+ at the fusion 
site triggers the breakdown of cortical granules (cortical reaction), 
which is a typical Ca2+-induced Ca2+ release reaction. The exocy-
tosis of cortical granules propagates from the sperm entry point 
toward the opposite site concentrically. With cortical granule 
breakdown, the fertilization membrane is elevated (Figure 
11–1B). This physical barrier is a late and permanent block to 
polyspermy. Molecules contained in the cortical granules cover 
the egg surface and form the hyaline layer (Figure 11–1B). Sea 
urchin fertilization is providing a model system for the analysis 
of intracellular signaling pathways for Ca2+ release from internal 
supplies.

After entry into the egg, the sperm head decondenses and 
becomes a male pronucleus. Centrioles brought into the egg with 
the sperm nucleus act as a microtubule-organizing center. The 
female pronucleus is pulled toward the centrioles along a ray of 

microtubules from the growing sperm monaster6 and fuses with 
the male pronucleus. The transparency of the fertilized eggs 
enables us to observe these processes in detail.

CELL DIVISION AND THE CELL CYCLE
Fertilized sea urchin eggs have greatly contributed to the 

understanding of the mechanisms of cell division. This is due 
to the ease of handling and the transparency and synchrony of 
fertilized eggs. With differential interference contrast imaging 
or polarizing microscopy, dynamic changes in the mitotic 
apparatus—assembly and disassembly of microtubules—are 
observable (Figure 11–1C). Even the number of microtubules that 
constitutes the mitotic spindle can be estimated from the intensity 
of birefringence.7

By deforming fertilized eggs into various shapes, Rappaport 
has studied the spatial relationship between mitotic spindle and 
cleavage furrow.8 It is now widely accepted that differences in the 
density of the microtubules that reach the egg cortex determine 
the position of the cleavage furrow (i.e., the position of the con-
tractile ring), which exerts the main force for cytokinesis (Figure 
11–1C). The existence of the contractile ring was first reported in 
fertilized sea urchin eggs.9 To preserve this structure for electron 
microscopy, more than 500 combinations of buffers and fi xatives 
were tested, but we can now detect microfilaments more easily 
using fluorescent phallacidins.

The fertilized eggs begin to cleave within 1.0–1.5 h after 
fertilization, and show radial and holoblastic cleavages. Up to the 
eight-cell stage, the cleavage pattern is typical (Figure 11–1D). In 
some species, blastomeres in the animal hemisphere are some-
what larger than those in the vegetal hemisphere. This is the fi rst 
sign of the animal–vegetal axis. At the fourth cleavage, the animal 
blastomeres undergo meridional cleavage and give rise to eight 
blastomeres with the same volume (mesomeres). In the vegetal 
half, cleavage is horizontal and the cleavage plane shifts to the 
vegetal pole. As a result, four large blastomeres (macromeres) and 
small blastomeres (micromeres) are formed (Figure 11–1E). This 
formation of macromeres and micromeres is an excellent model 
for research of unequal cell division.

In most species, seven or eight rounds of synchronous cleav-
ages occur at intervals of 0.5–1.0 h. The cell cycle then extends 
and the synchrony of division is lost. As is well known, the cell 
cycle is regulated by complexes of cyclin and Cdc(s) or Cdk(s). 
It is of note that cyclins were first found in sea urchin embryos.10

By the stage of hatching, the fertilized eggs usually undergo 10 
cleavages and develop into spherical and hollow blastulas (Figure 
11–1H). The time required for development to the hatching stage 
is 10–12 h in most species. The hatched blastula develops into 
a pluteus larva through a series of morphogenetic movements 
and organogenesis within 2–3 days (Figure 11–1I). It is of note 
that each part of the larval body comprises a monolayered 
epithelium.

SIGNAL TRANSDUCTION AND GENE 
REGULATORY NETWORK

The double gradient theory has explained the results obtained 
from classical deletion and recombination experiments on sea 
urchin embryos.11 Recent studies have revealed that micromeres 
and their descendants act as a signaling center for embryonic body 
patterning along the animal–vegetal axis. Briefl y, β-catenin enters 
the nuclei of micromeres soon after their formation.12 Then, Wnt8
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Figure 11–1. Early development of sea urchin embryos. (A) Unfer-
tilized egg. (B) Fusion of male and female pronuclei. (C) First cleav-
age. (D) Eight-cell stage. (E) Sixteen-cell stage. (F) Sixty-cell stage. 
The four tiers of blastomeres are named an1, an2, veg1, and veg2 along 
the animal–vegetal axis. (G) Late blastula stage. (H) Fate map drawn 
in the median plane of the swimming blastula. (I) Pluteus larva (48 h 
after fertilization in Hemicentrotus pulcherrimus). (E–G) Positions of 
Wnt8 and Nodal expressions are indicated in dark and light gray, 
respectively. (A–F) Frontal view. (G–I) Side view. Dotted lines in (G) 
indicate the boundaries of the veg1 and veg2 tiers. (H, I) Labels for 
SMCs (dark gray), foregut (reticulated), mid-gut (hatched), hind gut 
(dotted), and oral ectoderm (light gray) are common to Figure 11–2, 
which shows more details on stages between (H) and (I) of this fi gure. 
ap, animal pole; aoe, aboral ectoderm; cg, cortical granule; cr, con-
tractile ring; fm, fertilization membrane; fp, female pronucleus; hl, 
hyaline layer; jc, jelly coat; ma, mitotic apparatus; mac, macromere; 
meso, mesomere; mic, micromere; mp, male pronucleus; oe, oral 
ectoderm; sp, spermatozoon; st, degenerating sperm tail; vm, vitelline 
membrane; vp, vegetal pole.
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expression begins in micromeres13 (Figure 11–1E). By the 60-cell 
stage (after the sixth cleavage), its expression in micromere 
descendants disappears. Instead, expression is noted in the veg2

tier of blastomeres (Figure 11–1F). Furthermore, expression of 
Wnt8 shifts to the descendants of the veg1 tier of blastomeres as 
the cleavage progresses (Figure 11–1G).

The delta-Notch signaling pathway is also involved in the 
specifi cation of mesodermal cells.14 This pathway also partici-
pates in defining the boundary between mesoderm and endo-
derm.15 These upward signal transductions seem to last until the 
mesenchyme blastula stage. In the vegetal plate of the mesen-
chyme blastula, a number of nonciliated cells (probably the 
progeny of small micromeres) are positioned at the center of 
the vegetal plate, and prospective mesodermal and endodermal 
cells are positioned concentrically.16 The detailed gene regulatory 
network for the specification of the endodermal–mesodermal 
lineage has been intensively studied and demonstrated in David-
son’s laboratory (http://www.its.caltech.edu/~mirsky/index.htm).

For specification of the dorsoventral (oral–aboral) axis, Nodal, 
which is a secreting protein, seems to play a crucial role.17 Expres-
sion of Nodal begins at the mid-to-late blastula stage (Figure 
11–1G). This is followed by the expression of goosecoid and 
Brachyury, which are the target genes of Nodal. However, the 
earlier phases of the oral–aboral axis specification remain unclear. 
Although unequal distribution of mitochondria in unfertilized 
eggs is one of the factors that leads to Nodal expression,18 it is 
also possible that some molecules colocalizing with mitochondria 
affect the specification of the oral–aboral axis. Furthermore, it 
remains unclear whether sperm entry leads to the displacement 
of a cytoplasmic component that affects the oral–aboral 
specifi cation.

MORPHOGENESIS OF A 
MONOLAYERED EPITHELIUM

Gastrulation is the most prominent morphogenetic event in 
early development, resulting in the formation of three germ layers: 
ectoderm, mesoderm, and endoderm. To determine the mecha-
nism of gastrulation, sea urchin embryos have long been used as 
a model system owing to their transparency, simple organization, 
and synchrony. The process of sea urchin gastrulation is com-
posed of five steps.19

Step 1: After hatching, primary mesenchyme cells (PMCs), the 
descendants of micromeres, begin to migrate into the blastocoel 
(Figure 11–2A). PMC precursor cells embedded in the blastocoel 
wall retract the anchoring microvilli from the hyaline layer, lose 
their cilia and adhesion to neighboring cells, disrupting the basal 
lamina that coats the inner surface of the PMCs.20 As a result, the 
PMCs become rounded and slip from the vegetal plate into the 
blastocoel. This step is a model for the epithelium–mesenchyme 
transition.21

Step 2: Once invagination has started, the thickened vegetal 
plate bends inward and gives rise to a short, stub-like gut rudiment 
within a rather short period of time (Figure 11–2C and D). This 
step is called primary invagination,22 and has been intensively 
studied to determine the mechanism of invagination of a mono-
layered epithelium. As in amphibian embryos,23 apical constric-
tion of bottle cells triggers the onset of invagination.24 However, 
the cellular basis of primary invagination cannot solely be ascribed 
to bottle cells, since invagination occurs even in bottle cell-
depleted embryos despite a significant delay in invagination.25

Several models are proposed to explain primary invagination.26

Each model partly explains the change in shape of the invaginat-
ing gut rudiment. However, the kinds of forces operating during 
this simple morphogenetic movement are not fully understood. 
Other factors such as the force exerted by noninvaginating epi-
thelium and changes in the turgor pressure of the blastocoel should 
be considered for further understanding of the mechanism of 
primary invagination.19

Step 3: After the primary invagination, a pause (for 1–2 h in 
most species) in the elongation of the gut rudiment is observed. 
During this period, secondary mesenchyme cells (SMCs) appear 
at the archenteron tip (Figure 11–2E). The SMCs extend long and 
thin filopodia toward the animal pole side, exploring the attach-
ment site. With high-resolution Nomarski imaging, the presence 
of very thin filopodia (0.2–0.4 µm diameter) extending from SMC 
have been shown.27 These thin filopodia provide a means by 
which cells can contact others several cell-diameters away. Target 
recognition by the SMC filopodia seems to be mediated by local-
ized carbohydrate chains, since the mannose-specific lectin Lens
culinaris agglutinin blocks the anchoring of the SMC filopodia to 
the prospective oral opening.28

Step 4: After this pause in archenteron elongation, the gut 
rudiment rapidly elongates until its tip reaches the inner surface 
of the apical plate (secondary invagination), resulting in a slender 
archenteron (Figure 11–2F). Several lines of evidence suggest that 
the filopodia connecting the archenteron tip and the apical plate 
pull the gut rudiment upward.29 Dozens of cells are initially 
observed on cross sections of the gut rudiment, but the number 
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Figure 11–2. Process of gastrulation in Hemicentrotus pulcherri-
mus. (A) Early mesenchyme blastula stage (14 h after fertilization). 
(B) Late mesenchyme blastula stage (16 h). (C) Early phase of primary 
invagination (18 h). (D) Early-to-mid gastrula (20 h). (E) Mid-gastrula 
stage (22 h). (F) Late gastrula stage (24 h). (G) Early prism stage 
(28 h). (H) Mid-prism stage (32 h). (I) Late prism stage (36 h). (A–H) 
Frontal view. (I) Side view. app, apical (animal) plate; bc, blastocoelar 
cell; cp, coelomic pouch; fg, foregut (esophagus); hg, hind gut (intes-
tine); mg, mid-gut (stomach); pc, pigment cell; PMC, primary mes-
enchyme cell; SMC, secondary mesenchyme cell; sr, spicule rudiment; 
vlc, ventrolateral cluster of PMCs; vgp, vegetal plate.
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decreases to seven or eight after the completion of secondary 
invagination.30 This explicitly indicates that the archenteron cells 
are rearranged during this morphogenetic process.

Step 5: It has long been thought that endodermal cells are 
exclusively derived from the veg2 tier of blastomeres.11 However, 
by labeling of veg1 and veg2 blastomeres with DiI, it was shown 
that the descendants of veg1 blastomeres are also recruited into 
the archenteron.31 Subsequent studies revealed that veg1-derived
cells are added to the archenteron after the completion of second-
ary invagination.32 Cell trace experiments showed that cells that 
have been invaginated by the end of the secondary invagina-
tion differentiate into SMCs, esophagus, and the anterior half of 
stomach (Figure 11–2F). The posterior half of the stomach and 
the whole intestine are recruited into the archenteron during the 
prism stage (Figure 11–2G–I). This late invagination seems to be 
a typical convergence–extension movement.33

Thus, we can study various cellular activities involved in gas-
trulation using sea urchin embryos. The functions of various genes 
involved in the gastrulation process are becoming clearer.34

With such knowledge, this model system may contribute to the 
further understanding of the morphogenesis of a monolayered 
epithelium.

CELL MOVEMENT
As described above, PMCs appear in the blastocoel after hatch-

ing. For a period of time, the PMCs stay at the bottom of the 
blastocoel (Figure 11–2A). Then they move about randomly on 
the inner surface (basal lamina) of the blastocoel wall (Figure 
11–2B). Some PMCs move toward the animal pole side. After this 
phase, they begin to migrate toward the vegetal plate (Figure 11–
2C) and form a ring pattern around the gut rudiment.35 During 
these phases, the PMCs form very thin filopodia for locomotion 
and target recognition.27 The migration pattern of PMCs seems to 
depend on changes in the composition of the basal lamina and the 
localization of some extracellular matrix (ECM) molecules.36

After ring pattern formation, PMCs fuse with each other and form 
syncytial cytoplasmic cables in which skeletal spicules are depos-
ited.37 In transparent embryos with a large blastocoel, the behavior 
of individual PMCs can be traced with time-lapse video micros-
copy. In most species, a triradiate spicule rudiment appears in the 
ventrolateral cluster of PMCs at the end of secondary invagination 
(Figure 11–2F). Then, skeletal rods begin to elongate in three 
directions, and form the main frame of the larval skeleton (Figure 
11–2G–I).

Micromeres formed in 16-cell embryos can be collected by 
centrifugation of dissociated blastomeres in a sucrose density 
gradient. The descendants derived from such isolated micromeres 
can differentiate autonomously into PMCs.38 PMCs can also be 
isolated from mesenchyme blastulas using wheat germ aggluti-
nin.39 Using these materials, in vitro studies of the behavior of 
PMCs can be performed.

SMCs differentiate into four types of mesodermal cells: 
pigment cells, blastocoelar cells, coelomic pouch cells, and 
circum-esophageal muscles. Pigment cells may provide another 
model for analyzing cell movement.40 In some species, pigment 
precursor cells leave the archenteron tip during gastrulation and 
enter the apical plate (Figure 11–2E-G). During this stage, they 
form long filopodia and move a considerable distance in the blas-
tocoel. After entry into the apical plate, they begin to crawl in the 
ectodermal layer toward the vegetal pole side (Figure 11–2H). 

Thus, pigment cells change their manner of migration within a 
rather short time. Interestingly, pigment cells are distributed only 
in the aboral ectoderm (Figure 11–2I). Some ECM molecules, 
such as Ecto V expressed in the oral ectoderm41 and arylsulfatase 
expressed in the aboral ectoderm,42 are the candidates that cause 
this localization. However, the precise mechanism of pigment cell 
movement remains unknown. Pigment cells are another model for 
the analysis of cell–substrate interactions.

PHARMACOLOGY AND TOXICOLOGY
To now, the effects of various kinds of chemicals have been 

monitored using sea urchin embryos, because a large quantity 
of homogeneous material is available. With ryanodine receptor 
blockers, for example, it was found that sphingosine can activate 
the ryanodine receptor, resulting in transient Ca2+ release from 
thapsigargin-sensitive intracellular stores.43 In this report, a 
homogenate of unfertilized sea urchin eggs was used as an assay 
system. Sea urchin fertilization is therefore an ideal model for the 
analysis of the intracellular signaling pathway of Ca2+ release, 
while other cellular activities are the targets of pharmacological 
investigations.

Toxicological effects are examined by immersing embryos 
in seawater containing the chemical to be tested. The effects are 
quickly and easily detected as delays in the development or mal-
formation of embryos. For example, the interactive toxic effects 
of heavy metals at concentrations detected in mine effluents were 
examined. With various combinations of metals, it was found that 
zinc was one of the elements responsible for causing malforma-
tions (loss of the oral–aboral axis and diminution in size of the 
digestive tract), and its effects were intensified by the presence of 
other metals such as manganese, lead, iron, and copper.44

DISADVANTAGES IN BIOMEDICAL RESEARCH
Sea urchin embryos provide many models for the analysis of 

various cellular activities. However, they have some disadvan-
tages. One is the limited breeding season. Full-grown and fertiliz-
able oocytes that completed meiosis cannot be obtained from a 
single species throughout the year. Usually, two or three species 
of sea urchins with different breeding seasons are used in 
laboratories.

Creation of mutants is a powerful tool for analyzing the func-
tion of genes. Unfortunately, there is no established method for 
obtaining sea urchin mutants. This is due to difficulties in rearing 
metamorphosed juveniles. They change their source of nutrients 
as they grow. To our knowledge, there is no reported success 
in obtaining adult sea urchins under laboratory conditions. To 
analyze the function of genes, however, most of the methods used 
in other models (whole-mount in situ hybridization, overexpres-
sion of synthetic mRNAs, injection of dominant-negative mRNAs, 
or morpholino antisense oligonucleotides) are applicable to sea 
urchin embryos, although refined skill is necessary for the injec-
tion of synthetic mRNAs or nucleotides. There is no report of the 
use of RNAi in the analysis of gene functions in sea urchin 
embryos.

Micromanipulation is another powerful tool for analyzing the 
mechanisms that operate during early development. For this, the 
size of embryos is a critical factor. The diameter of sea urchin 
eggs, however, is around 100 µm in most available species. Sea 
urchin embryos are much more difficult to manipulate than 
amphibian embryos. While removal of a portion of embryonic 
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tissue is possible at later stages, marking, deletion, recombina-
tion, and transplantation of blastomeres are primarily limited to 
embryos at the early cleavage stage.

Echinoderm is a member of the Deuterostomata as well as the 
Chordata, and is considered to be the ancestors of chordates. The 
tool kit for regulation of gene expression is almost common 
between echinoderms and chordates. However, the usage of some 
genes differs from that of chordates. For example, Nodal, which 
is indispensable for the differentiation of endoderms and meso-
derms in chordates, is expressed in the prospective oral ectoderm 
in sea urchin embryos.17 Brachyury, the expression of which is 
limited to the notochord in chordates, is expressed in cells near 
the blastopore, in addition to the prospective oral region.45 Fur-
thermore, some downstream genes such as SM30, which encode 
a spicule matrix protein, are specific to sea urchins.46 Therefore, 
molecular biological and physiological results obtained in sea 
urchin embryos are not necessarily applicable to chordates includ-
ing mammals.

Despite the disadvantages mentioned above, sea urchin 
embryos should continue to serve as models for research in 
various biomedical studies, since they have many features that are 
unavailable in other animal embryos.
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12 Caenorhabditis elegans Models of Human 
Neurodegenerative Diseases
A Powerful Tool to Identify Molecular Mechanisms and 
Novel Therapeutic Targets

RICHARD NASS AND LIHSIA CHEN

ABSTRACT
Within the past decade it has become remarkably clear that 

the molecular components involved in basic cellular function and 
dysfunction are highly conserved across phyla from single cell 
organisms to humans. The high sequence similarities within 
eukaryotes and the advent of molecular technologies now allow 
us to utilize genetic models such as the nematode C. elegans to 
begin to elucidate the complex mechanisms involved in human 
neurodegenerative diseases. In this chapter we will briefly sum-
marize recent advances using the nematode C. elegans to model 
a number of neurodegenerative diseases including Parkinson’s 
disease, Alzheimer’s disease, Huntington’s disease, and heredi-
tary spastic paraplegia, and describe how this relatively simple 
animal is being utilized to identify putative endogenous and exog-
enous molecules that may contribute to the disease. We also 
describe how this genetically tractable organism is amenable to 
high throughput technologies to identify novel drug targets and 
potential therapeutic leads to combat these devastating neurologi-
cal disorders.

Key Words: Nematode, Genetics, C. elegans, Parkinson’s 
Disease, Huntington’s disease, Alzheimer’s disease, Hereditary 
spastic paraplegia, 6-OHDA, High-throughput screens.

INTRODUCTION
The free-living soil nematode Caenorhabditis elegans was fi rst 

introduced by Sydney Brenner in the mid-1960s as a model organ-
ism to dissect the genetic pathways that govern organ develop-
ment, particularly of the nervous system, and behavior. Since 
then, the numerous advances resulting from the use of C. elegans
have earned this simple animal a well-deserved reputation of a 
powerful genetic model system to elucidate cellular processes 
underlying normal development as well as disease. Indeed, the 
power of C. elegans was recognized some 35 years later when 
Sydney Brenner, Robert Horvitz, and John Sulston received the 
2003 Nobel award for the establishment of the nematode C.
elegans to explore organ development and programmed cell 
death.

It has become apparent in the past 15 years that the molecular 
pathways and mechanisms underlying basic biological processes 
are conserved between invertebrates and humans. Furthermore, 
the completion of the C. elegans genome and subsequently those 
of Drosophila, mouse, and human revealed genome conservation 
and revealed that the human genome contains only ∼20% more 
genes than the C. elegans genome.1,2 In addition to the genome, 
the worm’s nervous system is highly conserved with mammals, 
and contains almost all of the known signaling and neurotransmit-
ter systems found in the vertebrates.3–7 These include enzymes and 
molecular pathways involved in the production of numerous neu-
rotransmitters including acetylcholine, glutamate, α-aminobutyric
acid, serotonin, and dopamine (DA), as well as neuropeptides 
and neurotransporters. Furthermore, most of the ion channels and 
components involved in mammalian synaptic neurotransmission 
are also present in the worm.3,7 The similarity between worm and 
human nervous systems together with the conserved genomes and 
genetic pathways suggest that the knowledge and paradigms we 
gain by elucidating the molecular mechanisms involved in worm 
neurophysiology will have significant relevance to human physi-
ology and disease.

In the present review, we discuss how C. elegans has allowed 
us to model several neurodegenerative diseases including Parkin-
son’s, Alzheimer’s, and Huntington’s diseases, as well as heredi-
tary spastic paraplegia, and how the opportunities presented by 
the worm will likely increase our understanding of the molecular 
basis of neurodegenerative disorders. We also describe how this 
genetically tractable system can be utilized to identify novel drug 
targets and potentially valuable therapeutic leads that can protect 
against cellular death.

CAENORHABDITIS ELEGANS AS A 
GENETIC MODEL

C. elegans is an anatomically simple organism containing 
under a thousand somatic cells. Its small size (1 mm long), large 
brood size (approximately 300–1000 progeny from a single her-
maphrodite), short generation time (3.5 days), and ease of mainte-
nance in the laboratory (tens of thousands can be grown on a 
90-mm agar plate coated with bacteria) allow for inexpensive and 
rapid production of animals for experimental analysis.8,9 In

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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addition, the worm is transparent, allowing for the visualization 
of cells and developmental processes such as cell migration or 
apoptosis in a living animal. The worm can also easily be grown 
in liquid medium in standard 384 or 96-well microtiter plates, 
facilitating high or medium throughput screening (HTS) of animals 
for particular behavioral phenotypes or optical properties.10,11 In
addition to studies on an organismal level, large-scale primary 
cultures first developed by Laird Bloom in 1993 provide the oppor-
tunity to investigate biological processes on a cellular level.12–16

For example, electrical properties of different cells can be deter-
mined and compared in both whole animals and primary cultures. 
These primary cultures also are amendable to cell sorting and 
allow for the development of tissue-specific cDNA libraries.17

While the aforementioned properties facilitate the use of C.
elegans as a model system to study biological processes, the 
power of C. elegans in fact resides in its accessibility to genetic 
manipulation (see also Chapter 72, this volume).8,18 Forward 
genetic screens using chemical mutagens or γ-irradiation are a 
common way to identify genes involved in a particular cellular 
process. An advantage to this approach is that no a priori knowl-
edge about gene function is needed in order to determine whether 
the gene plays a role in the particular behavioral phenotype or 
cellular process.

C. elegans is also amendable to reverse genetic approaches that 
make it possible to determine of the function of a particular gene. 
As with forward genetic screens, chemical mutagens can be used 
to induce deletions in the gene of interest to produce genetic nulls 
or hypomorphs. Genetic knockout animals can be screened and 
identifi ed within as little as a week.19 A federally funded C. elegans
gene knockout consortium as well as the Japanese National Bio-
resource Project are two resources in which deletion mutations in 
C. elegans genes are being generated. These mutants as well as 
over 8000 genetic strains isolated from different laboratories 
around the world and stored in the C. elegans Genetic Stock 
Center are available upon request (see Caenorhabditis elegans
WWW Server: http://elegans.swmed.edu/).20

The relatively recent discovery of RNA-interference (RNAi) 
by Andrew Fire and Craig Mello, for which both received the 
2006 Nobel award in physiology or medicine, has greatly altered 
the way genetic screens are performed in C. elegans. RNAi is the 
evolutionarily conserved process of sequence-specific degrada-
tion of mRNAs induced by the introduction of double-stranded 
RNA (dsRNA) containing homologous sequence.20,21 RNAi can 
thus be used as a convenient way to knock down expression of 
any gene. Such targeted gene knockdown by RNAi can be obtained 
in most cell types in vivo by introducing gene-specific dsRNA into 
animals by injection, soaking animals in the dsRNA, or feeding 
animals bacteria that express the dsRNA.22,23 The ability to intro-
duce dsRNA by feeding has allowed genome-wide genetic screens 
to be performed on a rather routine basis. Indeed, genes participat-
ing in different processes such as synapse function or the patho-
physiology of Huntington’s disease (see below) have been 
identifi ed in such screens using a commercially available RNAi-
feeding library, which contains over 18,000 Escherichia coli
strains each containing dsRNA for a specific gene within the 
C. elegans genome (representing approximately 86% of the C.
elegans genome).24–27

In addition to mutagenesis or RNAi screens, the worm can be 
genetically manipulated with the introduction of transgenes. The 
ease and relatively short amount of time for generating transgenic 

animals have enabled functional studies to be performed rou-
tinely. These studies include the expression of green fl uorescent 
protein (GFP) reporter or rescue constructs (about 4 days), which 
greatly facilitate spatial and temporal protein expression pattern 
studies as well as structure–functional analyses.28–30

The C. elegans nervous system has been reconstructed previ-
ously on the ultrastructural level. As such, the physical connec-
tions (axon targeting, as well as electrical and chemical synapses) 
of the 302 neurons that make up the C. elegans nervous system 
have been mapped.31 Together with the accessible genetics and 
ease of high-throughput approaches, C. elegans provides a power-
ful tool to model neurodegenerative diseases to better dissect the 
molecular and cellular processes underlying the diseases.

MODELING PARKINSON’S DISEASE AND 
DOPAMINE NEURON CELL DEATH

Parkinson’s disease (PD) is the second most prevalent neuro-
degenerative disease and results from the loss of over 80% of the 
DA neurons within the substantia nigra pars compacta (SNpc).32,33

The disorder also results in the formation of protein aggregates 
called Lewy bodies (LBs) in a significant number of the surviving 
neurons.34–36 The degradation of the DA neurons confers the 
classic triad of PD symptoms, including tremors, rigidity, and 
bradykinesia. Although the molecular basis of this disorder has 
not been identified, etiological and pathological data suggest 
that there is both a genetic and environmental component that 
causes oxidative damage, and proteosome and mitochondrial 
dysfunction.33,37–39

One of the most common mechanisms to model Parkinson’s 
disease in vertebrates is through exposure of the animals to a DA 
neuron targeted toxin. Several weeks following exposure to the 
toxin, most of the animals display a Parkinsonian-like syndrome. 
The most common neurotoxins used are 6-hydroxydopamine (6-
OHDA), 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), 
1-methyl-4-phenylpyridinium ion [MPP+ (the active metabolite of 
MPTP)], or the insecticide rotenone.40–43 6-OHDA and MPP+ are 
transported into the cell by the high affinity dopamine transporter, 
DAT, which is also the target of drugs of abuse including cocaine 
and amphetamine.41,43,44

Genetic and epidemiological studies indicate that the etiology 
of PD likely involves specific molecular pathways involved in 
protein aggregation, degradation, oxidative stress, and mitochon-
dria function. To date, at least seven genes have been indepen-
dently identified that are associated with rare, familial forms of 
PD, including α-synuclein, parkin, DJ-1, UCH-1, NURR1, PINK-
1, and LRRK2.39,45–51 α-Synuclein, the first PD-associated gene 
identifi ed, is a presynaptic protein that appears to interact with 
synaptic vesicles and could be involved in the regulation of both 
dopamine biosynthesis and dopamine transporter function.52 α-
Synuclein coding mutations A30P and A53T alter the structure 
of α-synuclein and affect DA neuron viability in vitro and in
vivo.34–36 Another mutation, α-synuclein K46E, has been recently 
identifi ed and as with the other α-synuclein mutations, may inter-
fere with the proteosomal degradation pathway.51

Toxin-induced and genetic C. elegans PD models that recapitu-
late many aspects of PD have been developed. We generated the 
fi rst C. elegans PD model with a transgenic strain that expresses 
the GFP in all eight DA neurons that are thus visible under a fl uo-
rescent microscope.53,54 When we briefly exposed (0.5–1 h) the 
animals to 6-OHDA, we find a time- and concentration-dependent 
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loss of DA neuron integrity.54 Consistent with the vertebrate PD 
models, the 6-OHDA-induced effects require the presence of the 
DAT, and can be completely blocked by coincubation with DAT 
agonist (e.g., amphetamine) or antagonist (e.g., cocaine) (Figure 
12–1, data not shown).54 MPP+, the vertebrate mitochondrial 
complex I inhibitor, also causes loss of GFP in the DA neurons 
and likely DA neuron cell death, although no ultrastructural 
studies were performed to confirm degeneration (R. Nass, unpub-
lished data).55 We subsequently performed a forward genetic 
screen to identify suppressors of the 6-OHDA-induced cell death.56

In our initial efforts we identified three novel dat-1 alleles confer-
ring complete tolerance to 6-OHDA, as well as additional mutants 
that confer partial tolerance. These studies provide proof of 
concept for the ability to identify specific toxin suppressors. 
Overall, our results as well as those from other groups mimic 
several significant aspects of vertebrate PD models. Thus the 
C. elegans PD model provides a powerful way to identify and 
characterize endogenous and exogenous molecules that may con-
tribute to PD neurodegeneration.32,55–57

C. elegans does not contain an apparent homolog to the PD-
associated protein α-synuclein, but the lack of an endogenous 
molecule can aid studies in dissecting potential interacting mole-
cules, without concern for compensatory effects. In collaboration 
with Garry Wong at Kuopio University in Kuopio, Finland, we 
generated transgenic animals expressing either human wild-type 
(WT) or mutant A53T α-synuclein in the DA neurons within the 
worm.58 We found that both synucleins confer DA neuron cell 
death. Motor deficits were also observed when α-synuclein was 
expressed pan-neuronally, and α-synuclein-containing inclusion 
bodies are seen in some of the DA neurons.58 In a study by Kuwa-
hara and colleagues, the expression of human A30P (and A53T) 
also appears to cause DA neurodegeneration, abnormal locomo-
tion in response to food, and a loss of DA neuronal content, and 
importantly the addition of exogenous DA ameliorates the behav-
ior defects.59 Recently, Cooper and colleagues identified a Rab 
GTPase in a yeast plasmid overexpression screen that suppresses 
the α-synuclein toxicity in yeast.60 Overexpression of the GTPase, 

which plays a role in Golgi vesicle docking and endoplasmic 
reticulum (ER) to Golgi vesicular transport, also rescues DA 
neuron cell death in both the fly and the worm, suggesting that 
PD-associated α-synuclein pathology may disrupt normal func-
tion of RabGTPase or the pathways involved in vesicle traffi cking 
in vivo.60 Furthermore, Wong and colleagues have recently shown 
signifi cant gene expression changes in genes associated with 
the ubiquitin-proteasomal and mitochondrial systems in animals 
expressing α-synuclein, further supporting the role of these 
systems in PD-associated cell death.61 The above studies suggest 
that the α-synuclein-induced toxicities observed in C. elegans
may occur through pathways similar to those observed in verte-
brate systems and that the worm could be a powerful model to 
explore human synucleopathies.

Two other genes associated with recessive PD have also been 
explored in C. elegans. Parkin encodes for an E3 ubiquitin ligase, 
one of a number of proteins that ubiquinate substrate proteins and 
mark them for degradation by the proteosome.47 DJ, a protein of 
largely unknown function, may serve as a chaperone, and protect 
against neuronal oxidative stress and apoptosis.48 C. elegans con-
tains homologues for both parkin and DJ-1. Parkin mutations 
confer increased sensitivity to ER stress and aggregation, and 
result in lethality when coexpressed with human A53T α-
synuclein in the worm.62 Deletion of parkin or knockdown of DJ-1 
increases the sensitivity to mitochondrial complex I inhibitors and 
can be partially rescued by compounds that improve mitochon-
drial function.63 We have also found that the deletion of parkin 
renders the worms almost 2-fold more sensitive to 6-OHDA (R. 
Nass, unpublished data). Overall, these results support a strong 
role of the PD-associated proteins affecting proteosomal and 
mitochondrial function, and suggest that C. elegans is a viable 
model for PD-associated DA neuron dysfunction and cell death.

MODELING ALZHEIMER’S DISEASE
Alzheimer’s disease (AD) is a heterogeneous neurodegenera-

tive disorder that is the most common cause of dementia.64 Patients 
exhibit cognitive decline such as impaired judgment and orienta-
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Figure 12–1. Suppression of 6-OHDA sensitiv-
ity of DA neurons in C. elegans. (A) Pdat-1::GFP 
animals exposed to vehicle; (B) Pdat-1::GFP worms 
exposed to 6-OHDA; (C) Pdat-1::GFP, dat-1 (∆DAT-
1 worms) exposed to vehicle; (D) Pdat-1::GFP, dat-1 
worms exposed to 6-OHDA. See Nass et al.54 for 
details. (Reproduced with permission from Nass 
et al.54)
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tion, progressive memory loss, and personality changes. In the 
severe stages of the disease, patients lose their ability to function 
in daily activities and are generally bedridden and dependent on 
caregivers. Postmortem analysis of AD brains reveals extracellu-
lar senile plaques and intraneuronal neurofibrillary tangles (NFT), 
which are now considered hallmarks of AD. In addition to these 
structural changes, there is extensive neuron loss. The remaining 
neurons in the AD brain show morphological changes that include 
dystrophic neuritis and reduced synapses.

The major component of senile plaques is aggregated β-
amyloid1–42 (Aβ1–42), a cleaved product of the amyloid precursor 
protein (APP).65,66 Mutations in the APP gene as well as genes 
encoding presenilin 1 and 2 (PSEN1 and PSEN2) are associated 
with some familial forms of AD (FAD), in which an overproduc-
tion of Aβ1–42 is seen.67–69 Presenilins are active components of the 
intramembranous protease complex, γ-secretase, which processes 
APP. These discoveries led to the amyloid cascade hypothesis, 
which holds that altered amyloid processing and aggregation are 
the key pathogenic causes of AD.70

Several transgenic animal models have been established to test 
the amyloid hypothesis. These include mouse, Drosophila, and C.
elegans transgenic animals that overexpressed either Aβ1–42 or 
mutated APP that would result in increased levels of Aβ1–42.71

While none of these models recapitulates all aspects of AD, each 
presents facilities to dissect the molecular and cellular pathogen-
esis of AD with respect to the amyloid hypothesis.72

APP and presenilins are conserved in C. elegans. The worm 
APP homologue, encoded by the apl-1 gene, interestingly lacks 
the Aβ1–42 sequence, as is the case for the Drosophila APP homo-
logue.73,74 RNAi knockdown of the worm APP homologue leads 
to an uncoordinated phenotype, while a genetic deletion in the 
gene results in lethality, indicating an essential function of the 
worm APP.26,75 Genetic analysis of one of the worm presenilins, 
SEL-12, reveals a function in the notch signaling pathway in 
vulval development.76 SEL-12 in the notch signaling can function-
ally be replaced by HOP-1, the second worm presenilin, and by 
WT human presenilins, indicating functional conservation of the 
homologues In contrast, human presenilins containing FAD muta-
tions display reduced ability to replace sel-12.77–79 The presence 
of these homologues in C. elegans not only makes it possible to 
determine the biological function of these proteins, but also to 
identify genetically interacting proteins in the pathway. Indeed, in 
a previous C. elegans screen for proteins involved in signaling of 
a notch-like protein, GLP-1, the aph-2 gene was identifi ed.80 The 
human orthologue of APH-2, known as nicastrin, was indepen-
dently identified as a protein that coimmunoprecipitates with pre-
senilin 1 and has a role in APP processing.81

To create a C. elegans AD model, transgenic animals express-
ing human Aβ1–42 in body wall muscles were generated.82–83 These 
transgenic animals exhibit progressive paralysis and amyloid-like 
plaques in the muscles and shortened life spans, phenotypes that 
parallel those observed in AD patients. Although this model 
system limits expression of human Aβ1–42 to body wall muscles, 
it has been useful in assaying for both molecular and cellular 
responses to the presence of human Aβ1–42. For example, these 
C. elegans transgenic animals show signs of oxidation stress, 
as indicated by increased levels of carbonyl, a key marker for 
protein oxidation.84 Similarly, AD brains and cultured hippo-
campal neurons exposed to exogenous synthetic Aβ1–42 show 
increased levels of carbonyl and signs of oxidation stress. The 

C. elegans AD model has also been useful in testing the toxicity 
of fibrillar deposits of Aβ1–42 and its role in AD progression. Using 
transgenic animals that had a temperature-inducible expression 
system of Aβ1–42, it was determined that paralysis and increased 
levels of carbonyl were induced upon expression of Aβ1–42, but 
prior to any detection of amyloid plaques.85 This result indicates 
that fibrillar amyloid deposition does not correlate with gross 
pathology and protein oxidation in C. elegans.

Techniques to detect global changes in protein and gene 
expression as well as screens can easily be employed on the C.
elegans AD model. For example, to better understand how Aβ1–42

induces protein oxidation, proteomic techniques were used to 
identify proteins that are specifically oxidated in the C. elegans
transgenic AD animals.86 In addition, microarray analysis of gene 
expression in the C. elegans transgenic AD animals was per-
formed to identify global gene expression changes induced by 
Aβ1–42. Identified in this screen was heat shock protein 16 (HSP16), 
which was also shown to colocalize with Aβ1–42, in C. elegans AD 
model.87 These screens have thus been valuable in identifying 
candidate amyloid-induced protiens that participate in AD. Drug 
screening and genetic modifier screens can also be performed 
easily on the C. elegans to identify potential therapeutic reagents 
and molecular pathogenesis of the Aβ1–42 in AD. For example, 
ginkgo biloba leaf extract (EGb761), was shown in clinical trials 
to be effective against AD forms of degenerative dementia.88 Sup-
porting these results is the recent discovery that EGb761 reduces 
the oxidative effects of Aβ1–42 in the C. elegans transgenic AD 
strains.88,89

Another feature of AD is NFTs, which are composed of fibrillar
aggregates of hyperphosphorylated forms of tau, a microtubule-
binding protein (MAP) that promotes microtubule assembly and 
stability.64 It is unclear if or how NFTs and tau may be involved 
in AD progression. One hypothesis holds that tau aggregates are 
toxic to neurons. Another hypothesis posits hyperphosphorylated 
tau sequesters normal tau and other MAPs, leading to microtubule 
disassembly and thus disrupting axonal transport.

To dissect the molecular and cellular pathogenesis of NFTs and 
tau in AD in a simpler model system, a C. elegans model for 
tauopathy was established with the creation of transgenic animals 
expressing normal human tau in the nervous system.90 These 
animals showed progressively uncoordinated locomotion that was 
accompanied by progressive accumulation of insoluble phosphor-
ylated human tau, neurodegeneration, and reduced cholinergic 
neurotransmission; these phenotypes are much more severe with 
the expression of mutant tau containing pathogenic mutations that 
cause frontotemporal dementia and parkinsonism (FTDP-17).91

Thus, these animals recapitulate many traits present in human 
tauopathies.

With a C. elegans model for tauopathy established, assays and 
screens similar to those done with the C. elegans model for 
amyloid-induced pathogenesis can be performed to better under-
stand pathogenic mechanisms of tau and NFTs. In a recent 
genome-wide screen, RNAi on 16,757 genes was performed on 
the tau-expressing transgenic animals for altered uncoordinated 
phenotype as a means to identify players in this tau-induced phe-
notype.92 Sixty genes that specifically enhanced the tau-induced 
phenotype were identified; these include stress-response proteins 
as well as kinases and phosphatases that could affect tau phos-
phorylation. Some of these genes, such as GSK3β, have previ-
ously been implicated in human tauopathies. 93
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The relative ease of culturing large numbers of animals, 
together with straightforward genetic manipulation, has allowed 
for screens and analysis on a global scale; this has led to the 
identifi cation of participants in both amyloid- and tau-induced 
phenotypes, suggesting many advantages that C. elegans has to 
offer in elucidating the molecular basis of cell death in AD. With 
the establishment of C. elegans models for AD and tauopathies, 
it will be possible to study the relationship between amyloid and 
tau in the pathogenesis of AD, and identify novel therapeutic 
targets to inhibit neurodegeneration.

MODELING TRINUCLEOTIDE REPEATS OR 
HUNTINGTON’S DISEASE

Huntington’s disease (HD) is a progressive autosomal domi-
nant neurodegenerative disease that is characterized by abnormal 
movements, emotional disturbances, and cognitive decline. The 
disease is one of at least eight other diseases that are caused by 
the abnormal expansion of a CAG repeat encoding the poly-(Q) 
tract in a protein.94 In HD the poly-Q tract is located within the 
N-terminus of the protein huntingtin.95 Other poly-Q-related dis-
eases include the X-linked motorneuron disease spinobulbar mus-
cular atrophy (SBMA), which affects the androgen receptor, and 
spinocerebellar ataxia.94 HD occurs when the poly-Q repeat is 
generally greater than 40 residues (individuals without the pro-
pensity to develop the disease have between 10 and 29 repeats), 
and there is an inverse relationship between the number of resi-
dues and the age of onset. The duration of the illness following 
onset is typically 15–20 years and the illness eventually results in 
death.

The molecular mechanisms underlying HD is not well under-
stood, although current beliefs include both a gain- and loss-of-
function of the huntingtin protein.94,96,97 Huntingtin is ubiquitously 
expressed in the cytoplasm and is associated with vesicle mem-
branes and vesicle trafficking proteins, and may contribute to 
neurogenesis.98–100 Although the pathology is found throughout 
the central nervous system, the striatum appears to be particularly 
vulnerable. The expansion of the poly-Q causes insoluble granular 
and fibrous deposits and these aggregates may be responsible for 
the pathogenesis, including proteosomal impairment, trans-
criptional dysregulation, excitotoxicity, and loss of glutamate 
and dopamine receptors.101–103 Mouse models indicate that HD-
associated phenotypes become apparent before there is cell death. 
Furthermore, increases in the cleaved huntingtin fragment during 
pathogenesis causes a depletion of WT huntingtin, suggesting a 
loss of function, and may contribute to the oxidative stress and 
mitochondrial impairment seen in HD. Finally, the poly-Q-
containing protein inclusions found in HD have also been pro-
posed to be neuroprotective by decreasing the levels of mutant 
huntingtin in the cell, and limiting the amounts of the globular 
and protofibrillar intermediates that have been thought to contri-
bute to neurotoxicity.104

Several C. elegans models of HD have been developed to 
explore the molecular basis of the toxicity. Overexpression of the 
expanded poly-Q fused with the huntingtin fragment in sensory 
and other neurons causes cellular dysfunction and protein aggre-
gation.105–107 As in vertebrate studies, the severity of the aggrega-
tion is dependent on the length of the poly-Q, and the aggregation 
is preceded by neuronal dysfunction, although the aggregation 
does not always lead to cell death. Poly-Q expression in muscle 
cells is also toxic, and the severity increases with the number of 

the glutamine repeats.108,109 Furthermore, the aggregation thresh-
old decreases as the animals aged. In an elegant follow-up study, 
Brignull, Morimoto, and colleagues show that poly-Q length cor-
relates with apparent toxicity and neuronal dysfunction, but that 
the solubility and aggregate formation is neuron specifi c.107 Fur-
thermore, the development of protein inclusions does not always 
increase with animal age. Overall, these results suggest that aggre-
gate formation is not the sole cause of cellular dysfunction, and 
suggest an intrinsic property of the poly-Q expansion confers the 
signifi cant pathology.

C. elegans models of HD have been developed to identify 
potential modifiers of the toxicity. Poly-Q aggregate formation 
and toxicity can be reversed by overexpression of the yeast chap-
erone Hsp104, providing further support that misfolded protein(s) 
may be the toxic moiety.108 RNAi of several small endogenously 
expressed Hsps within the worm accelerated the onset of poly-Q 
aggregation, suggesting that these proteins may act to protect cells 
from aggregation-induced toxicities.110 Tor-2, a putative chaper-
one and a protein found to colocalize with α-synuclein in PD 
Lewy bodies, also inhibits the formation of aggregates.111 Although 
a homologue in humans has not been identified, overexpression 
of pqe-1 suppresses poly-Q-mediated toxicity in worms, while 
loss-of-function mutations enhances it.105 Recently Wang and 
colleagues have overexpressed the endogenous ubiquilin, a protein 
found to interact with presenilins in AD and found in neuropatho-
logical inclusions in HD and PD, in muscle cells in C. elegans.
Overexpression prevents and rescues the motility defect associ-
ated with expression of the huntingtin poly-Q fusion in muscles. 
Furthermore, RNAi of the endogenous protein exacerbates the 
toxic effect. Although the molecular basis for the neuroprotection 
is not clear, it may modulate the ubiquitin–proteosome system or 
act as a molecular chaperone.94

Finally genome-wide RNAi screening has identified modula-
tors of poly-Q aggregation. Nollen et al.112 expressed poly-Q resi-
dues fused to the yellow fluorescent protein (YFP) in muscle cells 
and grew the worms on bacteria expressing dsRNA with the goal 
of identifying genes that could be involved in the aggregate for-
mation. The investigators reported almost 200 proteins that result 
in the premature appearance of the aggregates, and include those 
involved in protein synthesis, folding and transport, and degrada-
tion. The screen also identified a number of proteins involved in 
RNA synthesis and processing, and although it is not clear how 
these genes could affect the propensity of poly-Q to aggregate, 
they may be involved in the regulation of the proteosome. This 
screen demonstrates the power of RNAi screening in C. elegans
to identify novel proteins that could be involved in poly-Q 
aggregation.

HEREDITARY SPASTIC PARAPLEGIA
Hereditary spastic paraplegias (HSP) are heterogeneous neu-

rodegenerative syndromes that are clinically marked by progres-
sive spastic paralysis in the lower limbs, the onset of which can 
occur as early as infancy.113 While teenage or later onset of the 
disease is typically accompanied by marked progression of limb 
weakness so that canes and wheelchairs are often required, there 
is generally little worsening of symptoms in early childhood or 
infancy onset of the disease. HSP syndromes can be classifi ed 
clinically as uncomplicated if symptoms are limited to progressive 
spastic weakness in the legs, or complicated if the disorder is 
accompanied by other neurological abnormalities such as mental 
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retardation. Histopathological studies of uncomplicated HSP gen-
erally show the terminal ends of axons associated with cortical 
motor neurons slowly degenerating in a “dying-back” fashion; 
i.e., degeneration begins at the distal end of the axon in a retro-
grade direction.114

Genetic mapping has placed HSP to at least 29 loci (SPG1–29), 
of which 11 genes have been identifi ed.115 The identified genes 
encode proteins that participate in extremely diverse processes. 
While much is still not known about many of these genes, current 
studies are just beginning to reveal how their loss or impaired 
function may result in HSP. These genes can be grouped into two 
classifi cations: (1) genes that participate in corticospinal tract 
development and (2) genes that are required to maintain the health 
of corticospinal tract axons. Genes of the latter classification can 
further be grouped into mitochondrial and axonal traffi cking 
genes.113,115

L1 is a cell adhesion molecule (CAM) that belongs to the 
immunoglobulin (Ig) superfamily. Mutations in the SPG1 gene 
encoding L1 can result in X-linked HSP that is often complicated 
by mental retardation, adducted thumbs, and hydrocephalus.116

Interestingly, manifestation of these symptoms is quite variable 
even with the same mutation in the L1 gene within the same 
family.117 A striking observation in these patients is an absent or 
reduced size of the medullary pyramids, suggesting abnormal 
development of the corticospinal tract.118 Mutations disrupting L1 
function in mice produce phenotypes very similar to those 
observed in human patients. Indeed, these mice exhibit hind limb 
weakness and show hypoplasia of the corticospinal tract.119

Together, these results suggest that abnormal development of the 
corticospinal tract may be responsible for the spastic paraplegia 
exhibited in the patients.

Because L1 is expressed in multiple tissues, including the 
nervous system, it is not surprising that L1 has both neuronal and 
nonneuronal functions.117 In the nervous system, there is increas-
ing evidence that L1 functions in axon guidance and fasciculation, 
effi cient initiation and propagation of action potentials, and 
synapse function. Numerous studies have revealed multiple inter-
acting proteins that help mediate L1 function; these include L1 
itself, other Ig family proteins, integrins, neuropilin, and ankyrin. 
However, how impaired function of L1 results in corticospinal 
tract hypoplasia or the manifestation of the additional symptoms 
is not clear. Besides L1, the L1 CAM family consists of three 
additional genes that have apparent overlapping expression and 
function, complicating the dissection of L1 functions and mecha-
nisms; they include NrCAM, neuroglian, and CHL1.

L1 CAMs are conserved in C. elegans in the form of two 
genes, sax-7 and lad-2.120,121 The SAX-7 protein is a single trans-

membrane protein that contains many hallmarks of the vertebrate 
L1 CAM family that include six Ig and five fibronectin type III 
repeats in the extracellular domain, a transmembrane domain, and 
a short but highly conserved cytoplasmic tail that contains an 
ankyrin-binding motif and a consensus PDZ-binding motif.120

Like L1, SAX-7 is highly expressed in the nervous system as well 
as multiple nonneuronal tissues. The most striking phenotype 
exhibited in animals with reduced or loss of SAX-7 function is 
the position of neurons and their axons that are initially normally 
positioned become progressively displaced as the animals mature 
and age.122,123 This displacement is reduced in animals that do not 
move as robustly as wild-type animals.122 Together, these results 
indicate SAX-7 plays a maintenance role to ensure proper attach-
ment of the neurons and axons against mechanical forces exerted 
by the environment and animals themselves.

LAD-2 is a noncanonical L1 CAM that is expressed only in a 
handful of neurons in C. elegans (X. Wang and L. Chen, unpub-
lished data).124 While the LAD-2 extracellular domain contains 
the conserved six Ig and five FNIII repeats, the LAD-2 cytoplas-
mic tail is much shorter and divergent and lacks the ankyrin-
binding motif conserved in SAX-7 and vertebrate L1CAMs.121

Reduced lad-2 function results in axon guidance defects in the 
LAD-2-expressing axons (see Figure 12–2; X. Wang and L. 
Chen, unpublished data). This phenotype indicates that LAD-2 
plays a developmental role to ensure proper axon pathfi nding. 
Axon guidance defects have also been reported in L1 mouse 
knockouts and mutants of the sole Drosophila L1 homologue, 
neuroglian.119,125

These studies in C. elegans have revealed both a developmen-
tal and maintenance role in the nervous system for L1CAMs. 
Perhaps a combination of axon guidance defects and impaired 
positional maintenance of axons leads to hypoplasia of cortico-
spinal tract, which leads to early onset of HSP in patients with 
impaired L1 function.

In neurons, axonal transport is heavily reliant on kinesins and 
dyneins, molecular motors that transport vesicles, membrane, and 
membranous organelles along microtubule tracks in an antero-
grade and retrograde fashion, respectively.126 Several genes that 
are associated with HSP appear to participate in axonal transport. 
Indeed, SPG10, which is associated with dominant uncomplicated 
HSP, was identified as encoding KIF5A, a neuronal-specifi c 
kinesin heavy chain.127 Pathogenic mutations are localized to 
the motor as well as the microtubule-binding domains. Mutations 
in the SPG4 gene encoding spastin are responsible for 40% 
of the autosomal dominant uncomplicated HSP.128 Spastin is 
an AAA (ATPase associated with diverse cellular activities) 
ATPase that shares sequence homology with the microtubule 

Figure 12–2. A schematic of the SMDL and 
SMDR axons is shown (A). Using the Pglr-1::GFP 
as a marker for SMDL and SMDR neurons and 
associated axons, lad-2 mutant animals exhibit 
axon guidance defects for both neurons (arrows 
point to the point of deviation) (see Bii). The wild-
type positions of both axons are shown (Bi).

A
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severing protein, p60 katanin. Like many proteins that are involved 
in membrane trafficking, spastin contains a microtubule interact-
ing and trafficking (MIT) domain. While microtubule binding 
and severing activity have recently been reported for spastin, its 
putative trafficking roles have yet to be confi rmed.129 A single
spastin homologue is conserved in C. elegans and is encoded by 
the spas-1 gene.130 Like vertebrate spastin, the SPAS-1 protein is 
expressed in multiple tissues and can bind microtubules. Consis-
tent with the broad expression of spas-1, spas-1 genetic mutant 
animals exhibit pleiotropic phenotypes (Y. Matsushita and T. 
Ogura, personal communication). Detailed analysis of these 
phenotypes is necessary to dissect the mechanistic roles of 
SPAS-1 which in turn will reveal insight into how impaired 
or loss of spastin leads to HSP.

Consistent with a possible trafficking role for spastin is the 
recent discovery that spastin interacts with atlastin, a member of 
the dynamin family of GTPases that participates in vesicle traf-
fi cking and the dispersion of mitochondria. Atlastin, which is 
encoded by the SPG3A gene, is associated with 10% of autosomal 
dominant uncomplicated HSP.131,132 Interestingly, a pathogenic 
mutation in atlastin has been shown to abolish interaction with 
spastin underscoring the functional importance of this protein 
interaction in healthy axons.131

While the function of KIF5A and its role in trafficking are 
uncontroversial, the functions of spastin and atlastin and their 
roles in the cellular pathogenesis of HSP are not clear. Based on 
the hypothesis that these proteins are indeed involved in traffi ck-
ing, perhaps the less-than-efficient transport of proteins, mem-
branes, and organelles such as the mitochondria, to the ends of 
the axons is detrimental to the health of the axon, resulting in the 
degeneration of axons that occurs in a distal–proximal fashion that 
is typical in HSP.113

In addition to trafficking proteins, there is increasing evidence 
that mitochondrial proteins are associated with HSP. Spartin, 
encoded by the SPG20 gene, is associated with recessive HSP 
complicated by distal muscle wasting.133 Like spastin, spartin 
contains an MIT domain, suggesting microtubule-binding activity 
as well as intracellular traffi cking.134 Indeed spartin was recently 
shown to associate with microtubules and be localized to intracel-
lular structures that include mitochondria and synaptic vesi-
cles.135,136 Moreover, a pathogenic mutation in spartin was shown 
to abolish its localization to the mitochondria, linking mitochon-
dria to HSP.135

The SPG7 gene encodes for paraplegin, a nuclear-encoded 
mitochondrial metalloprotease belonging to the AAA family of 
proteins that has chaperon and proteolytic functions in the mito-
chondrial inner membrane. In addition to autosomal recessive 
HSP, patients with mutations in SPG7 exhibit structural and 
functional abnormalities in their muscles indicative of defects 
in mitochondrial oxidative phosphorylation.137 Spg7 knockout 
mice similarly exhibited degenerating axons that contain en-
larged and structurally abnormal mitochondria clustered in 
synaptic terminals as well as inefficient retrograde axonal 
transport, suggesting that loss of paraplegin affects axonal 
transport.138

Like SPG7 knockout mice, reduction of the sole C. elegans
paraplegin homologue, SPG-7, by RNAi causes mitochondrial 
defects and premature lethality (T. Ogura, personal communica-
tion). The cause of this lethality has not been determined, but may 

be a result of defective mitochondria caused perhaps by an accu-
mulation of abnormal proteins in the mitochondria. Indeed, spg-
7(RNAi) results in increased levels of abnormally processed 
mitochondrial marker (GFP that contains a mitochondria import 
signal), indicating a role for SPG-7 in protein quality control. 
Furthermore, spg-7(RNAi) also activated the mitochondrial chap-
erone heat shock genes, hsp-60 and hsp-6, homologues of the 
respective vertebrate HSP60 and HSP70 chaperones.139 HSP60 is 
also associated with HSP although its role in the disease is not 
clear.140 Together, these studies support a hypothesis that accumu-
lation of abnormal mitochondrial proteins resulting from impaired 
paraplegin function leads to mitochondrial respiratory dysfunc-
tion, which in turn directly causes axon degeneration. Alterna-
tively or additionally, the progressively abnormal mitochondria 
are less efficiently replaced, leading to a clogging of the transport 
system in the axon, which consequently degenerates due to inef-
fi cient axonal traffi cking.116

NIP1A, a gene coding for unknown function, has also been 
implicated in causing juvenile onset HSP in at least six fami-
lies.141,142 Kindred studies suggest that the identified mutations 
within the putative integral membrane protein are pathogenic 
through a dominant negative mechanism. Expression studies 
involving the C. elegans NIP1A homologue show signifi cant 
expression in the worm neurons, consistent with strong NIP1A 
expression in neuronal tissues within the human brain.143 Overex-
pression of the wild-type NIP1A in C. elegans does not impair 
worm mobility; in contrast expression of NIP1A containing the 
corresponding pathogenic human mutations results in complete 
paralysis. This striking effect of pathogenic NIP1A in C. elegans
reveals a valuable tool to dissect the functions and mechanisms 
of NIP1A to reveal participation of NIP1A in HSP. Taken together 
with the aforementioned C. elegans studies, the nematode is 
revealed as a powerful genetic model to dissect the molecular 
basis of the complex array of proteins involved in HSP and motor 
neuron dysfunction.

PERSPECTIVES AND FUTURE DIRECTIONS
The use of the nematode C. elegans in biomedical studies 

provides remarkable opportunities to identify and characterize 
potential human disease genes and proteins in vivo. The high 
similarities on the molecular level between the worm and humans 
suggest that the paradigms discovered using these systems 
are highly relevant to mammalian neurodegenerative diseases. 
Mammalian proteins that are associated with neurodegenerative 
diseases can complement and recapitulate many aspects of their 
pathology in worms. The ease of performing forward and 
reverse genetic screens will also very likely assist in the 
iden tification of novel molecules and pathways involved in 
neurodegeneration.

C. elegans is also easily amen able to chemical genetic screens 
to identify novel therapeutic drug leads, therapeutic targets, and 
the molecular pathway involved in the drug’s efficacy. The worm 
is sensitive to a wide range of human neuroactive drugs, and has 
been utilized to screen for mutant proteins that have altered func-
tion in the presence of the drugs.32,144,145,146 These screens also 
have the potential to identify molecular pathways not thought to 
play a role in the disease, or off-target sites of drugs that have not 
been previously identifi ed.5,147 For example, since C. elegans can 
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easily be grown in liquid medium in 96-well microtiter plates, we 
could grow our DA neuron reporter line expressing α-synuclein
in solution in the wells each containing a different compound 
from our small compound library. The plate can then be analyzed 
in a fluorescent plate reader, and those wells in which the DA 
neurons still fluoresce would contain a compound that has the 
potential to be neuroprotective in mammalian systems. Once a 
therapeutic has been identified, we can perform suppressor chemi-
cal screens to identify the molecules and interacting partners 
involved in the compound-mediated protection of the DA neurons. 
We would simply mutate the animals and screen for worms 
in which the DA neurons are not protected by the drug. Using 
standard C. elegans genetics and molecular biology, we could 
then quickly identify the drug targets and pathways involved in 
the drug’s effi cacy.

The high conservation of biological processes within the 
nervous system between C. elegans and humans and the strength 
and ease of incorporating forward and reverse genetics to identify 
and characterize novel components involved in cell dysfunction 
and death in vivo make this relatively simple animal a powerful 
and formidable tool in our arsenal in elucidating the molecules 
and their interactions that are involved in human neurodegenera-
tive diseases. The strength and ease of incorporating the worm 
into high-throughput screening assays to identify novel com-
pounds, therapeutic targets, and molecular pathways involved in 
neuroprotection are just beginning to be realized. It remains to be 
seen if the mighty worm will provide the therapeutic insight that 
has so far eluded us into combating the devastating effects of 
neurological diseases.
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13 Zebrafi sh as a Model for Development

BRIAN A. LINK AND SEAN G. MEGASON

ABSTRACT
The zebrafish model has recently emerged as a signifi cant 

experimental system for developmental biology studies. In this 
review, we provide an introduction to the zebrafish model system 
by overviewing set-up and husbandry requirements, the genome, 
and associated bioinformatics infrastructure. We then detail the 
utility of zebrafish for forward, reverse, and chemical genetic 
studies of development. We also discuss using zebrafish for live 
cell imaging experiments. Finally, we provide an overview of 
zebrafi sh community resources.

Key Words: Vertebrate, Genetics, Chemical-genetics, Time-
lapse imaging, Organogenesis, Mutant analysis.

INTRODUCTION
Zebrafi sh, Danio rerio, are small freshwater teleosts that were 

insightfully selected as an experimental model based on several 
practical criteria as well as their genetic amenabilities. During 
the 1980s, the pioneering work of the late geneticist George 
Streisinger and his colleagues at the University of Oregon estab-
lished the groundwork for utilizing zebrafish as an experimental 
system. This organism has now emerged as a significant model 
for developmental biology studies, acting as a segue between 
the genetic power of invertebrates and the relevance of rodents 
(Table 13–1).

Adult zebrafish are approximately 1.0–1.5 inches in length and 
can be housed inexpensively with modest space requirements 
(Figure 13–1). Sexual maturity is reached reliably at 3 months, 
but under optimal growth conditions this time can be reduced to 
2 months. Females can produce 100–200 embryos per week. 
Fertilization occurs externally and initial development is com-
pletely transparent. Development through larval stages can also 
be rendered transparent with the use of melanin synthesis 
inhibitors.

Another attraction of zebrafish for developmental studies is the 
rapid ontogeny. Blastulas enter gastrulation at approximately 5 h 
postfertilization (hpf). Somitigenesis begins just before 10 hpf and 
by 24 hpf the major subdivisions within the nervous system are in 
place, as are the rudiments of the primary organs. For example, 
the heart primordium initiates rhythmic beating within the fi rst 
day. Embryos begin to break from their protective chorion enve-
lope around 60 hpf, although this nonessential shell can be manu-
ally removed at earlier times. By 72 hpf, organogenesis is well 

underway and embryos exhibit touch responses and swimming 
behaviors. Visually evoked behaviors are present by day 4. For 
the first 5 days of development, embryos feed endogenously 
from their yolk material. Specific stages of zebrafish embryonic 
development have been described in detail by Kimmel et al.1 After 
day 5, larval zebrafish need to be fed externally and a brief discus-
sion of zebrafish husbandry is provided next.

ZEBRAFISH HUSBANDY
In addition to the embryological advantages of zebrafish, their 

ease in care is another attraction as an experimental model. When 
starting a zebrafish colony, the typical researcher contacts one of 
several companies that specialize in the construction and installa-
tion of multitank systems. These systems can vary from accom-
modating 10 tanks to well over 1000 (Figure 13–1B). For 
laboratories that just need a small supply of embryos, individual 
10-gallon tanks will suffice. Water quality is a key parameter in 
keeping and raising zebrafish. Zebrafish require slightly brackish 
water for proper osmoregulation (400–800 µS). Appropriate salin-
ity is achieved by addition of balanced salt preparations, which 
are available commercially. The pH should be maintained around 
7.0 and the temperature at approximately 28°C. One major concern 
with recirculating fish systems is the maintenance of the nitrogen 
cycle. Nitrogenous compounds are found in several forms as by-
products of fish metabolism: ammonia (NH3) and nitrite (NO2

−)
are toxic to fish and need to be converted to the third nontoxic 
form of nitrate (NO3

−). Larger zebrafish systems rely on biological 
(microbial) filtration to maintain the nitrogen cycle. Smaller 
individual tank systems can also be maintained with chemical 
fi ltration. Appropriate pH is maintained by addition of sodium 
bicarbonate or calcium carbonate to raise pH and hydrochloric 
acid to decrease pH. Additional water quality details can be 
obtained from the system supplier.

Circadian cycles are also import for healthy fish. Most research-
ers use a 14-h on/10-h off lighting cycle. Feedings should also 
occur at consistent times. In general, fish are fed two or three 
times daily with a vitamin-enriched dry food and freshly hatched 
brine shrimp. Live brine shrimp can easily be prepared in the 
laboratory by hatching purchased brine shrimp eggs or cysts using 
commercially available hatchers. To prevent fouling the tank with 
uneaten food, no more food should be given than can be con-
sumed by the fish in the tank within 10 min.

Raising larvae to adulthood can be challenging for new fish
researchers. The critical factors are having high-quality water 
slowly flowing through the tanks as soon as feeding begins, ensur-
ing that the larvae cannot escape or get washed out of the tanks, 

From: Sourcebook of Models for Biomedical Research
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and feeding a proper larval diet. Larvae can be fed a variety of 
foods including fresh Paramecium, rotifers, or dry food of the 
appropriate particle size. Live Paramecium can be ordered from 
the Zebrafish International Resource Center (Eugene, OR) and 
can then be propagated in the laboratory. High success rates in 
raising larvae can also be achieved with powdered foods designed 
especially for larvae (e.g., Hatchfry Encapsulon Grade I, Argent 
Labs). Larvae begin consuming live brine shrimp ∼2 weeks 
postfertilization.

Embryos can be obtained by either pairwise or group crosses. 
Fish are netted from their housing tank and placed into breeding 
tanks the night before embryos are to be collected. Zebrafish typi-
cally breed at “dawn” when the lights turn on. Breeding tanks 
contain a porous insert sleeve, allowing the fertilized eggs to slip 
though to the bottom, where they are protected from cannibaliza-
tion by the adult fish. Embryos can then easily be collected 
and used for microinjections or other experimentation and 
observation.

THE ZEBRAFISH GENOME
The zebrafish genome is diploid, is composed of 25 paired 

chromosomes, and is estimated at 1700 Mb, about half the size of 
the human genome.2,3 A working draft of the assembled genome 
is available from the Sanger Centre (http://www.sanger.ac.uk/
Projects/D_rerio/). Comparative mapping has shown extensive 
conservation in synteny (the ordering of genes along the chromo-
some) between zebrafish and humans. In fact, the local synteny 
between zebrafish and humans is even greater than between mouse 
and humans, as the mouse appears to have undergone substan-
tially more chromosome rearrangements.4 Analysis of the zebra-
fi sh genome, along with that from other bony fishes, has revealed 
an ancient genome duplication prior to the dramatic speciation of 
the teleosts followed by massive gene loss. In practical terms, this 
has resulted in the duplicate representation of approximately 30% 
of the zebrafish genes as compared to mammalian orthologs.5 This 
has implications for both genome assemblies and gene functional 
studies. Having two loci for essentially the same gene can be 
viewed either as an advantage or a disadvantage, depending on 
the question at hand. For the majority of duplicated genes studied 

in zebrafish, the divergence between the two genes is most dra-
matic within regions that control expression. The prevailing view 
is that while duplicated genes have subpartitioned their expression 
domains, they are often functionally equivalent. Of course this 
assumption warrants experimental validation. For forward genetic 
studies, gene duplication can be perceived as advantageous, as 
mutations potentially will yield more specific phenotypes than 
mutations in other vertebrate species. However, when both paired 
genes retain expression in any given domain, the disadvantages 
of genetic compensation can complicate experimental interpreta-
tion. Indeed, redundancy and compensation might prevent the 
isolation of mutations in particular genes because no measurable 
phenotype would be induced. From an experimental perspective, 
it is important to know whether the gene being investigated is 
duplicated. In the following sections, we next describe the most 
common techniques and utilities of zebrafish for studies in devel-
opmental biology.

FORWARD GENETICS
MUTANT SCREENS Forward genetics refers to phenotype-

based analysis followed by identification and characterization of 
the mutation in the causative gene (Figure 13–2). Mutant screens 
exemplify this phenotype-to-genotype approach. There is no 
doubt that forward genetics put zebrafish on the experimental 
systems map. Several large-scale mutagenesis screens have been 
conducted and others are currently underway. The first large-scale 
screens were done in tandem in the laboratories of C. Nusslien-

Table 13–1
Advantages and disadvantages of popular animal modelsa

Fish Frog Worm Fly Mouse

ENU screen ++ − +++ +++ +
Insertional screen +++ − +++ +++ +
Small molecule screen +++ ++ ++ + −
DNA/RNA injection +++ +++ + + +
Morpholinos +++ +++ ? ? ?
RNAi ? ? +++ +++ +
Genetic misexpression +++ − ++ +++ +++
Imaging +++ + ++ + +
Genetic mosaics +++ − ++ ++ ++
Cell culture + + + +++ +++
Relevance to human 

health
++ ++ + + +++

aThis table is a rough guide for comparing the most commonly used 
model systems. It should serve as a general introduction as it summarizes 
complex comparisons that will not hold true for every situation. See the 
text for more details.

Figure 13–1. Adult and embryonic zebrafish. (A) Single female 
adult zebrafish in a 10-cm culture dish with newly fertilized embryos 
within their chorions. (B) Embryo morphology (chorions removed): 
(i) 2 cell (∼45 min); (ii) 1 somite stage (arrow, ∼10.5 h); (iii) 18 somite 
stage (18 h); (iv) 24-h embryo. (C) Typical multirack circulating 
system. In this system, each rack has 6 shelves of 6–12 tanks, depend-
ing on the size of the tanks. [Images in (B) modified from Kimmel 
et al., 1995.]
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Volhard (Tübingen) and W. Driever (Boston/Freiburg) in the mid-
1990s. Ethylnitrosourea (ENU) was used as the mutagen, which 
largely produces point mutations. The initial descriptions of these 
screens were published in a special issue of Development in 1996.6

With chemically induced mutations, the causative gene mutation 
is usually isolated by combining positional cloning and candidate 
gene analysis techniques. Isolation of chemically induced muta-
tions can be laborious, but the continued refinement of the zebraf-
ish genome assembly greatly aids in such efforts.

Alternative approaches to ENU-induced mutagenesis are also 
possible. Shortly following the ENU screens, the Hopkins labora-
tory (MIT) conducted a retroviral-insertion screen.7,8 The advan-
tage of this strategy is that the phenotype-causing genes could 
be easily identified by simple inverse-polymerase chain reaction 
(PCR) assays. The disadvantage was that the mutagenesis was less 
effi cient and the kinds of mutations created by large insertions, in 
principle, are more limited than point mutations. In addition, 
specialized expertise and facilities are required for the generation 
of high-titer pseudotyped viruses.

One variation on the more time and cost consuming de novo
genetic screen is the shelf screen. Shelf screens refer to reanalysis 
of an existing collection of mutants for the phenotype of interest 
and several shelf screens have been successfully conducted.9–12

For example, Neuhauss and colleagues screened for visual behav-
ior deficits, identifying subtle ocular phenotypes in mutants that 
had been previously characterized for other defects.10

There are several important issues to consider with regard to 
mutational analysis in zebrafish. As with any genetic screen the 
assay for the phenotype of interest should be fast and robust. Most 
of the initial developmental genetic screens in zebrafish were 
morphology based. However, it is now more typical to screen for 
mutations that affect the expression of specific genes, antigens, or 
transgenes that express green fluorescent protein (GFP). Most 
screens for developmental anomalies require matings through 
several generations in order to bring recessive mutations to homo-
zygosity (Figure 13–2). Dominant mutations can be selected in 
the F1 generation, but the phenotype must be nonlethal in order 
to preserve the carrier. With zebrafish, when studying develop-
mental phenotypes, the role of maternal mRNA and protein must 
be carefully considered. The large ooplasm of zebrafish contains 
very large supplies of maternally derived (wild-type) mature tran-
scripts and proteins. This “start-up package” for the newly fertil-
ized embryo can mask the early function of mutated genes. The 
degradation of specific mRNA and proteins is variable, but some 
maternal products have been shown to remain in zebrafish embryos 
for over 7 days, a relatively late developmental time point. The 
masking of early phenotypes by maternal products can be pre-
vented through the use of maternal-zygotic (MZ) mutants in 
which both the mother and embryo are homozygous mutant. 
Excellent reviews on the logistics and further considerations of 
genetic screens in zebrafish are available.6,13–15

CHEMICAL GENETICS One other approach to phenotype-
based study of developmental biology (as well as other biological 
phenomena) is termed chemical genetics. In 2000, R. Peterson 
and colleagues published a paper describing the use of combinato-
rial small molecule chemical libraries to induce phenotypes in 
developing zebrafi sh.16 Once identified, small molecule com-
pounds that disrupt developmental processes can be applied at 
different times. These agents, therefore, can be used similarly as 
conditional genetic alleles. In addition to allowing for time-

specifi c disruptions, another advantage of chemical genetic 
screens is that founding generation embryos can be used. There 
is no need to progress through several generations of inbreeding 
as there is for genetic mutant screens. The major challenge with 
chemical genetics is target identification. What protein(s) and/or 
other cellular components does the compound affect? Traditional 
biochemical purification approaches are most common in target 
identifi cation. More recently, chemical genetics has been used in 
tandem with genetic mutagenesis to identify potential small mol-
ecule targets as well as to conduct suppressor/enhancer screens. 
With this approach, mutagenized zebrafish embryos are screened 
in parallel with and without a phenotype-inducing small molecule. 
Those mutations that suppress or enhance the phenotype are 
strong candidates to disrupt genes that function in the same 
biological pathway as the small molecule. Excellent reviews 
on using zebrafish for chemical–genetic studies have been 
published.17–19

REVERSE GENETICS
In addition to being a superb system for phenotype-driven, 

forward genetic approaches, the zebrafish is also an excellent 

Figure 13–2. Classical three-generation screen for recessive 
mutants. In the founding G0 generation, male spermatagonia are muta-
genized. Resulting fish carry random mutations. This G1 generation 
can be screened for nonlethal dominant mutations. To identify reces-
sive mutations, G1 fish are outcrossed again and the resulting G2

families are incrossed. G3 embryos will then show recessive 
phenotypes.
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model for a variety of gene-driven techniques collectively referred 
to here as “reverse genetics.” With reverse genetics, the investiga-
tor starts with a gene and tries to characterize its function as 
opposed to forward genetics in which the investigator starts with 
a function (i.e., phenotype) and tries to characterize the genes 
involved. For zebrafish, there are multiple and diverse techniques 
available for characterizing the function of a gene.

The primary advantage of zebrafish over other model systems 
is the ease with which reverse genetic approaches can be done 
and the wide array of available methods (see Table 13–1). The 
main reason that these techniques are easy to do in fish is that 
zebrafi sh eggs can be readily collected and injected in large 
numbers. In a typical experiment, a researcher would set up 
several pair matings the evening before, collect fertilized eggs 
from each pair in the morning (typically 50–250 eggs per pair), 
and inject 100–1000 eggs in a few hours. Injections are done 
under a dissecting microscope using a pressure injector and 
micromanipulator as detailed previously (http://zfi n.org/zf_info/
zfbook/chapt5/5.1.html). Most people learn how to be profi cient 
at injections within a few sessions. It is best to do injections at 
the one-cell (zygote) stage to ensure an even distribution of the 
reagent. The initial divisions of zebrafish are meroblastic (incom-
plete cytokinesis), meaning that reagents can transfer between all 
the cells until the 16-cell stage.20 Injections can also be done at 
later stages intentionally to achieve a mosaic distribution.

DNA/RNA INJECTIONS One of the most common ways to 
characterize a gene in zebrafish is simply to inject DNA or RNA 
based on the gene into eggs and assess the resulting phenotype of 
the embryos. The injected construct, for example, can be full 
length, dominant negative, or encode other mutant and truncated 
forms for structure–function analysis. Stabilized, capped RNA 
can be made using commercially available in vitro transcription 
kits from plasmid DNA templates. RNA can be injected into the 
yolk at the one- to four-cell stage and typically results in high-
level, uniform expression. It is good practice to monitor the 
expression level and distribution of injected RNA by coinjecting 
RNA for a fluorescent protein [e.g., enhanced green fl uorescent 
protein (EGFP)] or better yet using a fluorescent fusion protein 
construct. This allows properly injected embryos to be quickly 
sorted on a fluorescent dissecting microscope while still living. 
RNA typically starts expression within 4–5 h postfertilization 
and degrades within 2–4 days postfertilization, so injections 
are useful for studying developmental stages only within that 
window.

DNA injections should be done into the blastoderm rather than 
the yolk to improve expression, but they still typically result in 
mosaic expression even when done at the one-cell stage. Use of 
the Tol2 transposon system can substantially improve the distribu-
tion of expression.21 The advantage of DNA injection over RNA 
is that DNA allows the use of enhancers to control when and 
where expression occurs and can result in more sustained expres-
sion. DNA injection is also how transgenic lines are made as 
described below.

MORPOLINO/SIRNA INJECTIONS DNA and RNA injec-
tions are typically used for gain-of-function studies. Injecting 
dominant-negative constructs can provide some insight into loss-
of-function, but there are a number of caveats with this approach 
concerning the specificity and efficacy of the reagents. Tradition-
ally the preferred method for doing loss-of-function studies was 
through the use of genetic null mutants, which with a reverse-

genetic approach are often not available. Within the last several 
years, however, two methods, morpholinos and RNAi/siRNA, 
have become available to efficiently and specifically generate 
loss-of-function phenotypes in a number of organisms with mor-
pholinos being much more popular for zebrafish.22 Morpholinos 
are 18- to 25-bp synthetic oligonucleotides with a modified back-
bone that is resistant to enzymatic cleavage yet still base pairs 
with high affinity and specificity. They are designed to be anti-
sense to the gene of interest such that they base pair near the start 
codon in the mature mRNA to block translation or across a splice 
junction in the pre-mRNA to block splicing. Both approaches can 
work well, but splice site morpholinos have the advantage that 
their efficacy can be assessed using reverse transcriptase (RT)-
PCR. Morpholinos may not completely abolish expression, so the 
term “knockdown” rather than “knockout” is used to refer to their 
activity and “morphant” rather than “mutant” is used to refer to 
the affected embryos. When using morpholinos, it is essential to 
do controls to monitor the efficacy of knockdown (e.g., antibody 
staining) and specificity (e.g., rescue by coinjection of an RNA 
that lacks the target sequence). Morpholinos can be ordered 
through Gene Tools or Open Biosystems.

RNAi and the related technology of siRNA have worked well 
in a number of other systems, but in fish they have not yet been 
shown to work as robustly as morpholinos. Simple injection of 
dsRNA as is used for RNAi in worms and flies results in nonspe-
cifi c effects in zebrafi sh.23 siRNA is widely used in mammals 
and has the potential benefits of being cheaper and being able to 
be delivered genetically, but has received only minor use in 
zebrafi sh.24,25

TRANSGENIC MISEXPRESSION SYSTEMS The above 
methods take advantage of the ease of injecting zebrafish eggs to 
do transient assays. It is also useful to take advantage of the genet-
ics of zebrafish to do transgenic-based studies to characterize a 
gene’s function. This powerful ability to do both injection-based 
and stable transgenic-based approaches for reverse genetics is 
unique to fish (Table 13–1). Compared with injection, transgenic 
approaches are more labor intensive, but they allow more precise 
control.

A transgenic organism is an organism that contains an exoge-
nous piece of DNA called a transgene. The term is most often 
used for stable transgenics in which the transgene is integrated 
into the genome and stably inherited from generation to genera-
tion. There are several ways to make transgenics in zebrafish.26

The first approach is to simply inject DNA for a transgene into 
fertilized eggs, raise the embryos to adulthood, and screen for 
founders that pass on the transgene to their progeny. This method 
is not terribly efficient on a per embryo basis but since injecting 
and screening are easy in fish, transgenics are routinely made this 
way. Generally, around 5% of injected animals will become 
founders and they will pass the transgene on to around 5% of their 
progeny since the founders are mosaic. These numbers can vary 
depending on a number of factors including the construct, amount 
of DNA injected, and the skill of the person injecting. The trans-
gene will follow normal Mendellian inheritance in subsequent 
generations. Since several hundred eggs can be injected in a few 
hour session, the injections do not require much work. The labor 
in generating transgenics is in raising the eggs to adulthood and 
screening to identify founders. Screening can be done visually for 
fl uorescent protein (e.g., EGFP) transgenics but may require PCR 
for other constructs. Transgenics made by simple DNA injection 
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often contain multiple tandem copies of the transgene. Multicopy 
transgenics can provide higher expression levels, but sometimes 
it is important to have single copy insertions (e.g., loxP reporters, 
gene trapping). Two transposon systems, Tol221 and Sleeping 
Beauty,27 have recently been developed that generate single copy 
insertions and also integrate more efficiently than simple DNA 
injections. These transposons can be used for insertional screens 
as described above, but they can also be used to increase the effi -
ciency of making specific transgenics. A final method for generat-
ing single copy insertions with improved efficiency is through the 
use of the meganuclease I-SceI.28

A common problem in using transgenics for studying the func-
tion of a gene is that the transgene can cause a dominant lethal 
phenotype, precluding the establishment of stable transgenic 
lines. There are several ways around this problem including 
inducible and binary systems. Inducible systems consist of a 
single transgene that is silent until expression is turned on by some 
outside factor. The promoter for the zebrafish heat shock protein 
(Hsp) 70 has only minimal activity in all tissues (except the lens) 
at 28.5°C, the normal temperature for raising embryos. Ubiqui-
tous expression from Hsp70 can be induced by heat shocking the 
embryos for 1 h at 37°C (Figure 13–1A). Localized expression 
from Hsp70 can also be induced by local heating using a focused 
laser.29 Inducible expression has also been achieved is zebrafish
using the steroid glucocorticoid.30 Binary systems use two sepa-
rate transgenes to provide regulated expression. In the GAL4/
UAS system, one transgenic fish expresses the yeast transcription 
factor GAL4 under a tissue-specific promoter.30,31 A separate 
transgenic fish contains the gene of interest behind a minimal 
promoter containing UAS sites (Figure 13–1B). The UAS trans-

gene is normally silent, but when crossed with the GAL4 line, it 
is turned on by GAL4 binding the UAS sequence and activating 
transcription in a pattern determined by the promoter regulating 
the GAL4 transgene. Once GAL4 and UAS lines have been estab-
lished, a variety of experiments can be done simply by crossing 
different GAL4 and UAS lines. Another versatile binary system 
consists of the site-specific recombinase Cre and its recognition 
sequence loxP.32 As shown in Figure 13–3, a transgene can be 
made to express one gene prior to recombination and a second 
gene after recombination. This transition can be controlled by 
combing the “loxP transgenic” with a second transgenic that 
expresses Cre tissue specifically. Numerous variations on this 
theme are possible using Cre/loxP and the analogous recombinase 
system FLP/FRT.

LOCUS-SPECIFIC MUTAGENESIS Although morpholinos 
can provide valuable loss-of-function data for a gene of interest, 
the cleanest and the traditional method is to have a genetic muta-
tion for the gene. Until a few years ago obtaining mutants for any 
specifi c gene could be done with mouse only through the use of 
homologous recombination in embryonic stem cells. Recently, 
however, a new method called TILLING (Target-Induced Local 
Lesions IN Genomes) has been developed that uses a bank of 
mutagenized sperm and brute force molecular methods to detect 
sperm samples with mutations in the gene of interest.33–35 These 
sperm samples are then used for in vitro fertilization to recover 
and analyze mutant animals. A review comparing various forward 
and reverse genetic techniques was recently published.15

Mutations found with TILLING are still random, point muta-
tions and small deletions, but it may soon be possible to achieve 
the exquisite precision of genetic engineering possible with mouse 

Figure 13–3. Transgenic misexpression systems. (A) For standard 
misexpression, a transgene contains an enhancer/promoter (typically 
tissue-specifi c) driving expression of a cDNA of interest. To ensure 
optimal expression it is important to include an intron (not shown) 
and a polyadenylation signal. (B) Inducible transgenics contain a 
single transgene containing a promoter that is activated in response 
to an outside factor such as heat or a drug. (C) In the GAL4/UAS 
system, two different transgenics are used that when separate have 
no effect. When combined (e.g., by crossing or coinjection), GAL4 
made from one transgene will activate expression of the other trans-
gene through binding the UAS sequence resulting in the cDNA being 
expressed in a domain determined by the tissue-specific promoter. (D) 

The Cre/loxP system also typically makes use of more than one 
transgene, although there are many variations on its use. In the 
example shown, Cre recombinase is expressed from one transgene 
and causes recombination between IoxP sites on a second transgene. 
The end result is that cDNA1 is expressed in cells that express pro-
moter 2 and have never expressed promoter 2 and cDNA2 is expressed 
in cells that express promoter 2 and expressed promoter 1 at any time
in their past. Such a system can be used for genetic fate mapping if 
visible markers are used or for controlled misexpression similar to 
GAL4, but with an important distinction caused by the irreversible 
nature of the loxP recombination.
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ES cells in zebrafish. Zebrafish have been produced from cultured 
cells through somatic cell nuclear transfer (i.e., cloning).36 If these 
cells can be manipulated in culture through gene targeting as is 
done with mouse ES cells, then it may soon be possible to con-
struct zebrafish mutants with any desired DNA sequence (e.g., 
conditional alleles, GFP fusions). Work is also being done to 
establish zebrafish ES cells. Germline chimeras have been made 
from ES-like cells after short-term culture37 and these cells have 
been targeted using homologous recombination,38 but to date these 
techniques have not been successfully combined.

IMAGING
ADVANTAGES One of the most compelling reasons for the 

use of zebrafish today and its choice by George Streisinger as a 
model organism over three decades ago is its superb suitability 
for imaging. Streisinger’s choice is even more clairvoyant in light 
of the incredible technological revolutions in both fl uorescent 
proteins and confocal/two-photon imaging during the past decade. 
A number of attributes make zebrafish ideal for imaging. Zebraf-
ish are largely transparent for much of their development allowing 
excellent light penetration for optical microscopy. From fertiliza-
tion to 24 h postfertilization, zebrafish embryos are remarkably 
transparent. The embryo proper (as opposed to the yolk ball) has 
no color and extremely low autofluorescence. Shortly after fertil-
ization (0–1 hpf) the yolk scatters moderately due to cytoplasmic 
streaming, but subsequently it is also transparent. Although trans-
parent, it is best to avoid imaging through the yolk when possible, 
because it has a slight yellowish tinge and a higher refractive 
index. The yolk is also moderately autofluorescent. Zebrafish
contain three types of pigment cells that begin to differentiate on 
the second day of development and can interfere with imaging. 

Melanocytes are the first and most obvious pigment cell (Figure 
13–4A), but production of the dark melanin pigment from these 
cells can be easily blocked by adding phenylthiourea to the media. 
The other two cell types, xanthophores and iridophores, begin 
to appear around 48 hpf. Xanthophores produce a light yellow 
pigment and are slightly autofluorescent, while iridophores 
produce crystals of purine that are highly reflective but small. 
While these pigment cells make imaging some tissues diffi cult 
(such as the eye), most tissues in zebrafish can be readily imaged 
throughout their development in the embryonic and early larval 
stages. The egg shell or chorion of zebrafish embryos is also 
transparent. For routine imaging on a dissecting microscope, the 
chorion does not present a problem (Figure 13–4A), but for high-
resolution imaging on a compound microscope, it is best to 
remove the chorion (Figure 13–4B–E).

Zebrafi sh embryos are externally fertilized and develop freely 
in an aquatic media meaning that they are accessible to imaging 
throughout their development and easy to keep alive during time-
lapse imaging. Another important advantage for time-lapse 
imaging is the rapid development of zebrafish, which allows 
equivalent developmental processes to be imaged with shorter 
movies in fish and thus much easier. Zebrafish embryos are 
also a nice size for imaging. They are small enough to fit com-
pletely within the working distance of many high-end objectives 
yet are not so small that the details of their development are 
beyond the resolution available with optical microscopy. Zebraf-
ish embryos are easy to label at high levels through injection 
of RNAs for fluorescent proteins (Figure 13–4B) or soaking in 
fl uorescent dyes. Achieving high-level labeling is important in 
order to capture high signal-to-noise images quickly with minimal 
photodamage.

Figure 13–4. Imaging in live zebrafish embryos. (A) Whole 
embryos can be quickly imaged on a fluorescent dissecting micro-
scope in their chorions to sort positive transgenics (left) from wild-
type siblings (right). These embryos were not treated with PTU so 
the melanocytes are visible. (B–E) Confocal microscopy permits 
much higher resolution imaging. (B) A quick method for labeling is 
to inject RNA encoding fluorescent proteins, in this case a histone2B-
EGFP fusion, and a membrane localized mCherry was used to image 

all the cells of the inner ear. (C) GFP transgenics can be used to image 
neuronal projections from the trigeminal ganglion as they extend. (D) 
GFP transgenics can mark specific populations of cells, in this case 
rhombomeres 3 and 5. (E) GFP fusion proteins can reveal the subcel-
lular localization pattern of proteins, in this case a cytoplasmic protein 
in the Rohon-Beard and motor neurons of the spinal cord. (Images 
from S.G. Megason, L.A. Trinh, and S.E. Fraser, unpublished.) (See 
color insert.)
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MICROSCOPES For quick, routine imaging, zebrafish
embryos can be imaged on a dissecting or stereo microscope in a 
Petri dish full of egg water (Figure 13–2A). Most popular manu-
facturers now produce dissecting microscopes equipped for fl uo-
rescence that allow live zebrafish embryos expressing fl uorescent 
proteins to be screened and sorted quickly. After 24 hpf, move-
ment of the embryos can be a problem. Embryos can be anesthe-
tized by adding a few milliliters of 0.1% tricaine to the Petri dish 
(0.010–0.015% final concentration). Embryos can be recovered 
from anesthesia with no ill effect by transferring to fresh egg 
water.

For high-resolution imaging a compound or better yet a confo-
cal or two-photon microscope should be used (Figure 13–4B–E). 
Confocal and two-photon microscopy is advantageous because 
both approaches can eliminate out of focus light, which can be a 
problem unless only a small minority of cells is labeled. Tricaine 
should be used be used to prevent movement. At the proper con-
centration tricaine can be used to immobilize embryos for at least 
48 h for time-lapse imaging while maintaining proper develop-
ment (S.G. Megason and S.E. Fraser, unpublished observations). 
Careful mounting of embryos in the proper orientation and close 
to the coverslip is essential for high-resolution imaging. A fast 
and easy method for still images (not time-lapse) is to place the 
embryos in a drop of 2% methyl cellulose and cover with a cov-
erslip supported by tape or vacuum grease. For time-lapse imaging 
it is essential to prevent the embryos from drifting during the time 
lapse. This can be accomplished by simply embedding the embryos 
in a dilute solution of low-melting temperature agarose. This 
method works well for imaging many parts of the body for moder-
ate lengths of time (∼12 h), but the rigidity of the agarose affects 
many aspects of morphogenesis such as tail extension. For more 
reproducible mounting and longer term time lapses of normal 
development, specially designed, micromachined templates 
can be used to cast agarose mounts to hold embryos in place 
for imaging (S.G. Megason and S.E. Fraser, unpublished 
observations).

LABELS For simple transmitted or reflected light micros-
copy, zebrafish can be stained using enzymatic markers with chro-
mogenic substrates. This is routinely done with in situ hybridization 
to reveal RNA expression patterns and is also done using lacZ 
transgenics.39 These techniques require the embryos to be fixed so 
time-lapse imaging cannot be done and are difficult to capture in 
three dimensions.

The true power of imaging zebrafish is through the use of fl uo-
rescent microscopy. Fluorescent imaging opens up two important 
dimensions (t and z): it allows molecular imaging to be done in 
real time on living embryos and it permits the use of confocal and 
two-photon microscopy to capture high-resolution volumetric 
images. Organic dyes can be used to label embryos such as bodipy 
ceramide to label membranes40 or calcium indicators to monitor 
Ca2+ currents in neurons.41 Fluorescent proteins such as GFP offer 
a number of advantages over organic dyes. They can be expressed 
in a spatial and temporal-specific manner through the use of 
transgenics.26 Fluorescent proteins also come in a wide spectral 
range and are typically more photostable than organic dyes allow-
ing for multicolor imaging (Figure 13–4B). Fluorescent proteins 
can also be engineered using standard techniques of molecular 
biology to act as reporters for a number of activities. At the sim-
plest, they can serve as a coexpression marker—e.g., when making 
a transgenic to analyze the function of another gene, an internal 

ribosome entry site (IRES)-GFP cassette can be added to monitor 
the expression of the gene of interest. GFP transgenics can also 
be used to mark a particular cell type for analyzing mutant phe-
notypes or to simplify screening for new mutations involved in 
the development of that cell type (Figure 13–4C and D). Fluores-
cent protein transgenics can serve as markers for gene expression 
patterns. Once a transgenic line is available, it is often easier to 
use it to look at gene expression than performing in situ hybridiza-
tion. GFP fusion proteins can also be used as “functional report-
ers.” Fusions of GFP to a protein of interest can be used to monitor 
the subcellular localization of that protein, which often relates to 
its functional state (Figure 13–4E). For neuroscience, voltage, 
pH, and Ca2+-sensitive versions of fluorescent proteins are avail-
able42–44 as well as versions that can travel across synapses. 
For monitoring protein–protein interaction in vivo, fl uorescent 
resonant energy transfer (FRET)45 and bimolecular fl uorescent 
complementation (BiFC)46 can be used.

EMBRYOLOGICAL EXPERIMENTATION
While the genetic and imaging capabilities of zebrafish are 

the model’s strengths, embryonic cell manipulation techniques 
have also been established for zebrafish. In this section we will 
introduce the most common “embryology” techniques used for 
zebrafi sh.

CELL AND TISSUE CULTURE To complement much of 
the in vivo analyses using zebrafish, there has been an increasing 
need to conduct cell biological experiments in culture. The use of 
zebrafi sh for this purpose is just in its beginning and no well-
established zebrafish lines exist. However, protocols for primary 
cell culture are available for a variety of cell types.47,48 In addition, 
cultures from blastula stage embryos have been shown to be 
mulitpotent and can be targeted for DNA transfections.49,50 An area 
of active research and great promise is the use of these embryonic 
stem-like cells for targeted gene manipulation through homolo-
gous recombination.38 The culture of whole tissue explants has 
also been developed and used for assessing inductive events as 
well as monitoring cell behaviors.51,52

LINEAGE LABELING AND FATE MAPPING One of the 
central questions in developmental biology is how progenitor cells 
distribute their progeny among various cell types. The ability to 
lineage label and fate map is essential for the utility of a model 
organism in developmental biology studies. In zebrafish, several 
strategies can be employed to label individual cells. The most 
common technique currently in use for labeling individual or 
small groups of cells relies on photolysis of caged fluorescein or 
other fluorescent labels.53 With this technique, newly fertilized 
embryos are injected with the caged fluorescent compound. At 
later times, the individual cells can be labeled by “uncaging” the 
compound using a focused laser of the appropriate wavelength. 
The labeled cell is documented and its descendents can then be 
followed over time in a dynamic fashion or assessed at one par-
ticular time of interest. In a variation of this technique, fish with 
the hsp70 promoter upstream of GFP (hsp70:GFP) can be used to 
photolabel cells in a similar manner.29 In both techniques, the 
fl uorescent label is diluted with each round of cell division. To 
permanently label cells, transgenic zebrafish have been estab-
lished that contain hsp70:cre recombinase and lox{stop codon}lox-
GFP.54 The activation of cre recombinase will then catalyze the 
excision of the stop codon in front of the GFP transgene, perma-
nently marking the heat-activated cells.
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In addition, focal labeling can be achieved through electro-
poration strategies. Protocols for labeling single cells55 and larger 
fi elds of cells56 have been established. With electroporation, local-
ized electrical current carries small charged molecules across the 
plasma membrane into cells. For lineage marking, either labeled 
dextrans or plasmid DNA for GFP or other genetically encoded 
reporters can be delivered. Electroporation can also be used to 
manipulate gene expression as morpholinos or DNA for dominant 
negative/active proteins can be electroporated.

The described techniques have been used to establish several 
types of fate maps for the zebrafish embryo.57–60 However, the 
need remains to assess cell fate determination with loss or gain 
of function of specific gene products, as well as at later times of 
development.

CELL AND TISSUE TRANSPLANTATION Zebrafi sh, like 
other ex utero organisms, are excellent specimens to conduct cell 
and tissue transplantation studies during development. The small 
size and tough epidermis of the zebrafish embryo, however, do 
pose problems for these types of experiments. In general, the 
approaches used for cell and tissue transplantation in other species 
such as chick and frog also apply to zebrafi sh.61 Typically, the 
donor and host embryos are embedded adjacently in a low percent 
agarose gel or methyl cellulose. The fish are anesthetized using 
Tricane. Donor embryos are either labeled genetically with a fl uo-
rescent transgene or by injecting a tracer at the one-cell stage. For 
individual cell transplants, polished glass electrode pipettes are 
used to remove and expel cells. The positive and negative pressure 
needed to do this is created by a manual syringe driver. The details 
of this apparatus and technique have been described by J. Eisen 
(Westerfi eld, 1995; http://zfin.org/zf_info/zfbook/zfbk.html). For 
whole tissue transplants, sharpened tungsten needles or pulled 
glass electrodes are used to dissect and manipulate the tissue of 
interest. For ages over 1 day, the epidermis is thick but can 

be focally weakened by applying a small drop of mineral oil. 
Specifi c protocols for ocular tissue transplantation have been 
published.62,63

GENETIC MOSAIC ANALYSIS Genetic mosaic analysis is 
an elegant way to probe where and how specific genes function 
during development. Genetic mosaic embryos consist of cells of 
more than one genotype. In zebrafish, genetic mosaics are created 
by cell transplantation in early embryos, usually at the blastula or 
gastrula stages (Figure 13–5).64,65 Because detailed fate maps exist 
for most tissue types in the early embryo, donor cells can be tar-
geted to areas that will normally contribute to specific structures 
(Figure 13–5B and C). By transplanting genetically mutant cells 
into wild-type hosts and visa versa, the cellular autonomy of 
phenotypes associated with the mutation can be determined. As 
with other cell transplantation techniques, donor cells are labeled 
with a stable tracer at the one-cell stage or by utilizing transgenes. 
Excellent reviews of this technique and the analysis of genetic 
mosaics have been published.66,67

COMMUNITY RESOURCES
Although having grown tremendously in the past decade, the 

zebrafi sh community still has a well-organized infrastructure and 
strong community resources. The main website for all things 
zebrafi sh is ZFIN, the Zebrafish Information Network at http://
zfi n.org. It is maintained at the University of Oregon by Monte 
Westerfi eld and colleagues as the “official” NIH-supported, model 
organism database for zebrafish. ZFIN contains a wealth of infor-
mation on genes, alleles (including mutants and transgenics), 
expression patterns, and anatomical atlases. ZFIN also contains 
an online copy of “The Zebrafish Book” by Monte Westerfi eld, 
which is essential reading for those new to using zebrafish in their 
research (http://zfin.org/zf_info/zfbook/zfbk.html). Other impor-
tant resources for genomic information are NCBI GenBank 

Figure 13–5. Creating genetic mosaics in 
zebrafi sh. (A) Donor cells are first lineage labeled 
with a tracer dye at the one-cell stage. Donor 
embryos can also be injected with morpholinos, 
RNA, or DNA. At the 1000-cell stage, totipotent 
blastula cells are transplanted into regions of the 
host embryo fated to give rise to specific struc-
tures. Donor and host embryos can be of either 
mutant or wild-type genotypes. Resultant chime-
ras are grown for subsequent analysis. (B) Fate-
map of the pregastrula stage embryos. (Modifi ed 
from Woo and Fraser, 1995.) (C) Mosaic embryo 
at 24 hpf showing bright-field (left) and fl uores-
cent image (right) of rhodamine-dextran-labeled 
donor cells targeted to the eye and forebrain. 
(B.A. Link, unpublished.) (See color insert.)Telencephalon

Retina Midbrain Hindbrain
Diencephalon
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(http://www.ncbi.nlm.nih.gov/) and the Sanger Institute (http://
www.sanger.ac.uk/). The Sanger Institute is currently sequencing 
the zebrafish genome using a combined 10 × whole genome 
shotgun and BAC sequencing approach (http://www.sa nger.ac.
uk/Projects/D_rerio/). As of September 2006, 64% of the genome 
is at finished quality and most of the remainder is covered as 
“unfi nished” quality. The principal stock centers for zebrafish
mutants and transgenics are ZIRC (the Zebrafish International 
Resource Center, http://zfin.org/zirc/) at the University of Oregon 
and the Tübingen Stock Center (http://www3.eb.tuebingen.mpg.
de/core-facilities/zebrafish-stockcenter/tubingen-zebrafish-
stockcenter) in Tübingen, Germany. A large variety of zebrafi sh
strains can be requested from these stock centers for a nominal 
fee. The ZIRC also provides cDNAs/ESTs, anitibodies, and 
pathology services. The zebrafish community follows a standard-
ized nomenclature for mutant and transgenic alleles. Each indi-
vidual strain of fish is given an allele number such as b109. The 
initial letter designates the university or laboratory that identifi ed 
the allele and the number is a unique number that specifi cally 
identifi es that allele. A detailed description of the nomenclature 
guidelines can be found at ZFIN (http://zfi n.org/zf_info/nomen.
html). The most common companies for providing recirculating 
zebrafi sh systems are Aquatic Habitats, Aquaneering, and Marine 
Biotech in the United States and Aqua Schwarz in Germany. 
All of these companies as well as a number of other useful 
zebrafi sh-related companies are listed on the ZFIN com-
pany directory (http://mirror.zfin.org/cgi-bin/webdriver?MIval=aa-
companyselect.apg ). The zebrafish community holds an interna-
tional conference on development and genetics every 2 years in 
the summer currently in Madison, WI. On alternating summers 
there is a large meeting in Europe, which rotates in its location. 
There are also a number of regional zebrafish meetings. Informa-
tion on all these meetings is at ZFIN (http://zfi n.org/zf_info/news/
mtgs.html). There is a 2-week course on zebrafish at the Marine 
Biological Laboratory at Woods Hole, MA every summer for 
researchers new to fish (http://courses.mbl.edu/zebrafi sh/).

FUTURE PROSPECTS AND OTHER UTILITIES
To date zebrafish have principally been used as a model for 

developmental genetics, but they will likely find an even broader 
role in biomedical research in the future. This review has largely 
focused on embryonic analysis, but adult phenotypes can also be 
studied in zebrafish as well as adult-onset models of disease. This 
will be even truer as our ability to create inducible and conditional 
genetic alterations improves. Zebrafish are also an excellent model 
for neuroscience. Zebrafish neural activity can be monitored 
through imaging in whole, living larvae as they perform natural 
behaviors.41 Zebrafi sh are also an excellent system for performing 
small-molecule/drug analysis. Small molecules can be screened 
in high-throughput with a chemical genetics strategy by simply 
soaking zebrafish embryos in an array of drugs using a 96-well 
plate-based format and screening for specific phenotypes.18 Drugs 
can also be profiled rapidly for toxicological effects by embryo/
larvae soaking.68 Finally, zebrafish can be useful for identifying 
the target and mode of action of pharmaceuticals. Biochemical 
methods can be used to identify proteins that bind a drug as is 
normally done to identify targets, but the powerful genetic and 
genomic tools of zebrafish can also be applied. For example, it is 
possible to screen for interactions between genetic and small 
molecule-induced phenotypes.18 Finally, since zebrafish can be 

analyzed very powerfully from a number of different angles 
(genetics, genomics, imaging, drug screening), they may also 
serve as an ideal model for integrative approaches such as systems 
biology.
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14 Zebrafi sh as a Model for Studying Adult 
Effects of Challenges to the Embryonic 
Nervous System

NICOLE MARIE ROY AND ELWOOD A. LINNEY

ABSTRACT
Zebrafi sh is introduced as a model system to study environ-

mental, chemical, and pharmaceutical challenges to the embry-
onic nervous system that can affect adult behavior/learning. The 
characteristics of the zebrafish system that make it possible to 
examine the developing nervous system in live embryos and 
larvae are presented. Gene discovery techniques, methodologies 
to generate fluorescent transgenic indicator embryos, as well as 
larval and adult zebrafish behavioral assays are described.

Key Words: Zebrafi sh, Transgenics, Neurodevelopment, 
Behavior, Microarrays, Neurotransmitter.

INTRODUCTION
In this chapter we will introduce the zebrafish model system 

and discuss how it can be used to investigate early challenges to 
the embryonic nervous system and the resulting impact of chal-
lenge on adult behavior. We hope to present (1) the importance 
of studying neurotoxins, embryonic nervous system challenge, 
adolescent and adult developmental disabilities, and societal 
impact; (2) the power of the zebrafish model system to study the 
nervous system, challenges to the developing nervous system, and 
associated learning, memory, and behavioral deficits; (3) the 
embryonic challenge hypothesis; and lastly (4) the methodologies 
and techniques used in zebrafish with which to study early embry-
onic challenge and adult learning/memory and behavior.

TOXINS AND DEVELOPMENTAL DISABILITIES Devel-
opmental, learning, and behavioral disabilities are of increasing 
concern among the population and pose a serious public health 
problem. It has recently been estimated that 12 million U.S. chil-
dren under the age of 18 years are affected by developmental 
disabilities affecting cognitive function, language and learning 
ability, sensory and motor function, behavior, and emotion.1 For 
example, attention deficit hyperactivity disorder (ADHD) affects 
conservatively 3–6% of all school aged children and treatment 
with Ritalin has doubled every 4–7 years since 1971.2 Similarly, 
the incidence of autism has increased from a previously reported 
0.5 case per thousand to 2.0 cases per thousand,3 suggesting an 
increasing trend for these disorders over time. Children with 

developmental disabilities often require costly special educational 
and therapeutic treatments at significant financial cost to the 
family or state. Each year in the United States, between $81.5 and 
$167 billion is spent on neurodevelopmental defi cits.4 In addition, 
developmental disabilities are thought to affect only children and 
adolescents, but in reality, they pose lifelong challenges. Adults 
who suffered from childhood developmental disabilities have dif-
fi culties maintaining employment and learning new skills and 
techniques, are often socially alienated, and suffer from mood and 
anxiety disorders.1 Thus, it is of significant importance to under-
stand the etiology of these developmental disabilities and prevent 
their occurrence in future generations.

Normal neurological development is based on a choreographed 
sequence of cellular events. During development, brain cells are 
born, divide, migrate, differentiate, and establish synaptic con-
nections in a highly organized series of events controlled by 
neurotransmitters and neurotrophic factors.5 Disruption of this 
cascade, even subtle, can lead to serious long-term consequences. 
With the exception of single-gene disorders, heredity accounts for 
approximately half of the variances in cognitive, behavioral and 
personality traits.5,6 The increase in the incidence of developmen-
tal disabilities has led to a considerable focus on environmental, 
pharmaceutical, or chemical factors that can influence the devel-
oping neural environment.

Studies with human fetal meconium have shown that in certain 
parts of the world human fetuses are being exposed to high levels 
of metals and pesticides7 and several studies have demonstrated 
the neurotoxic effects of these heavy metals, pesticides and sol-
vents. Lead is the most extensively studied developmental neuro-
toxicant and has been shown to cause deficits in language, learning, 
memory, attention, and motor coordination as well as hyperactiv-
ity, aggression, and even mental retardation in high doses.1,8–11

These studies prompted the government to remove lead from 
gasoline and paint in the 1970s. Other heavy metals linked to 
developmental disabilities include cadmium, mercury, and man-
ganese, which have also been linked to decreased IQs, attention 
defi cit, hyperactivity, and motor dysfunction.1,5 Pesticides are an 
important player in commercial food production and in lawn and 
garden weed and pest control and are used in quantities over one 
billion pounds per year. However, pesticides are toxic chemicals 
often designed to work specifically on the nervous system. For 
example, organophosphate pesticides have been linked to devel-
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opmental delays, hyperactivity, behavioral disorders, and motor 
dysfunction.1,12,13 Other toxicants that pose a risk to the developing 
nervous system include the industrial solvents styrene, toluene, 
and xylene as well as the industrial lubricant and electrical insula-
tor polychlorinated biphenyl (PCBs). These solvents are of par-
ticular concern as they contaminate soil and ground water affecting 
grazing animals used as beef cattle or as dairy animals.14 Maternal 
ingestion of alcohol and nicotine also pose a risk to the developing 
brain.11 Embryonic exposure to alcohol results in fetal alcohol 
syndrome (FAS), a condition hallmarked by craniofacial abnor-
malities, developmental delays, low brain weight, learning dis-
abilities, memory impairment, and attention defi cit.15,16 Woman 
who smoke during pregnancy and expose the fetus to nicotine 
often have children who suffer from hyperactivity, learning dis-
abilities, and developmental delays in cognitive function.17–19

Lastly, as chemistry advances and pharmaceutical research pro-
gresses, more pharmacotherapeutics are routinely prescribed by 
medical practitioners. We are only in the infancy of understanding 
minute alterations these drugs may have on the developing brain 
or their long-term potential neurotoxicity.

Environmental, chemical, or pharmacological challenges to 
the nervous system often do not cause overt phenotypic changes 
to the developing brain, but rather cause minute, subtle changes 
that are not detectable with modern technologies. The complex 
nature of the human nervous system makes detecting these 
changes quite difficult to study. However, the zebrafish model 
system is an ideal organism with which to investigate early chal-
lenges to the developing nervous system and the subsequent 
impact on adult behavior and memory.

THE ZEBRAFISH MODEL ORGANISM Zebrafi sh are 
inexpensive, easy to maintain, have a short generation time, and 
individual females produce a large number of progeny. Unlike 
many other vertebrate models, zebrafish eggs develop ex utero
and are transparent, meaning development is easily viewed under 
a simple dissection microscope. Zebrafish develop rapidly, are 
juveniles in a few weeks time, and are sexually mature adults by 
3 months. More importantly, zebrafish are vertebrates, like 
humans, and follow the vertebrate path of embryonic develop-
ment. In fact, there are several zebrafish models of human dis-
eases including Alzheimer’s disease, congenital heart disease, 
polycystic kidney disease, and cancer.20 Accordingly, pharmaceu-
tical companies are utilizing zebrafish in pharmacological trials 
to test drug candidates prior to investing in costly higher verte-
brate models.

The zebrafish nervous system is highly amenable to investiga-
tion, particularly due to its transparency and the ability to clearly 
visualize fluorescent or stained neurons. The ability to identify 
small changes in neuronal architecture or molecular properties of 
neurons during development in response to environmental, chemi-
cal, or pharmaceutical challenge is of high importance in identify-
ing potential neurotoxicants that cause early neural defects that 
can lead to adolescent and adult neurodevelopmental disorders. If 
minute changes can be detected, we can then link these early 
neuronal alterations with later staged behavioral changes and 
learning impairments. Luckily, work from several laboratories 
using calcium imaging, backfilling techniques, confocal imaging, 
in situ hybridization, immunohistochemistry, neuronal lesioning, 
and laser ablations has identified individual neurons and eluci-
dated neuronal function and functional relationships between neu-
ronal subtypes.21–26 Furthermore, understanding the distribution 

patterns of subtypes of neurons is of importance to understanding 
neuronal circuitry. This is especially important in the spinal cord 
where neuronal circuits are essential for rhythmic movements and 
locomotor behavior. The development of the locomotor network 
in zebrafish has also been well characterized.27,28 Full reviews of 
zebrafi sh movement and neuronal circuitry responsible for move-
ment are available.27–32

Because of the relative long human life-span (and the shorter 
career span of scientists who might study such things), early 
exposure to any chemicals or pharmaceuticals that might produce 
an effect years later would be difficult to notice, let alone study. 
Therefore, developing an alternative model system that makes it 
possible to watch neuronal development and evaluate behavior 
within a reasonable amount of time could be a valuable means 
to examine early neural challenge and impact on adult behavior. 
The knowledge of the early developing nervous system and 
the imaging techniques available to study subsets of neurons 
and neuronal circuits coupled with rapid embryonic develop-
ment into adulthood makes the zebrafish a particularly good 
candidate for studying early challenges to the nervous system 
and their impact on larval and adult learning, memory, and 
behavior.

CHALLENGING THE EMBRYONIC 
NERVOUS SYSTEM

THE EMBRYONIC CHALLENGE HYPOTHESIS This 
laboratory’s work on challenging the zebrafish nervous system 
developed out of studies initiated through the Duke NIEHS funded 
Superfund Center. Following the lead of the Slotkin laboratory,12

which utilized the rat model system to look at the effects of the 
organophosphate pesticide chlorpyrifos (Dursban) on embryonic 
signaling, we exposed zebrafish embryos to different concentra-
tions of chlorpyrifos and examined its effects. High levels of 
chlorpyrifos exposure (500 ng/ml) resulted in muscle, notochord, 
and embryo morphology33–35 defects, resembling the zebrafish
acetylcholine esterase mutant phenotype. As we lowered the dose 
to one that allowed the fish to survive but still inhibited acetyl-
choline esterase activity, we found that adults that had been 
exposed to a low dose of chlorpyrifos demonstrated learning 
defi ciencies.36 From these studies we developed the following 
hypothesis: perturbing the neuronal signaling of the developing 
nervous system before it matures affects adult learning and/or 
behavior. Implicit in this hypothesis is the clear distinction that 
embryos are not just smaller adults in terms of their sensitivity to 
environmental insult and that any compound that has been used 
or tested on an adult may have a distinctly different effect and 
dose–response curve.

SENSING THE ENVIRONMENT AND REGULATORY 
CONSEQUENCES Looking back to the very early origins of 
molecular biology and the elegant experiments and interpretations 
of Jacob and Monod37 we recall how their work generated basic 
concepts involving gene activation and repression. These were 
derived from experiments on how a simple bacterium senses the 
sugars in its environment and adjusts to this change with a regula-
tion in gene expression. Obviously the cues that allow the nervous 
system to develop are somewhat pre-ordained in the developmen-
tal roadmap—proteins that allow some neuronal processes to 
move through the body to make connections that allow one part 
of the body to “speak” to another part. With industrialization and 
the development of the pesticide and pharmaceutical industries, 
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we are being accidentally and purposely exposed to biological 
mimetics or cues to which a developing organism might respond. 
In a series of experiments that involved perturbing the developing 
Xenopus nervous system the Spitzer laboratory showed that 
perturbation could actually change the neurotransmitter produced 
by the perturbed neuron; this neurotransmitter “switching” was 
placed within the context of a homeostatic explanation or how the 
plasticity of the early nervous system might accommodate chal-
lenge by responding to an inhibitory influence with an excitatory 
infl uence.38 While their study was focused upon the early embry-
onic nervous system and not the possible consequences to the 
adult, it does raise questions concerning how accommodating the 
nervous system can be to such challenges. As such, this laboratory 
has been approaching the developing nervous system in a more 
classical manner—with a focus on the decisions made by neurons 
to produce specific neurotransmitters rather than the more devel-
opmental focus of how regulators produce broader neuronal tran-
sitions. When the nervous system is viewed in this developmental 
context it provides an opportunity to address questions of neuro-
nal decisions regarding the neurotransmitters that individual 
neurons produce. Similarly, since a presynaptic neuron’s signal 
has to reach a postsynaptic receptor it raises the question of what 
neurotransmitter receptor subunits the postsynaptic neuron has 
available and how they become available. This level of question-
ing naturally leads to the use of a live fluorescent transgenic 
indicator approach to identify neurons producing, for example, 
acetylcholine rather than serotonin. This is one of our major tech-
nical approaches for addressing the question of early challenge of 
the nervous system.

TESTING THE HYPOTHESIS
CONCERNS FOR STUDYING THE MECHANISM: DIF-

FERENTIATION VERSUS DIRECT GENE REGULATION
One major concern in attempting to identify early events in devel-
oping embryos that might affect later behavior and learning, 
particularly from the standpoint of trying to dissect the mecha-
nism, is that a compound that challenges embryos might infl uence 
differentiation in an inappropriate manner. Such an event might 
trigger an inappropriate repertoire of differentiation affecting 
many genes rather than a direct effect on a single gene regulator. 
This would make dissecting the mechanism by following gene 
expression extremely difficult. Therefore to investigate effects of 
early embryonic challenge on later events in life, it is necessary 
to consider several different approaches to try to distinguish the 
possible differences in mechanism. Below are described tech-
niques others have used and techniques we employ.

TECHNIQUES USED BY OTHERS TO CREATE A KNOWL-
EDGE BASE ABOUT THE NERVOUS SYSTEM

Mutants The large scale genetic screens originally described 
in the December 1996 issue of Development39 characterized many 
mutants by outward phenotype. Subsequent studies with these 
mutants and others have identified mutations affecting various 
forms of motility. There is now a battery of mutants affecting 
genes in neurotransmitter pathways (acetylcholine esterase,33,34

glycine,40,41 and other pathways), some of which have proven 
valuable in investigating early challenges to the nervous system. 
Furthermore, in those cases where genes have been linked with 
mutant phenotypes, the “morphant” phenotype can be generated 
utilizing antisense morpholino42 technology. We have benefi ted 
from this since zebrafish exposed to a high concentration of 

organophosphate display phenotypic characteristics that overlap 
with the acetylcholine esterase mutant phenotype.

In Situ Techniques Several laboratories have outlined the 
developing zebrafish nervous system by morphology using in situ
hybridization and/or in situ immunolocalization or backfi lling 
neurons with fluorescent probes. In a series of articles the Fetcho 
laboratory studied the development of the neural tube with 
reagents specific to GABA, glycine, glutamate,26 serotonin, dopa-
mine, and noradrenaline43 producing neurons. While the specifi c 
anatomical localization and developmental time points were 
limited, they provide a very detailed and valuable picture of the 
developing zebrafish nervous system from embryogenesis through 
early larval development.

Recording Neuronal Activity The Drapeau laboratory44

has pioneered techniques for recording electrical activity from the 
zebrafi sh nervous system including whole cell in vivo recording 
techniques via patch clamping. Others have used fl uorophores 
for calcium imaging to evaluate neuronal activity.25,45 Transgenic 
reporters for measuring ion movement can at least partially be 
used for the evaluation of changes in conductivity that refl ect 
neuronal activity. This is currently being used in zebrafi sh,46 but 
on a somewhat limited basis due to the weakness of fl uorescent 
signal strength, a problem inherent with the physical characteris-
tics of fluorescent molecules and/or the sensitivity of recording 
devices. Given the current limitations in recording neuronal activ-
ity as reported by fluorescent molecules, this technique is not a 
commonly used practice. Hopefully improvements in fl uorescent 
reporter molecules will be made for recording neuronal activity 
via fluorescence directly.

Agonist/Antagonist Work The effects of compounds can 
be very complex and very dose specific. Therefore, in determining 
how some of their effects may impact the developing nervous 
system in more specific ways, it is sometimes useful to ask experi-
mental questions using neurotransmitter-specific reagents such as 
receptor agonists, antagonists, and neurotransmitter specific reup-
take inhibitors to investigate how disrupting a specific neurotrans-
mitter pathway might lead to later effects. In this regard, reagents 
that affect various neurotransmitter pathways are available to us 
from various sources—toxins with specific receptor specifi city 
(e.g., bungarotoxin with specific binding affinity to the acetylcho-
line receptor subunits, strychnine for glycine receptors), pharma-
ceuticals that impact upon neurotransmitter reuptake (e.g., the 
selective serotonin reuptake inhibitor Prozac), and a host of other 
selective reagents. Some of these display exquisite specificity and 
thus can be used in a selective manner, a benefit if antisense 
morpholino approaches are unsuccessful. In addition, antagonist/
agonist strategies provide an option if the targeted gene product 
is something that is expressed later in development and hence 
not possible to effectively and selectively inhibit utilizing 
morpholinos.

TECHNIQUES WE HAVE BEEN USING
Transgenic Indicators This laboratory has a long history in 

the construction of transgenes and transgenic animals both in mice 
and in zebrafish. For example, we have made parallel transgenics 
in mice and zebrafish whose reporter activity is detected in at least 
a subset of embryonic tissue for which there is retinoic acid recep-
tor activity.47,48 These transgenics and their signal localization 
strongly support the homology in gene regulation via retinoic acid 
between mice and zebrafish. The transgenic lines also serve as 
inducible transgenes since exogenous retinoic acid exposure 
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induces expression of the transgene ectopically in regions in 
which it is not necessarily expressed. In zebrafish, we have been 
working with several transgenic lines using fluorescent reporters 
[mainly green fluorescent protein (GFP) derived] that express 
selectively in the nervous system—lines we made and lines that 
we acquired from other laboratories.35 However, as the organism 
develops it becomes increasingly complex to sort out the vast 
array of neurons in these lines. The early work that defi ned 
neurons present in the neural tube was based upon identifying 
neurons by morphology. However, since specific probes for 
neurons usually localize to one specific region of the neuron, an 
incomplete view of the neuron may be detected skewing interpre-
tations. In our more recent work, we have used modified fl uores-
cent reporter genes engineered with sequences that code for a 
farnesylation site. In doing so, the fluorescent reporter will be 
embedded into the neuronal membrane, yielding a more com-
prehensive visualization of the neuronal body and network. 
Currently, we have constructed transgenic lines containing a 
farnesylated GFP as well as a farnesylated mCherry, a monomeric 
red fluorescent protein (mCherry and several other different 
colored reporters were developed by the Tsien laboratory49).

As the organism develops, the neuronal network becomes quite 
vast and difficult to decipher. As such, the goal of our laboratory 
is to generate a series of transgenic lines that run from regulatory 
sequences of genes that identify neurons producing a specifi c 
neurotransmitter. Using this plan we hope to transgenically 
“dissect” the nervous system in fluorescent colors enabling us to 
visually examine different neurotransmitter pathways. It should 
be emphasized that while this program highlights the identifi ca-
tion of presynaptic neurons that produce specific neurotransmit-
ters, the production of transgenics that identify postsynaptic 
neurons that receive the neurotransmitter input is equally valu-
able. However, due to the complex diversity of subunit genes for 
neurotransmitter receptors, this is a task that we are not prepared 
to undertake at this time. However, once there is a better under-
standing of the expression specificity of various receptor subunits, 
transgenics can then be constructed. Overall, these transgenic 
lines will be used to identify the appearance of neurons producing 
specifi c neurotransmitters and for examining coexpression of dif-
ferent neurotransmitters produced by the same neuron. By utiliz-
ing these transgenic lines, we can visualize “neurotransmitter 
switching” in response to the challenge of a specific neurotrans-
mitter pathway and possibly for following the development of the 
nervous system in a selective manner.

Transgenic Construction Our general procedures for 
making and characterizing transgenics have been detailed previ-
ously.50 However, techniques evolve and these studies emphasize 
using much larger genomic regions for driving transgenes. There 
are two procedures for manipulating larger genomic regions into 
transgenic constructs. One, called recombineering, takes advan-
tage of microbial recombination systems to homologously target 
a reporter gene in a genomic Bac or Pac clone so that the reporter 
gene is surrounded by the signals (known and unknown) that drive 
developmental expression of the endogenous gene.51,52 This has 
been used in a limited way in zebrafi sh53,54 and more commonly 
in mouse. While this is an elegant procedure, it does take consid-
erable time since for most constructions two recombination events 
are necessary and the large clones have to be screened for the 
proper construction. An alternate, but less elegant procedure is to 
move large fragments into position to drive expression of the 

reporter gene. The larger genomic fragments, in most circum-
stances, will not have convenient restriction enzyme sites to allow 
one to recombine the proper construct. Thus, in order to recom-
bine the construct, it is necessary to employ techniques for modi-
fying “joints” of DNA so that they can ligate together: two 
common procedures are (1) to PCR change the sequence at the 
ends to create workable restriction sites for cloning and (2) to 
modify an existing restriction enzyme site with oligonucleotide 
adaptors to change an end of a DNA from one restriction site 
specifi city to a more convenient one. We are currently using these 
nonrecombineering procedures for the design and construction of 
our transgenes.

Effi ciency of Making Transgenics We find that if we pre-
screen transgenic injected embryos for expression, that approxi-
mately 10% of the adults with be germline for the transgene. 
However, we have found that in most cases, using our procedure, 
2–50% of the resulting progeny are transgene positive, indicating 
that our procedures are producing founder transgenics that are 
chimeric for the transgene in their gonads. If we breed the trans-
gene-positive progeny we obtain a normal Mendelian recovery 
of approximately 50% transgenic embryos. Occasionally we 
have transgenic founders with two separate integrations of the 
transgene resulting in transgene progeny percentages that are com-
plicated until we can segregate the two transgenic integrants. 
Recently reports have come out indicating that the efficiency for 
producing germline transgenics can be enhanced by using the tol2 
system.55,56 By flanking their transgene with tol2 sequences and 
coinjecting the transgene with mRNA for the tol2 transposase, the 
effi ciency of producing germline integrants is enhanced.

Microarray Analysis of Neurotransmitter Pathways For 
someone not familiar with using microarrays to investigate wide-
spread gene expression changes a number of factors have to be 
considered: (1) the interpretation and analysis of the data are sta-
tistically based—many developmental biologists are not familiar 
with working with tab-delineated tables having thousands of 
rows. At best the information provides leads as to where to look 
and, thus, it is a technology that requires complementary or con-
fi rming techniques to develop an understanding of events; (2) in 
general the technology is expensive, and in going from “home-
made arrays” that are arrayed at one’s institutional microarray 
core to commercial arrays, the price increases; what adds to this 
cost is the need to have a number of biological repeats of the 
arrays to reach statistical significance; (3) the purpose of the array 
work: is it for gene discovery where one would want to work with 
an array having thousands of genes or is it to probe a defi ned 
pathway where making a smaller array would be more effi cient 
and less costly; (4) for zebrafish in particular, the genome is still 
being assembled and many genes have yet to be defined and local-
ized; some of the large commercial arrays are based not just on 
the whole gene sequence but on expressed sequence tags (ESTs) 
that can result in having several oligonucleotides on the array 
representing the same gene as the genome gets assembled; in our 
experience the Agilent 22k zebrafish array has more than several 
“genes” represented by two and sometimes three oligonucleotides; 
(5) because the assembly of the genome is still a work in progress, 
some of the arrays have little or no annotation for some of the 
oligonucleotides placed upon the array; this is improving with 
fi ner definition of the zebrafish genome.

Given all of the above, there are a variety of reagents available 
for zebrafish microarray work. One option is a Compugen library 
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of ∼16K oligonucleotides that can be purchased and arrayed. We 
have used this to study gene expression changes during the devel-
opment of the neural tube57 and to study transcript changes during 
early embryonic development.58 However, in both cases the 
number of oligonucleotides that gave statistically significant data 
was proportionally small. This has caused us to use commercial 
microarrays whose oligonucleotides were based upon a newer 
assembly of the zebrafish genome. Both Affymetrix and Agilent 
produce larger zebrafish arrays (14.5k and 22k, respectively). 
While arrays of this kind provide a level of consistency that is 
usually not matched by “homemade” arrays, the flexibility of 
having oligonucleotides designed and synthesized for the genes 
of choice is a valuable factor when considering what to use. 
While we are developing a large (several hundred) Agilent 22k 
zebrafi sh array database, we find that the array is missing 
many neurotransmitter pathway genes, in part because many 
of these are at best algorithm predicted rather than defined by 
isolated cDNAs. That is why we are developing our own, much 
smaller array that will focus upon genes selectively expressed in 
neurons and genes associated with known neurotransmitter 
pathways.

Therefore, our purpose in this array will not be gene discovery 
but pathway exploration. In addition to microarrays for studying 
the steady-state level of transcripts, there are other microarrays 
for studying aspects of gene regulation beyond direct transcrip-
tional control. There are now commercial designs of microarrays 
for using chromatin immunoprecipitation on microarrays (chIP-
chip arrays) for zebrafish. These are oligonucleotide arrays that 
cover sequences near and 5 to mRNA start sites so that it is pos-
sible to examine which transcription factors are binding to which 
genes. The Agilent arrays cover over 11,000 zebrafish genes. 
Alternatively, it has become clear that microRNAs can play sig-
nifi cant posttranscriptional roles in governing gene expression—
either through hybridizing to mRNAs for their destruction or by 
inhibiting the translation of the mRNAs. In the second category, 
the homology between the microRNA and the mRNA does not 
have to be absolute, so some microRNAs can control the transla-
tion of many different mRNAs. Microarrays for examining the 
presence of microRNA have been constructed by researchers59,60

and commercially.
In our use of the Agilent 22k zebrafish array, we have identifi ed 

distinct changes in gene expression associated with a brief embry-
onic challenge to the glycine neurotransmitter pathway; this same 
brief embryonic challenge has been shown to have lasting behav-
ioral effects on adults. The analysis of the data is complex, but 
we do see transcript level changes in genes associated with the 
glycine neurotransmitter pathway and the glutamate neurotrans-
mitter pathway. However, as mentioned above, the coverage of 
genes in these pathways is not complete and is the major reason 
for our developing a new, smaller microarray.

For challenging the embryonic nervous system, these arrays 
can be used in combination with the challenges, i.e., comparing 
the transcript patterns of embryos and larvae with and without 
challenge. A chemical challenge via a pesticide exposure or a 
receptor agonist or antagonist makes it possible to limit the time 
of exposure; alternatively, but more specifically, injecting anti-
sense morpholinos into one-cell embryos affords the possibility 
of knocking down expression of specific genes. The drawback to 
the morpholino approach is the lack of careful control over the 
time period by which the morpholino inhibits the synthesis of the 

target protein. We have and are using both of these approaches in 
our work.

Fluorescent Cell Sorting One of the benefits of the develop-
ment by many laboratories of live, fluorescent reporter, zebrafish
embryos is that it allows for a variety of different forms of visu-
alization: fluorescent microscopy, confocal microscopy, multipho-
ton microscopy, and also the use of flow cytometers and fl uorescent 
cell sorters to analyze populations. Some of the first fl uorescent 
transgenic lines labeled blood cells and this made it possible to 
isolate fluorescent blood cells for transplantation into mutants 
defective in the hematopoietic system for subsequent real-time 
visualization of the reconstitution of a functional system.61 As the 
number of reporter, fluorescent lines of zebrafish increases, each 
marking distinct subpopulations of cells in the embryo, it becomes 
possible to use embryo dissociation techniques in combination 
with fluorescent cell sorting to recover distinct subpopulations of 
cells. Dr. Ava Udvadia of the University of Wisconsin, Milwaukee 
has succeeding in doing this with a transgenic line driven by the 
gap43 promoter. This line marks embryonic neurons and she has 
successfully sorted fluorescent neurons and used them as a source 
of RNA to isolate cDNA clones of genes expressed in the neurons. 
We have recently collaborated with her to examine the expression 
of genes in these neurons using the Agilent 22k zebrafish microar-
ray. We expect this procedure to be of value in the future in iden-
tifying transcript differences in different populations of neurons 
as well as a convenient alternative to laser microdissection tech-
niques for examining gene expression in specific tissues of the 
embryo.

STRATEGIES FOR EXPLORING MECHANISMS We are 
suggesting that early challenge of the nervous system creates 
structural or regulatory effects that last beyond the exposure 
period and result in behavioral/learning effects in the adult. Obvi-
ously, explaining this mechanistically for something as complex 
as the brain is an immense goal. There are some possible clues 
regarding events, if not mechanisms, that might be affecting these 
changes. The work of the Spitzer laboratory38 and some prelimi-
nary microarray work by this laboratory support the possibility of 
neurotransmitter switching. This could be tested in the organism 
with the transgenic lines we are generating to mark neurons pro-
ducing specific neurotransmitters. Complementing this is the use 
of microarray analysis during the challenges to determine whether 
there are distinct changes in neurotransmitter pathway component 
expression. Introducing regions into the fluorescent reporters that 
allow them to be embedded into the membrane allows the outward 
morphology of the neurons to be delineated and we hope these 
lines will allow us to follow the development of the nervous 
system as the organism grows. Obviously, any challenge requires 
evidence that it does induce a behavioral change, and the defi ni-
tion of the vulnerable window of challenge should make it possi-
ble to narrow down the candidate changes. Both of these require 
analysis procedures for behavior and learning. Our progress with 
this is described below.

ADDRESSING BEHAVIORAL CHANGES
Swimming behavior of the larval zebrafish can be monitored 

with high-speed video and digital imaging software to study 
changes in burst and slow swims, tail bending amplitude, and fast, 
large-angle turns indicative of the escape response.62 For example, 
video recording was used to differentiate wild-type and accordion
mutant embryos as well as embryos chemically challenged with 
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strychnine, to assess defects in touch response.30,45,63 Zebrafi sh 
prey capture swimming behavior has also been analyzed by this 
method.64 As the embryo matures, the swimming behavior can be 
monitored with more complex computerized video-tracking 
systems, e.g., Noldus-EthoVision, to track swimming and move-
ment. Using the Noldus system, single zebrafish can be placed in 
multiwell plates and monitored simultaneously, greatly increasing 
the throughput of experiments. Once the fish are tracked, the 
software allows the investigator to dissect out various parameters 
of swimming movement including angular velocity (degrees/sec), 
meander (degrees/mm), time spent in defined zones, total distance 
moved, and time spent immobile, mobile, and strongly mobile. 
Analyzing these various parameters makes it possible to detect 
small changes in motor behavior in response to challenge. Assess-
ment of learning and memory in adult zebrafish is still being 
developed, but researchers have devised ways to characterize 
simple learning, memory, and cognition by testing refl exes,65–67

fear conditioning,68 and spatial orientation.69,70 For example, 
zebrafi sh can learn to swim to one side of the tank in response to 
a tap on the side that signals delivery of food.71 In addition, a 
three-chambered shuttle maze can be used to test choice behavior 
and response latency. In this tank there is a central compartment 
and left and right choice compartments separated by sliding divid-
ers. Zebrafish are trained to preferentially go to one side by 
placing the fish in the central compartment and allowing it to 
acclimate. After a period of acclimation, both side chambers are 
simultaneously opened. If the fish chooses the correct side 
chamber, the door closes and the fish is left alone. If the fish
chooses the incorrect side chamber, the door is closed and a 
sliding partition is moved close to the wall placing the fish in a 
restrictive position. Within a few trials, the fish learn to avoid the 
chamber that will push them toward the wall.70 Once trained, it is 
possible to measure the chamber choice accuracy and the time it 
takes for the fish to make a decision. Using this technique, it was 
demonstrated that early embryonic exposure to chlorpyrifos led 
to significant spatial discrimination impairments and response 
latency as adults.36 Furthermore, utilizing this task, it was dem-
onstrated that acute nicotine administration to adults causes a 
signifi cant improvement in delayed spatial alternation at low nico-
tine doses, but impairs performance at high doses,72 mimicking 
results seen in higher vertebrates.70

Recently, a novel study utilizing adult zebrafish to test diving 
and escape predation was performed.73 When zebrafish are placed 
in a novel environment, they tend to dive to the bottom of the tank 
as a method to escape predation. Wild-type fish show a gradual 
decrease in the time spent in the bottom third of the tank and 
habituate to their new environment. Utilizing this test, Levin 
et al.73 have demonstrated that acute nicotine treatment caused a 
signifi cant decrease in diving throughout the test. The antianx-
iolitic effects of nicotine treatment were reversed by cotreatment 
with mecamylamine, a nicotinic receptor antagonist. These data 
suggest that the effect of nicotine on diving was due to net stimu-
lation at nicotinic receptors, an effect that is blocked by 
mecamylamine.

Utilizing a variety of testing apparatuses and methodologies, 
researchers have demonstrated the use of adult zebrafish as a 
behavioral model for testing reflexes, habituation, Pavlovian con-
ditioning, and operant conditioning. A review of the experiments 
and a full description of testing apparatuses can be found in 
Cerutti and Levin.70 As behavioral biologists and psychologists 

continue to refine and create new testing parameters, we hope to 
elucidate more behavioral abnormalities and learning and memory 
defi cits as a result of early challenge to the nervous system.

CONCLUSIONS
We have tried to outline how developing technologies and 

useful characteristics of the zebrafish model system can now 
allow us to investigate how embryonic exposures to the develop-
ing nervous system and concomitant adult effects can be studied. 
This combination of approaches and technologies will ultimately 
be used at various levels to study molecular, developmental, and 
behavioral effects relevant to the functions of the nervous 
system.
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15 Modeling Cognitive and 
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Drosophila melanogaster
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ABSTRACT
Signifi cant conservation in cognitive and neurodevelopmental 

mechanisms exist between Drosophila and mammals. In addition, 
while mechanisms of aging are relatively well conserved, 
Drosophila age much faster than mammals. Thus Drosophila are 
an ideal organism in which to study cognitive and neurodegenera-
tive diseases. Powerful genetic techniques exist that allow genes 
to be disrupted and overexpressed easily. Phenotypes observed 
from these mutants can then be used to screen for genetic modi-
fi ers to elucidate pathways involved in disease pathology. Here 
we describe recent advances obtained from Drosophila models 
for five diseases, neurofibromatosis 1, fragile X syndrome, 
Alzheimer’s disease, tauopathies, and Parkinson’s disease.

Key Words: Neurofi bromatosis 1, Fragile X, Alzheimer’s 
disease, Tauopathy, Parkinson’s disease, Drosophila melano-
gaster.

INTRODUCTION
In choosing an organism for the study of a biological process, 

it is necessary to compare the relative advantages of using that 
particular organism versus the amount of conservation in the 
process between the organism in question and humans. Drosoph-
ila melanogaster has been used extensively as a model system in 
the study of development. Drosophila offers numerous advan-
tages including powerful genetic techniques and a short life span. 
In this chapter, we will describe how Drosophila has been used 
in the study of several human cognitive and neurodegenerative 
diseases.

CONSERVATION OF PROCESSES 
BETWEEN HUMANS AND 
DROSOPHILA

How conserved are cognitive, behavioral, and neuronal pro-
cesses between flies and mammals? Drosophila has been an 
essential organism in the study of behavior and memory. Two 
widely used, highly quantitative and reproducible behavioral 

assays, a Pavlovian olfactory association assay1 and a courtship 
conditioning assay,2 have been used to identify mechanisms of 
memory formation, storage, and recall. These mechanisms are 
conserved with those of mammals. Using the Pavlovian condi-
tioning assay, a single cycle of training generates a short form of 
memory in flies that decays relatively quickly.3 Similar to mam-
malian systems, multiple training trials generate longer lasting 
forms of memory and multiple training trials with rest intervals 
interspersed between trainings generate a protein-synthesis-
dependent long-term memory.4 In addition, the cyclic AMP/
protein kinase A (cAMP/PKA) pathway is critical for memory 
formation in Drosophila and this is also the case in mamma-
lian systems. Furthermore, activity of the CREB transcription 
factor has been shown to be essential for long-term memory 
formation in many organisms including Drosophila and 
mammals.5

For the study of synaptic morphology and neurotransmis-
sion, the Drosophila neuromuscular junction (NMJ) has been 
extensively used. NMJ preparations allow rapid screening for 
mutants that affect synaptic morphology.6 Combined with 
temperature-sensitive paralytic mutants, they provide a critical 
tool for the identification of genes important in synaptic trans-
mission.7,8 Genes required for synapse formation and transmission 
are highly conserved between flies and mammals and genes 
involved in human diseases that affect synaptic structure 
or function often have similar functions at the Drosophila
NMJ.9–12

An advantage that Drosophila has over mammals in the study 
of neurodegenerative diseases is a short life span of approximately 
30–60 days after eclosion. This allows age-dependent changes 
that occur in Drosophila to be easily measured. Furthermore, 
Drosophila and mammals show much conservation in terms 
of mechanisms affecting aging.13 Calorie restriction (CR) extends 
the life span of organisms ranging from yeast to mice.14,15 CR 
seems to function by inactivating pathways that promote 
growth while activating pathways that increase protection from 
oxidative and other forms of stress. Thus, in many organisms 
including flies and mice, inhibition of the insulin/insulin-
like-growth factor signaling (IIS) pathway extends the life span.16

Fly homologs exist for the majority of genes involved in insulin 
signaling.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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ADVANTAGES OF STUDYING DROSOPHILA
A short generation time of approximately 10 days and the ease 

of maintaining large numbers of fly stocks in a laboratory setting 
have been invaluable in establishing Drosophila as a model 
genetic organism. Drosophila has a relatively small genome that 
has been completely sequenced and approximately 75% of the 
genes involved in human diseases have a counterpart in Dro-
sophila.17 Genetic techniques in Drosophila are highly developed 
with several being particularly advantageous in the study of 
disease. The commonly used GAL4/UAS system allows expres-
sion of a gene of interest in specific anatomical regions.18 Briefl y, 
a transgenic fly is generated expressing a gene of interest under 
control of the GAL4-UAS. Thus, the gene is expressed only in 
the presence of the heterologous yeast GAL4 activator. These fl ies 
can be crossed with various GAL4-enhancer trap lines, which 
express GAL4 in particular locations or cell types, to express the 
transgene at those specific regions. Newer versions of the GAL4/
UAS system have been generated in which GAL4 has been 
mutated to be active only in the presence or absence of a drug, 
RU486. This allows gene expression to be regulated in both a 
spatial and a temporal manner.19,20

In forward genetic screens, enhancer-promoter (EP) lines are 
available where P-element transposons, carrying GAL4-regulated 
promoters, designed to express flanking genomic sequences, have 
been inserted throughout the genome.21 If an EP element is inserted 
proximal to a gene in the appropriate orientation, that gene can 
often be expressed under GAL4 control. If the element is inserted 
in the opposite orientation, gene expression can often be inacti-
vated. EP lines are particularly useful in genetic modifier screens 
when searching for genes whose altered expression will modify 
the phenotype of a particular mutant.

A particularly useful organ for genetic screening in flies is 
the compound eye.22 GAL4 enhancer trap lines are available 
that specifically drive expression in the eye and expression 
of disease genes in this structure often causes a rough eye 
phenotype. Forward genetic screens using EP lines or random 
mutagenesis can be used to isolate genetic modifiers, either sup-
pressors or enhancers, of this phenotype. In addition, reverse 
genetic techniques can be used to modify expression of specifi c 
candidate interacting genes to determine whether they have an 
effect on the rough eye phenotype. These techniques are used 
extensively to identify genetic interactions between genes of 
interest.

Finally, for pharmacological studies, similar to other organ-
isms, flies can be injected with drugs. However, more usefully, 
fl ies are much more sensitive to ingested compounds compared 
to mammals. Thus, in contrast to mammals, in which active com-
pounds may have to be injected directly into the brain, in fl ies, 
the compound can often be simply mixed with the food and fed 
to flies to produce effects.23

Taken together, we can conclude that Drosophila offers numer-
ous advantages in the study of cognitive and age-related human 
diseases.

NEUROFIBROMATOSIS I
Neurofi bromatosis type I (NF1) is a dominant genetic disorder 

caused by mutations in the NF1 gene, which encodes a Ras-

specifi c GTPase-activating protein (Ras-GAP).24 Symptoms 
include tumors of the nervous system, learning disabilities, 
defects in development, and a predisposition toward short 
stature.25,26 Tumors result from the removal of NF1, which 
normally represses the growth-promoting functions of the Ras 
proteins. Until recently, it was also thought that the learning 
defects associated with the disease resulted from aberrant 
brain development due to abnormal Ras activity. However, results 
from fly models suggest an alternate function for NF1 in regu-
lating intracellular cAMP levels which affect learning (Figure 
15–1A).

The Drosophila homolog of NF1 is 60% identical to the human 
protein and viable NF1 null mutants have been generated.25

Similar to phenotypes seen in human NF1 patients, NF1 null fl ies 
have learning defects and are physically smaller than their wild-
type counterparts. While an increase in tumor incidence has not 
been reported in the fly, fly NF1 has ras-GAP activity similar to 
the human protein.25

Indications that Drosophila NF1 may be involved in regulating 
the cAMP pathway came from studies of the Drosophila NMJ in 
which the addition of the neuropeptide, pituitary adenylyl cyclase-
activating polypeptide (PACAP), induces a strong enhancement 
in K+ currents.27 This enhancement is dependent on activation 
of both an adenylyl cyclase/cAMP/PKA pathway and a Ras-Raf 
kinase pathway. Interestingly, null mutants in NF1 are defective 
for this K+ current enhancement.28 However, neither mutations in 
GAP1, another Ras-specific GAP, nor overexpression of constitu-
tively active Ras, blocked enhancement. Rather, a rutabaga (rut)
mutant defective for an adenylyl cyclase had phenotypes similar 
to the NF1 null and cAMP analogs and adenylyl cyclase activators 
restored K+ currents in NF1 mutants.28 These results indicate that 
NF1 may function in a common pathway with rut to increase 
cAMP levels.

cAMP is known to be critical for learning and the rut mutant, 
which is defective for cAMP production, was initially identifi ed 
as a learning mutant. This raises the possibility that the memory 
defect in NF1 mutants could be a result of defective cAMP rather 
than Ras signaling. In support of this idea, the learning defects of 
NF1 mutants are extremely similar to those of rut mutants and 
double NF1;rut mutants do not have phenotypes more severe than 
single mutants, demonstrating that both mutations affect the same 
pathway.29 Furthermore, heat shock induction of a constitutively 
active PKA catalytic subunit complements the learning defects of 
NF1 mutants.

Interestingly, while acute expression of PKA seems to comple-
ment the learning defects of NF1 flies, developmental expression 
is required to complement the size defects. These results suggest 
three roles for NF1: an acute role in maintaining cAMP levels 
for memory formation, a developmental role in generating 
proper body size, and a Ras-GAP function in preventing tumor 
formation.

The role of NF1 in modulating K+ currents30 and in regulating 
cAMP levels11,31 has been shown to be conserved in mammalian 
systems. If this conservation extends further, the learning defects 
of NF1 patients are likely to result from signaling rather than 
developmental defects, suggesting the hopeful idea that acute 
pharmacological interventions that increase cAMP signaling 
might be used to treat patients.



CHAPTER 15  /  MODELING COGNITIVE AND NEURODEGENERATIVE DISORDERS IN DROSOPHILA MELANOGASTER 123

Dopaminergic Cell Death
Pael-R aggregation

healthy mitochondria

Parkin

PINK1

Bcl2

Chaperones
HSP70
heat shock response ?

-sya nuclein aggregation

dFMR1

Futsch

Profilin

Rac1

cytoskeletal
remodelingWAVE1

CYFIP

inactive
WAVE1
CYFIP
complex

Rac1

+

Ras-GTP

Ras-GDP

NF1 Rutabaga
adenylyl cyclase

cAMP
learning

+
memory

tau
Par1

tau

P

PSA

degradation

GSK3b P P aggregation
PHF
NFT
neurodegradation

tau

P

other kinases

A. NF1

B. Fragile X

C. Tau

D. Parkinson’s

?

?

Figure 15–1. Selected disease pathways in which Drosophila
models have contributed significantly (see text for references). (A) 
Although NF1 is well characterized as a Ras-GAP, Drosophila work 
has demonstrated that the learning defects associated with neurofi -
bromatosis 1 may be due to a second role of NF1 in regulating cAMP 
levels through the rutabaga adenylyl cyclase. (B) Rac-GTPases 
control cytoskeletal components to regulate cell shape. Activation of 
Rac1 causes dissociation of an inactive complex containing WAVE1 
and CYFIP as well as other proteins. Free WAVE1 stimulates cyto-
skeletal remodeling through actin nucleation while CYFIP may func-
tion by inhibiting FMR1. Inhibition of FMR1 allows excess futsch 
and profilin to be synthesized, stimulating microtubule and actin 
dynamics. In addition, Rac1 production is increased by inhibition of 
FMR1, suggesting a positive feedback mechanism. Fragile X syn-
drome, caused by loss of FMR1, may exert its effects through the 
increased activity of cytoskeletal remodeling components. (C) In 

tauopathies, increased accumulation and phosphorylation of tau lead 
to its misfolding and aggregation. Aggregated tau forms PHFs and 
NFTs leading to neurodegeneration. Phosphorylation follows an 
ordered sequence in which initial phosphorylation by the Par1 kinase 
primes tau for phosphorylation by GSK3β and other kinases. Increased 
expression of the peptidase PSA may be a way to treat tauopathies 
since it leads to degradation of tau. (D) Parkinson’s disease results 
from progressive loss of dopaminergic neurons. Pathological pheno-
types indicate that aggregation of proteins such as α-synuclein and 
Pael-R may be involved in cell death. Parkin, a ubiquitin E3 ligase, 
identifi ed from familial forms of the disease, may be involved in 
preventing protein aggregation. In addition, parkin and PINK1 are 
required for normal mitochondrial function, suggesting that Parkin-
son’s disease may result from mitochondrial damage. Increased activ-
ity of chaperones, heat shock response, and Bcl2 ameliorate toxicity 
in several Drosophila models of Parkinson’s disease.

FRAGILE X SYNDROME

Fragile X syndrome, the most common inherited form of 
mental retardation, results from loss-of-function mutations in the 
FRM1 gene.32 In addition to cognitive defects, symptoms include 

attention deficit disorders and hyperactivity, obsessive compul-
sive and autistic behaviors, and mild facial dysmorphologies. At 
the cellular level, loss of FMR1 leads to cytoskeletal defects, 
including increases in the density of synaptic spines, which tend 
to be longer, thinner and immature in appearance.33,34 FMR1 
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encodes FMRP, a protein that is thought to function by binding 
mRNAs and repressing translation.35,36 A fly homolog of FMR1, 
dFMR1, exists and mutations have been used to generate fl y 
models of this disease.37

Although many potential RNA-binding targets have been iden-
tifi ed in mammalian systems,38,39 studies in Drosophila have 
yielded the most convincing data regarding the in vivo relevance 
of identified targets (Figure 15–1B). Similar to mammals, null 
mutations in dFMR1 cause altered cytoskeletal morphology at 
both NMJs and at central nervous system synapses. Reducing 
dFMR1 levels results in increased synaptic branching, increased 
numbers of boutons, and enlarged synaptic areas, while over-
expression of dFMR1 reduces branching and growth and increases 
synaptic bouton size.10,12 DFMR1 binds to the mRNAs of three 
proteins implicated in cytoskeletal structure, futsch, the Drosoph-
ila homolog of the mammalian microtubule-associated protein 
MAP1B,10 profi lin, a protein that stimulates both polymerization 
and depolymerization of filamentous actin,40 and Rac1, a small 
rho-GTPase involved in cytoskeletal remodeling.41 Both futsch 
and profilin protein levels are upregulated upon deletion of 
dFMR1 and futsch expression decreases when dFMR1 is overex-
pressed.10,40 Furthermore, overexpression of futsch, profilin, or 
Rac1 causes increased growth and branching of neurites, similar 
to phenotypes of dFMR1 null mutants.10,40,41 Reduction of futsch 
or Rac1 causes reduced branching and growth, similar to pheno-
types observed when dFMR1 is overexpressed. Importantly, 
futsch, profilin, and Rac1 all show genetic interactions with 
dFMR1. dFMR1;futsch double mutants have morphologically 
normal synapses,10 overexpressing dFMR1 suppresses the pheno-
types caused by overexpressing profi ling,40 and overexpression of 
Rac1 suppresses the reduced branching phenotype caused by 
overexpressed dFMR1.41 These data all support a model in which 
dFMR1 affects the synaptic structure by binding to the mRNAs 
and repressing expression of genes involved in cytoskeletal 
dynamics.

Interestingly, Rac1 may also function upstream of dFMR1. 
The cytoplasmic FMRP interacting proteins (CYFIP) 1 and 2 were 
initially identified in a two-hybrid screen for proteins that bind to 
human FMRP.42 CYFIP1 also binds to Rac1 protein, indicating 
that FMRP is found in complexes with both Rac1 protein and 
Rac1 mRNA.43 The genetic consequences of these interactions 
have been studied in Drosophila.44 CYFIP null mutants are pupal 
lethal and display contracted or shortened synapses at NMJs. This 
phenotype is the opposite of the elongated synaptic phenotype 
seen in dFMR1 mutants. Furthermore, overexpression of dFMR1 
in the Drosophila eye causes a rough eye phenotype that can be 
partially rescued by overexpression of CYFIP and exacerbated by 
reduction of CYFIP.44 Thus CYFIP seems to work antagonistically 
to dFMR1. The Rho-GTPase pathways are thought to regulate 
cytoskeletal remodeling by causing dissociation of an inactive 
protein complex containing both WAVE1 and CYFIP.45 Dissoci-
ated activated WAVE1 stimulates actin nucleation. The above 
results indicate that free CYFIP also has a function consisting of 
binding and inhibiting dFMR1. Inhibition of dFMR1 results in 
increased translation of proteins including futch, profilin, and 
Rac1, leading to changes in cytoskeletal structure.

Futsch, profiling, and Rac1 were identified as dFMR1 interac-
tors by biochemical means (i.e., interaction of mRNAs with 
dFMR1 protein). Another gene, Drosophila lethal giant larvae 
(dlgl), was isolated in a genetic modifier screen as a dominant 

suppressor of the rough eye phenotype of flies overexpressing 
dFMR1.46 Dlgl is a cytoskeleton-associated protein associated 
with the partitioning/atypical PKC (PAR) complex involved in 
cellular polarity.47 Subsequent experiments have demonstrated 
genetic interactions between dFMR1 and members of the PAR 
complex,46 indicating that dFMR1 functions in a variety of differ-
ent complexes and demonstrating that the genetic approaches in 
Drosophila can be used to identify novel functional partners of 
dFMRP.

What are the electrophysiological phenotypes disrupting the 
FMR1 gene? Synaptic activity can cause alterations in connectiv-
ity between neurons resulting in long-lasting changes in synaptic 
strength. The best known of these changes are long-term potentia-
tion (LTP), an activity-dependent strengthening of the synaptic 
connections, and LTD, an activity-dependent depression of syn-
aptic connectivity.48 LTP and LTD are not single phenomena, but 
rather consist of various types that utilize different mechanisms. 
LTD can be separated into a form that requires activation of post-
synaptic N-methyl-D-aspartate (NMDA) receptors and one that 
requires activation of postsynaptic metabolic glutamate receptors 
(mGluRs).49 mGluR-dependent LTD requires rapid translation of 
postsynaptic proteins. In addition, activation of mGluRs also 
induces translation of FMRP. Thus it seemed likely that mGluR-
dependent LTD would be reduced in FMR1 mutants. Surprisingly 
though, LTD was enhanced in FMR1 knockout mice, suggesting 
that induction of FMRP functions to modulate LTD by inhibiting 
excess protein synthesis caused by mGluR activation.50,51 If this 
is the case, inhibition of mGluR activity might be expected to 
suppress the phenotypes of FMR1 mutants.

Evidence supporting the mGluR theory of fragile X has 
recently been obtained from behavioral studies in Drosophila.
Male dFMR1 null mutants court virgin females less actively than 
wild-type males.52 This decreased courtship can be rescued by 
feeding flies mGluR inhibitors. Furthermore, when male flies are 
exposed to and attempt to court previously mated females, they 
are continually rejected and over time, decrease their attempts at 
courtship.2 This is a learned behavior and both learning and 
memory can be quantified by measuring the number of courtship 
attempts that a male makes at various time points after courtship 
conditioning. Learning occurs normally in dFMR1 null flies such 
that nulls learn to reduce their attempts at courtship upon condi-
tioning, similar to wild-type fl ies.53 However, short forms of 
memory, within 1 h after conditioning, are defective in dFMR1 
null flies and they resume courtship attempts much earlier than 
wild-type flies. Feeding flies mGluR inhibitors during adulthood 
rescues this memory defect, supporting the idea that increased 
mGluR activity may be responsible for the cognitive defects asso-
ciated with fragile X syndrome.53 It will be interesting to deter-
mine whether feeding flies mGluR inhibitors also decreases 
expression of futch, profilin, and Rac1 in dFMR1 mutants, possi-
bly linking mGluR activity, cytoskeletal remodeling, and behav-
ior. It is particularly hopeful to note that feeding flies mGluR 
inhibitors during adult stages improves their cognitive activity, 
suggesting that acute drug treatment may function in human 
patients as well.

ALZHEIMER’S DISEASE
Alzheimer’s disease (AD), the most common cause of senile 

dementia in the human population, is characterized by two patho-
logical phenotypes: accumulation of extracellular plaques con-
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sisting of aggregated amyloid β peptides, and accumulation of 
aggregated tau protein into intracellular neurofibrillary tangles.54

The relationship between plaques and tangles is still unclear, but 
both are associated with progressive neurodegeneration.

b-AMYLOID MODELS Amyloid β (Aβ) peptides are gener-
ated by sequential cleavage of the amyloid precursor protein 
(APP), first by the β-site APP-cleaving enzyme (BACE) and sub-
sequently by the γ-secretase enzyme.55 In familial forms of 
Alzheimer’s disease (FAD), mutations have been identified in the 
APP gene, and in the presenilin 1 and presenilin 2 genes, which 
encode components of the γ-secretase enzyme. Due to heterogene-
ity of γ-secretase cleavage, at least two peptides, Aβ40 and Aβ42,
are generated, of which Aβ42 is considered more toxic.56 FAD 
mutations are associated with increased levels of Aβ40 and Aβ42
or with an increased ratio of Aβ42 to total Aβ.

Several Drosophila transgenic lines useful for the study of 
Aβ-induced neurotoxicity have been developed. Lines overex-
pressing human APP, Drosophila presenilin with FAD-associated 
mutations, and human BACE are available. Using these lines, 
Greeve et al.57 have shown that expression of APP in the Dro-
sophila eye causes an age-dependent neurodegeneration in pho-
toreceptor cells that is enhanced upon coexpression of presenilin 
and suppressed by reduction of endogenous presenilin. APP over-
expression causes an age-dependent appearance of large globular 
deposits of Aβ, which can be accelerated by coexpression of pre-
senilin. Also, expressing APP, BACE, and presenilin under actin 
promoter control results in semilethality that can be suppressed 
by raising flies on food supplemented with either BACE or γ-
secretase inhibitors.57

Iijima et al.58 used transgenic flies directly expressing secreted 
forms of Aβ40 and Aβ42. While expression of both peptides 
caused age-dependent learning defects, expression of Aβ42 but 
not Aβ40 caused age-dependent neurodegeneration, shortened life 
span, progressive locomoter defects, and diffuse amyloid depos-
its. Crowther et al.59 extended these results by demonstrating that 
feeding Aβ42 flies MK-801 or Congo Red extends their life span 
and ameliorates neurodegeneration. Congo Red is an azo-dye that 
binds to Aβ42 in vitro and has been shown to inhibit aggregation. 
MK801 is an inhibitor of the NMDA glutamate receptor. It 
is unclear how MK801 extends the life span of Aβ42 flies, but 
it may function similarly to mamantine, a glutamate antagonist 
that has been shown to slow progression of Alzheimer’s disease. 
Furthermore, Crowther et al.59 demonstrate rough eye phenotypes 
in Aβ42 flies suggesting a quick screening method for 
isolating mutations and compounds that affect Aβ-mediated
neurodegeneration.

TAUOPATHIES Alterations in the microtubule-associated 
protein tau have been implicated in a number of neurodegenera-
tive diseases, collectively known as tauopathies, including AD, 
progressive supranuclear palsy, and frontotemporal dementia.60

Tauopathies are characterized by the accumulation of abnormally 
phosphorylated forms of tau that aggregate into paired helical fi la-
ments (PHF) and cytoplasmic inclusions known as neurofi brillary 
tangles (NFTs). Formation of NFTs parallels the progression and 
anatomical distribution of neuronal degradation in tauopathies, 
suggesting that tau aggregation plays a role in neurodegeneration 
in these disorders.61 A Drosophila model for tauopathy was devel-
oped by overexpressing wild-type human tau or tau mutated at 
sites associated with early onset dementia.62 Overexpression of 
both wild-type and disease associated forms of tau cause an 

expression level-dependent shortening of the fly life span. Short-
ened life span is associated with neurodegeneration and increased 
tau phosphorylation, although NFTs are not observed in the fl y 
models.62

Using this model system, modifiers of tauopathies were identi-
fi ed using both forward and reverse genetic techniques. Expres-
sion of tau specifically in Drosophila eyes results in a 
dose-dependent rough eye phenotype.63,64 In a forward genetic 
screen for suppressors and enhancers of this phenotype, the major 
class of modifiers identified involved kinases and phosphatases, 
consistent with the idea that abnormal phosphorylation of tau 
leads to decreased association with microtubules and increased 
aggregation.64 In a reverse genetic approach, a major kinase 
known to be involved in tau phosphorylation, GSK3β, encoded 
by the Drosophila gene shaggy (sgg), enhances the tau rough eye 
phenotype when overexpressed, and suppresses the phenotype 
when mutated.63 Moreover, antibodies that specifically recognize 
a phosphorylated form of tau unique to PHFs show a dramatic 
increase in phosphorylated tau upon cooverexpression of sgg.
While PHFs are not observed upon overexpression of tau alone, 
PHFs are observed when sgg is cooverexpressed with tau.63 Inhib-
itors of apoptosis suppress tau-induced neurodegeneration.

Most substrates must be prephosphorylated by other kinases at 
nearby sites before they can become efficiently phosphorylated 
by GSK3β. Is there a priming phosphorylation required before tau 
is phosphorylated by GSK3β? Reverse genetic experiments by 
Nishimura et al.65 indicate that Par-1, a homolog of the mamma-
lian MARK kinase that regulates microtubule dynamics and neu-
ronal differentiation, phosphorylates tau. Prior phosphorylation 
by Par-1 is required before downstream phosphorylation can 
occur by kinases including GSK3β (Figure 15–1C).

Although presenilins are generally thought to function in 
Alzheimer’s disease by cleaving APP to produce cytotoxic Aβ
peptide, a novel model proposes that presenilin may also function 
to regulate phosphorylation of tau. In support of this model, it has 
recently been shown that loss of presenilin drastically enhances 
the rough eye phenotype of flies overexpressing tau.66

In another approach, Drosophila has been used to identify the 
in vivo effects of genes identified in other organisms as possible 
tau interactors. Puromycin-sensitive aminopeptidase (PSA) was 
identifi ed as a gene upregulated in the cerebellum following over-
expression of a dominant mutated form of tau associated with 
frontal temporal dementia.67 Since the cerebellum is particularly 
resistant to tau-dependent neurodegeneration, increased PSA 
expression was proposed to function in a protective manner. This 
was verified using Drosophila where it was shown that loss of 
function of PSA enhances the rough eye phenotype caused by 
overexpressed mutant tau.67 Overexpression of PSA suppresses 
the phenotype. It was further determined that PSA functions to 
degrade tau in vivo and in vitro. This approach illustrates the 
effi cacy of using Drosophila to test the in vivo phenotypes of 
biochemical connections identified in other species.

PARKINSON’S DISEASE
Parkinson’s disease (PD), the second most prevalent human 

neurodegenerative disease, results in movement disorders, 
tremors, and muscle rigidity due to the selective loss of dopami-
nergic neurons. Pathological phenotypes associated with PD 
include the formation of Lewy bodies and Lewy neurites, protein 
inclusions containing α-synuclein, and ubiquitin.68–70
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While PD is generally sporadic, mutations associated with 
familial forms have been characterized, leading to the identifi ca-
tion of the a-synuclein gene.71 Although an obvious Drosophila
α-synuclein homolog has not been identified, a Drosophila
model of PD was developed using transgenic flies expressing 
wild-type and mutant human α-synuclein.72 Development and 
eclosion of transgenic flies occur normally. However, an age-
dependent and specific loss of dopaminergic neurons was observed 
in transgenic flies, indicating that high expression of α-synuclein
can cause PD. In addition, α-synuclein aggregates that strongly 
resemble human Lewy bodies are observed in aged transgenic 
fl ies.72 Furthermore, an age-dependent loss of locomotor activity 
is greatly enhanced in transgenic flies. These phenotypes demon-
strate significant similarities between the human disease and the 
fl y model.

In addition to α-synuclein, at least five other genes have been 
linked to familial forms of PD and analysis of these genes sug-
gests that two pathways may be involved in disease pathogene-
sis.73 Parkin, which encodes an E3 ubiquitin ligase that directs 
proteins to be degraded by tagging them with ubiquitin, and ubiq-
uitin carboxy-terminal hydrolase L1 are components of the ubiq-
uitin proteosome system (UPS). DJ1 and PINK1, Pten-induced 
putative kinase 1, are involved in mitochondrial function. Although 
parkin loss-of-function mutants have been reported to have mito-
chondrial defects, direct interaction between the genes involved 
in the UPS and mitochondrial function have been lacking until 
recent results in fl ies.

Recently, several groups have generated PINK1 mutant fl ies, 
either null mutants74,75 or reduced activity mutants using RNAi.76,77

PINK1 mutants are, in general, viable, but have reduced longevity. 
They also suffer energy depletion, male sterility, and an age-
dependent muscle degeneration associated with impaired 
mitochondrial function. In addition, an age-dependent loss of 
dopaminergic neurons is generally observed.74,76,77 These pheno-
types are similar to those observed in parkin mutants78 and indeed 
reducing PINK1 expression results in reduced parkin levels.76

Furthermore, overexpression of parkin dramatically restores 
PINK1 loss-of-function phenotypes, parkin;PINK1 double 
mutants do not have more severe phenotypes than single mutants, 
and overexpression of PINK1 does not restore the defects of a 
parkin mutant.74–76 These results indicate that parkin and PINK1 
function in a common pathway with PINK1 functioning upstream 
to control parkin expression (Figure 15–1D). It will be of signifi -
cant interest in the future to include the other four genes associ-
ated with familial PD in epistasis experiments in order to further 
elucidate the pathway or pathways involved in Parkinson’s 
pathology.

Studies in Drosophila have facilitated the identification of 
possible therapeutic targets to combat PD. Auluck and collegues79

have shown that overexpression of HSP70, a stress-response 
chaperone that functions in refolding misfolded proteins, sup-
presses the neurodegeneration seen in α-synuclein flies (Figure 
15–1D). Furthermore, the drug geldanamycin, which blocks the 
activity of HSP90, a negative regulator of stress response genes, 
also prevents neurodegeneration.80 Overexpressing Pael-R, a 
putative G-protein- coupled transmembrane protein, causes it to 
form insoluble aggregates and leads to endoplasmic reticulum 
stress and loss of dopaminergic neurons. Pael-R is degraded 
through ubiquitination by parkin.81 Thus upregulation of stress 
response/chaperone pathways may be a useful therapeutic strat-

egy for treatment of PD. Reducing PINK1 activity in the 
Drosophila compound eye results in ommatidial degeneration, 
which can be suppressed by expressing the human SOD1 antio-
xidant gene or by feeding flies either vitamin E or SOD1 protein, 
both of which have antioxidant activity.77 Also, overexpression 
of the fl y Bcl2 gene, which functions to inhibit apoptosis and is 
involved in protecting mitochondrial integrity, suppresses many 
of the phenotypes of PINK1 mutants.74 These results suggest that 
Drosophila models of PD have great potential in identifying 
factors or compounds that may be used in the treatment of the 
disease.

SUMMARY AND FUTURE DIRECTIONS
Drosophila have proven to be particularly well suited as a 

model organism for human cognitive and age-dependent neuro-
degenerative diseases as shown by the five disease models dis-
cussed in this chapter. This is likely due to several factors including 
the high degree of conservation between Drosophila and mammals 
with respect to memory formation, aging, neuronal development, 
and neurite guidance. In addition, these diseases all affect funda-
mental cellular processes such as cAMP/PKA signaling, transla-
tion, and protein misfolding and aggregation. As long as processes 
are this conserved, flies will continue to be extremely useful in 
elucidating pathways involved in disease progression and identi-
fying therapeutic targets for drug screening.

Constructing Drosophila models of diseases is relatively 
straightforward. The Drosophila genome has been fully sequenced 
and, importantly, many P-element transposon lines and many 
genomic deletion lines exist. When a human disease is caused by 
mutations that result in reduced expression or loss of function of 
a gene, the Drosophila homolog can be readily identified and 
mutations in this homologous gene can be rapidly made by impre-
cise excision of nearby P-elements or by other mutagenic tech-
niques. Reducing expression using RNAi is also commonly used. 
When disease pathology is caused by a dominant mutation or by 
increased accumulation of a gene product, transgenic Drosophila
can be easily made that can be used to overexpress the gene of 
interest in a variety of tissues. This approach can even work when 
the gene of interest has no obvious homolog as seen in the case 
of overexpressing α-synuclein in a Drosophila Parkinson’s disease 
model.

Once a disease model has been made, a major advantage of 
using Drosophila is that it is amenable to genetic screening for 
genes that can enhance or suppress the disease phenotype when 
either mutated or overexpressed. Large-scale unbiased screens of 
this nature are not practical in mammals. Even when genes encod-
ing candidate interacting proteins are known, the large number 
of available mutants in Drosophila and the short generation time 
that facilitates the rapid construction of transgenic lines makes 
Drosophila an ideal choice in which to study genetic interactions. 
Furthermore, the ability to introduce many compounds into 
Drosophila through feeding allows for the rapid screening of 
large libraries of compounds for those that alter a disease pheno-
type. Of course, genes, genetic interactions, and compounds 
identifi ed through Drosophila models will have to be confi rmed 
using mammalian systems, but the use of Drosophila as an initial 
screen has the great advantage of rapidly identifying strong 
candidates.

Similarities between Drosophila and mammals suggest that in 
addition to the successes in studying specific diseases, Drosophila
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may be useful in the study of less well characterized aging effects. 
Recent advances in medicine and healthcare have led to increases 
in human life expectancy. A consequence of this has been an 
increase in the incidence of neurodegenerative diseases. However, 
normal age-related memory impairment (AMI), not associated 
with neurodegenerative diseases, is also becoming a major 
concern. What are the causes of AMI? Are the mechanisms 
involved in AMI the same as those involved in neurodegenerative 
diseases? How can AMI be treated? Recent results indicate that 
Drosophila also suffer a quantifiable and reproducible AMI.82

Although large-scale screening of memory in aged-fly popula-
tions is challenging, identification of mutants or compounds that 
accelerate or suppress AMI should be feasible. In addition, com-
pounds and mutations that suppress neurodegenerative diseases 
or extend the life span can be tested for their effects on AMI. Thus, 
Drosophila will continue to be a vital model system for the study 
and treatment of human diseases.
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ABSTRACT
In addition to the economic benefits honey bees provide 

through pollination and honey production, this species is an 
important model system that provides insight into many areas of 
biomedical science. With a long history as a subject of studies of 
social behavior, learning and memory, and immunology (due to 
the allergens in their venom), the honey bee is emerging as a 
major model for phenotypic plasticity, development and aging, 
circadian rhythms, muscle metabolism and behavioral genomics. 
Sequencing of the honey bee genome revealed that honey bees 
share many genes and biochemical pathways with humans, thus 
opening new avenues of research. Biomedical research with 
honey bees benefits from this species’ well known physiology, the 
tractability of its natural behaviors both in and out of the labora-
tory, a fully sequenced genome with accompanying suite of cel-
lular and molecular tools, and a large interactive community of 
basic and applied researchers. Only Drosophila rivals the honey 
bee as an insect model system for biomedical research.

Key Words: Apis mellifera, Social behavior, Learning, 
Development, Aging, Muscle physiology, Circadian rhythms, 
Venom, Neurobiology, Olfaction, Genetics, Genomics, 
Beekeeping.

INTRODUCTION
Depicted in Spanish cave paintings dating from 6000 bc, the 

honey bee has long provided pollination of crops and numerous 
benefi cial products including honey, wax, and propolis for human 
usage. Today the honey bee is also a well-established medical 
model for memory and learning, odor perception, behavioral plas-
ticity, behavioral development, sociality, exercise metabolism, 
and aging. In addition, honey bee venom proteins have been the 
focus of many studies in immunology and protein biochemistry.

With a rich research literature containing more than 5000 refer-
ences on honey bee evolution, behavior, physiology, and genetics 
dating back to the early 1800s, the honey bee model system is 
(1) the focus of a large interactive research community with basic 
and applied perspectives, (2) has well-described ecologies, natural 
behaviors, and phylogenies, (3) is well characterized with respect 
to natural genetic variation, associated phenotypic variation, and 
the evolutionary forces maintaining such variation, and (4) and 
has a sequenced experimentally tractable genome.1 In fact, honey 
bees like Drosophila share many genes and biochemical pathways 

with humans,2 suggesting many additional uses for this model 
system will soon emerge.

HONEY BEE NATURAL HISTORY
Honey bees are members of the insect order Hymenoptera, 

which includes approximately 100,000 species of sawflies, wasps, 
ants, and bees. The order Hymenoptera is one of 11 orders of 
holometabolous insects, those that undergo a metamorphic molt 
to reach their adult phenotype. Honey bees (Apis mellifera) live 
in large colonies usually containing one egg-laying queen and her 
progeny, some 20,000–40,000 nonreproductive female “workers,” 
and 200–300 male “drones.” Females, queens and workers, arise 
from fertilized (diploid) eggs laid by the queen. Diploid eggs 
become queens or workers depending on the cell in which they 
are laid and whether the resulting larvae are fed royal jelly or 
worker jelly by the bees performing brood care. In contrast, males, 
known as drones, arise from haploid unfertilized eggs. This system 
is known as haplodiploidy.3 Male and female larvae undergo a 
series of larval stages followed by pupation and a full metamor-
phosis within a cell in the honeycomb. Emerging from the cell as 
fully formed adult bees, female workers undergo a form of behav-
ioral development termed “temporal polyethism,” moving through 
a series of behaviorally defined life history stages in an age-
related fashion.4

BEEKEEPING STOCKS AND TOOLS
As of the year 2000, it was estimated that honey bee pollination 

adds as much as 14.6 billion dollars per year to crop productivity 
in the United States alone.5 The important role of the honey bee 
in pollination means that beekeeping courses, equipment, and 
stocks of honey bees are easily obtained. To work with the bees 
a beekeeper will want a bee veil, bee gloves, and sturdy shoes at 
the minimum. Full bee suits with integrated veils and elastic at 
the ankles are a popular choice. A smoker to create cool smoke 
to control the bees, a hive tool, and a bee brush are also necessary. 
Each hive consists of a stand to keep the hive off the ground, two 
standard movable frame hive boxes (Langstroth hives), a bottom 
board, a queen excluder, smaller hive boxes (called supers) for 
the honey, and an inner cover, and a top cover. Individual bee-
keepers may vary in their use of the queen excluder and inner 
cover but they are standard parts of the hive. All pieces of equip-
ment and hive parts are available premade from standard beekeep-
ing suppliers (see the Appendix). Each colony will forage in an 
area a few hundred meters to 6 km around the hive. Thus, a bee-
keeper must ensure there is sufficient forage for a colony as well 
as a local water supply. Protection from wind and morning sun is 
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also desirable. Finally, there are the bees themselves, which can 
be bought as a small hive (called a “split” or “nuc”) or as a 
package (essentially a swarm in a container) to be placed in your 
equipment. Both of these can be bought with or without a queen, 
but will need to be picked up as neither the postal service nor any 
private carriers will deliver them. However, queens can currently 
be purchased and sent through the mail (see the Appendix).

There are numerous additional beekeeping tools that research-
ers sometimes find useful, although often for unintended uses. 
For example, the queen excluder can be used to modify the hive 
entrance. Then regular workers can exit but workers with attached 
raised tags that increase their size, known as “big-backed” workers, 
are confined to the hive. This manipulation can keep some 
members of a group of bees that are motivated and flight capable 
from flying to test the role of flight activity in physiology, neuro-
biology, or subsequent behavior.6 Likewise, pollen traps that are 
meant to allow a beekeeper to collect bee gathered pollen, in the 
hands of the researcher, become tools to limit the amount of pollen 
coming into a colony. Because pollen is the only source of protein, 
this manipulation can be used to set up nutritional differences 
between colonies.7 Similarly, cages typically used to introduce a 
new queen into a colony can be used to introduce groups of treated 
individuals.

Bees suffer from a number of parasites and diseases (bacterial, 
viral, and fungal). Beekeepers typically treat prophylactically for 
some of these and after the fact for others.8 Many of the treatments 
are controlled as insecticides, so individual researchers will have 
to check to see which are legal for the state where they are located. 
The destructive force and spread of the varroa mite (Varroa
destructor) has led to a renewed interest in integrated pest man-
agement and bee breeding. Various nonchemical solutions for 
varroa treatment such as rotating drone pupae and using screened 
bottom boards have been shown to decrease mite loads.9,10

Although additional chemical treatments are available, beeswax 
retains many chemicals and the long-term hopes of the honey bee 
community to combat varroa, other parasites such as the small 
hive beetle, and diseases rest on the development of new strains 
of bees.

There are currently no isogenic lines of bees available. The 
behavioral and physiological qualities of a colony of bees are 
determined by the identity of the queen and the drones with which 
she mated. Virgin queens and male drones mate in the air at 
“drone congregation areas” that tend to be highly stable over 
time.11–13 The price of a breeding queen depends on whether she 
was naturally mated, allowed to mate freely in nature with local 
drones, or artificially inseminated. Most beekeepers buy naturally 
mated queens, but if you require specific genotypes many queen 
breeders can produce custom inseminated queens for experiments. 
Instrumentally inseminated queens can cost up to 20 times as 
much as naturally mated queens, but give the researcher control 
over genotype. Courses in instrumental insemination are also 
available at Ohio State University (see the Appendix).

All commercially available honey bees in the United States are 
of the same species, Apis mellifera, mostly developed from the 
Italian ligustica strain, but scientists at the U.S. Department of 
Agricultrue (USDA), Universities, and commercial breeders have 
bred strains with various qualities in addition to the original ligus-
tica qualities of fecundity, gentleness, and honey production. The 
Buckfast strain, one of the oldest and still available strains, was 
originally selected in part for resistance to tracheal mites. Other 

stocks available include the lighter colored Cordovan bees (also 
called Golden Italians). They are more golden and have brown 
rather than black bands. The gold color serves as a natural genetic 
marker. In contrast, Carniolan bees are darker colored and are 
bred for being winter hardy and producing lots of bees quickly 
with the onset of spring. Russian bees imported and tested at the 
USDA appear to have resistance to varroa mites, tracheal mites, 
and chalkbrood, a fungal disease.14 Another strain developed at 
the USDA known as SMR (suppressed mite reproduction) and/or 
VSH (varroa sensitive hygiene)15 and the strain developed at the 
University of Minnesota by Dr. Marla Spivak known as Minne-
sota Hygenic bees also exhibit increased resistance to the varroa 
mites. The Minnesota Hygenic bees are also well known for their 
resistance to foulbrood.16,17 Other breeders have developed popular 
mite-resistant strains, but not all have scientifically tested the 
performance of those strains. In addition, some breeders offer 
queens resulting from combinations of these strains.

RESEARCH TOOLS AND MANIPULATIONS
A critical and widely used manipulation to discriminate age 

vs. behavioral effects during honey bee behavioral development 
is the use of single-cohort colonies (SCCs) to induce precocious 
foraging.18–20 SCCs made entirely of newly emerged bees use 
skewed colony age demography to dissociate worker age and 
behavior. The lack of older workers in the hive causes about 10% 
of the bees in a single cohort colony to forage precociously, 
usually at 7–10 days of age.19,21,22 In a typical colony older bees 
work outside the hive as foragers while younger bees would work 
inside the hive, while foragers and hive workers are the same age 
in an SCC. Critically, SCCs allow the observation and collection 
of same-aged bees performing different tasks. SCCs initially yield 
young (precocious) foragers and young (typical age) hive bees, 
and after a few weeks, old (typical age) foragers and old (over-
aged) hive bees. If all of the bees caring for brood in the hive are 
removed, a percentage of the members of the foraging force 
will revert to hive tasks including brood care (now a “reversion 
colony”). These individuals have been foragers and are the same 
age as the colony’s foragers but now are behaviorally and physi-
ologically at an earlier developmental stage.23

In addition to SCCs, honey bee researchers have invented a 
number of other manipulations that increase the usefulness of the 
honey bee as a model system. Of course the best known of these 
is the ability to train bees to specific feeding stations, individual 
markings, and observation hives as used by von Frisch24 and his 
students in his Nobel Prize winning work on the honey bee waggle 
dance. Using cohorts of known age bees, as for an SCC described 
above, researchers can set up colonies with specific multiple-aged 
cohorts25 to look at the role of age in socially mediated effects on 
behavior and physiology. As is the case for many other animals, 
honey bees can be cross-fostered26 to separate the role of genotype 
from that of developmental environment. Colonies containing 
adult workers of mixed genotypes can also be made to investigate 
the genotypic influences on any number of individual and colony 
traits.27,28

Physical characters of bee colonies can be manipulated in 
many ways to facilitate data collection such as adding modifi ed 
entrances to remove pollen,29 collect dead bees,30 lengthen the 
entrance to increase flight distance, or mark and/or capture bees 
individually as they leave or return.31 The role of the queen and 
her pheromone secretions have been investigated using colonies 
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where the queen’s genotype differs from that of the workers or 
where the queen is removed and her presence simulated with 
pheromone.32 Additionally, bee behavior and physiology have 
been manipulated with numerous pharmacological treatments33

and exposure to pheromones34 and other odors.35

The honey bee model system also has a number of neurobio-
logical, physiological, and cellular tools. Honey bee brain neuro-
anatomy has been studied since the mid-1800s36,37 and a bee brain 
atlas was recently completed.38 Changes in the neuropil volume, 
dendritic arborization, and neurochemicals in both the mushroom 
bodies and antennal lobes of the honey bee brain occur in concert 
with behavioral development and its associated changes in 
physiology.39–42

In addition to anatomical studies of the honey bee brain, the 
functional role of individual types of cells, brain areas, receptors, 
and channels is increasingly being studied.43,44 For example, the 
biogenic amine receptors, the cholinergic, GABAergic, and glu-
tamatergic pathways in the central brain, and the subesophageal 
ganglion of the honeybee have all been well described.34,45,46 Elec-
trophysiological recordings and voltage clamp, in situ hybridiza-
tion and immunocytochemistry are all well-established techniques 
for use in honey bees.47–53

Although there are many well-established insect cell lines 
derived from the fruit fly, house fly, and flesh fl y,54–57 honey bee 
cell lines are not yet available. Honey bee neurons have proven 
to be especially amenable to short-term culture43,45,58–61 supporting 
studies of ion channels, receptors and neurotransmitters, and 
neurophysiology. Hemocytes (circulating immune system cells), 
antennal cells, and embryonic cells have also been cultured for 
short time periods.62–64 Recently, embryonic cells taken from 36- 
to 40-h-old honey bee eggs have been cultured for as long as 
3 months,65 suggesting that the production of honey bee cell lines 
is not far off.

Transgenic bees have been created by incorporating DNA con-
structs into sperm used for instrumental insemination of queens. 
Transgenic lines produced in this way have been maintained for 
up to three generations. One drawback to this technique is that 
the construct did not appear to be integrated into the genomic 
DNA.66 Chimeric bees have been created by transplanting embry-
onic cells into other embryos.67,68 Although larval honey bees 
are typically reared in individual cells by the adults in the colony, 
in vitro rearing of embryonic and larval bees to adulthood is 
well established for toxicity studies on larvae and studies of caste 
determination.69–76 Thus, with the ability to create chimeras in 
addition to the sequencing and annotation of the honey bee 
genome, the honey bee system is poised to pursue detailed studies 
of gene expression and biochemical pathways involved in pheno-
typic canalization and plasticity, development of genetic knock-
outs/knockins, and additional advances in honey bee breeding.

Several recent studies have effectively used RNA interference 
to disrupt gene expression. Injection of double-stranded RNA 
(dsRNA) into the neuropil of the antennal lobe disrupted expres-
sion of octopamine receptors at a level that decreased with dis-
tance from the injection site and length of time postinjection. 
Disruption of octopamine signaling decreased olfactory acquisi-
tion and recall in an operant conditioning task but did not disrupt 
olfactory discrimination.77,78 Injection of dsRNA into the hemo-
coel via the intraabdominal segments decreased levels of vitello-
genin, a storage protein, in the bees’ hemolymph (blood). dsRNA 
injected into eggs also disrupted vitellogenin gene function across 

development.79 Similarly, injection of the dsRNA encoding the 
E30 homeobox motif into preblastoderm stage embryos disrupted 
homeobox gene function producing embryonic phenotypes similar 
to those observed in the Drosophila engrailed mutants.80 In 
another developmental study, Beye and colleagues disrupted 
sexual differentiation by suppressing csd expression in larvae that 
had developed from eggs injected with dsRNA for the part of the 
csd gene that is thought to be an SR-type protein.81

SOCIAL BEHAVIOR
Honey bees live in complex and cohesive societies character-

ized by “eusociality.” Much like our own societies, generations 
overlap, there is cooperative care of young and importantly 
division of labor including reproduction.3,82 Honey bee social 
behavior is studied both at the level of the individual and the level 
of the colony, often described as a “superorganism.” 3,82,83 Studies 
of social behavior have focused on social control of behavior, 
individual response thresholds, physiology and group behavior, 
network dynamic models, communication, group decision making, 
the molecular basis of sociality, physiological control, colony 
need, and timing of response.67,21,84–91 The following sections 
discuss some specific types of social behavior in more detail.

AGING AND BEHAVIORAL DEVELOPMENT
Worker bees perform several different tasks in the hive during 

the first 2–3 weeks of adult life, including brood care (“nursing”) 
and hive maintenance, and then shift to foraging for nectar and 
pollen outside the hive for the remainder of their 5- to 7-week 
life.4 Social interactions signaled by a pheromone pace the rate of 
adult worker bee behavioral development via the actions of juve-
nile hormone.21,92–94 But juvenile hormone (JH) is not required for 
foraging behavior. Workers lacking JH following removal of the 
corpora allata (the sole source of JH) on the first day of adult life 
still become foragers but at older ages; this delay is eliminated 
with hormone replacement.95 Adult behavioral development also 
varies with a colony’s genetic background and is sensitive to 
factors such as weather, season, parasite infestation, and colony 
nutritional status.18,22,27,96–99

In times of colony need individual workers can develop more 
rapidly, in essence aging faster, to become precocious foragers. 
Similarly, if the colony loses many of its middle-aged workers, 
foragers can revert to earlier behaviors and their physiology also 
returns to more youthful states.23,100 This socially mediated behav-
ioral plasticity makes the honey bee a unique model for the physi-
ology of aging.

As honey bees switch from in-hive tasks to foraging, they 
transition from constant exposure to the controlled homogeneous 
physical and sensory environment of the hive to prolonged periods 
in a far more heterogeneous environment outside the hive. Within 
the hive there is little light and the workers actively keep the 
temperature at 33–35°C by contracting their fl ight muscles and 
keep the humidity near 70%.4 Foraging outside the hive occurs at 
air temperatures between 10 and 50°C 101 and exposes workers to 
wind, rain, and increased predation. The physiology of honey bees 
also changes as they age and move from nonflying tasks in the 
hive to flight-intensive foraging behaviors. For example, hypo-
pharyngeal glands regress and produce enzymes for processing 
nectar instead of brood food, body mass decreases, body water 
content increases,and, as we describe in detail below, juvenile hor-
mone levels and metabolic and flight capacity increase.4,16,102–107
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In addition, more complex spatial and sensory information than 
that encountered in the hive must be integrated to successfully 
forage.31,108

Microarrays developed from a honey bee expressed sequence 
tag (EST) database2 have revealed different patterns of gene 
expression in forager vs. nurse brains independent of age.109

Among the genes differentially regulated between behavioral 
groups are those with strong sequence matches to annotated Dro-
sophila genes important in axiogenesis, cell adhesion, and intra-
cellular signaling. In the latter class is foraging (for), a previously 
identifi ed cGMP-dependent protein kinase whose pharmacolo-
gical activation causes precocious positive phototaxis and 
pre cocious foraging.33,110 Similarly, a recent macroarray study 
demonstrates higher expression levels for genes involved in signal 
transduction, ion channels, neurotransmitter transport, trans-
cription factors, plasma membrane proteins, and most cell adhe-
sion proteins in foragers as compared to newly emerged bees, 
suggesting plasticity and remodeling of neurocellular properties 
during aging and/or behavioral development in honey bees.111

Most adult honey bee workers live 3–6 weeks during spring 
and summer and up to 8 months if they emerge from metamor-
phosis in late fall and overwinter in the hive.4,112,113 Bees that 
overwinter have higher levels of vitellogenin in the hemolymph, 
lower JH, and overall higher protein reserves.112 Honey bee life 
span is determined by the onset of foraging; the earlier in life a 
worker becomes a forager, the sooner she dies.114–117 As foragers 
age, the time required to collect food from a feeder at a known 
distance increases118 and bees often return to the hive with only a 
partial load of nectar due perhaps to decreased flight ability.119

Mechanistically, life span appears to be limited by foraging-
induced damage to the flight apparatus. This damage includes 
physiological/biochemical impairment of the flight muscle and 
mechanical damage including the loss of wing surface area due 
to wing wear.114,120,121 The amount of physiological and mechani-
cal damage is directly related to the amount of flight, independent 
of age. As foragers age, they lose the ability to synthesize glyco-
gen. Bees that make more flights per day exhaust their glycogen 
reserves and reach the point where glycogen synthesis breaks 
down sooner.114,120,121

In contrast, queen honey bees are quite long lived, typically 
living 1–3 years, but may live as long as 8 years.4,113 Queen bees 
make one to several mating flights a few days after they emerge 
from the cell where they completed metamorphosis. The only 
other time a queen will fly during her entire lifetime is during 
colony reproduction or swarming.4,113 Queens appear to age more 
gracefully than workers at the molecular level as well. Expression 
of most antioxidant genes decreases with age in queens but 
not workers.122 The relatively short life span of worker bees in 
contrast to the longer life span of queens suggests that bees 
may be particularly well suited to investigations of the cellular 
mechanisms underlying individual differences in the rate of 
aging.123

CIRCADIAN RHYTHMS
The onset of foraging also marks a transition from relatively 

constant arrhythmic activity to diurnal activity patterns. As worker 
bees age, they develop a circadian rhythm,124,125 but their behav-
ioral rhythms are task dependent. Workers who are caring for 
brood, nurses, work around the clock while workers who forage 
work only during the day.126 These behavioral rhythms are socially 

mediated—foragers that have reverted to brood care lose their 
behavioral rhythmicity.100 Honey bee circadian rhythms are 
entrained by cycles of both light and temperature and act to coor-
dinate foraging behavior with appropriate flight temperatures, sun 
compass navigation, and the timing of visits to specific fl oral 
sources with nectar availability.127 Foraging age bees are posi-
tively phototactic. Phototaxis is modulated by the honey bee for-
aging gene (Amfor), which encodes a cGMP-dependent protein 
kinase (PKG). Increases in PKG activity cause precocious forag-
ing and are correlated with increases in positive phototactic 
behavior.9 As in other animals, honey bee circadian rhythms are 
infl uenced by Period gene expression in the brain.125,128 However, 
the mechanism underlying the plasticity in behavioral rhythms 
and its relationship to the circadian rhythm are unknown.100

Circadian rhythms may also be important for the physiological 
support of foraging behavior. JH titers in foraging bees are con-
sistently higher than those of bees working in the hive, even on 
their first foraging fl ight.129,130 Increased JH titer causes degenera-
tion of the hypopharyngeal glands and a shift from producing 
brood food to production of α-glucosidase, amylase, and glucose 
oxidase, the enzymes needed to process nectar into honey.4,105,131

High JH titers also promote degradation of the fat body and con-
sequent decreases in hemolymph vitellogenin, the most common 
storage protein in the hemolymph.132 As brood food is high in 
protein, decreases in fat body and hemolymph vitellogenin levels 
further mark the switch from a bee well suited to caring for young 
to a bee well suited for flying, carrying heavy loads (in relation 
to body size), and processing nectar. In addition, there is a diurnal 
rhythm in JH titer in foragers that is not present in preadult bees.129

Interestingly, the timing of the diurnal peaks in JH titer matches 
the timing of the peaks in period mRNA expression with the 
highest titers during the mid-subjective night.125,129 However, it 
appears that JH titer does not influence diurnal locomotor activity 
as allactectomy has no effect on circadian locomotor rhythm, nor 
does treatment of young bees with methoprene, a JH analog, 
accelerate the onset of circadian behavior.133

It may be that the high titers and diurnal rhythms of JH support 
foraging physiology directly. In other insects, JH affects muscle 
properties directly influencing muscle maturation134 and initiating 
muscle degeneration and ovarian development in postdispersing 
insects in preparation for reproduction.135–137 JH also affects both 
cellular and whole animal metabolism. Allatectomized honey bee 
foragers have lower metabolic rates and are flight deficient com-
pared to controls. However, this difference is abolished with treat-
ment with the synthetic JH analog methoprene.138

LEARNING AND MEMORY
Experience-dependent changes in neural architecture and func-

tion may reflect changes in information processing and sensory 
thresholds in response to the greater complexity of foraging tasks 
relative to hive work. Honey bee foragers make use of visual, 
auditory, and olfactory information while locating flowers, assess-
ing the sugar content of the nectar, communicating the quality and 
location of the food to other foragers, and repeatedly navigating 
between the hive and food sources.4

To support the complex task of foraging, olfactory sensitivity, 
learning ability, and volume of the neuropil of the mushroom 
bodies, associative brain areas involved in memory consolidation, 
increase as bees switch from in-hive to out-of-hive tasks.40,108

Increased cholinergic signaling in the mushroom bodies is coin-
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cident with the foraging bees increased interaction with the world 
and increased mushroom body neuropil.41 Field tests of honey bee 
learning make use of our ability to train honey bees to a food 
source, which the bees then communicate to new recruits via the 
waggle dance, thus in effect “teaching” other bees where to fi nd 
food by reporting what has been learned.24 A large body of litera-
ture suggests that foraging, recruitment via the waggle dance, and 
subsequent navigation to the food source require complex cogni-
tive abilities including a compass sense, learning the local area 
and landmarks during orientation flights providing a detailed map, 
path learning, path integration, and higher order integration of 
these processes and redundancy of cues to enable foraging even 
in poor conditions.108,139,140 These experiments continue to suggest 
that even with a small brain bees can be “smart.”

In the laboratory, honey bee learning is investigated using the 
Proboscis Extension Reflex (PER) assay, a classical conditioning 
associative learning paradigm. Honey bees naturally extend their 
proboscis when receptors on the antennae are stimulated by 
sucrose, naturally found in nectar, to taste the food. In the PER 
assay restrained bees are taught to associate an odor with the food 
and learn to extend the proboscis in the presence of the odor.141,142

These studies have shown that bees can learn simple associations, 
context, categorization, and discrimination, even performing suc-
cessfully in reversal learning and negative patterning tasks.58

Because the bee is immobilized with the head, antennae, and 
mouthparts easily accessible, researchers can gain direct access 
to the brain to measure physiological correlates of learning during 
conditioning.58,143 The octopaminergic VUMmx1 neuron of the sub-
esophageal ganglion carries the information along the olfactory 
pathway from the antennal lobes to the mushroom bodies.143 Like-
wise, downregulating VUMmx1 octopamine receptors using RNAi 
impairs learning.77 In addition to the role of cholinergic signaling 
described above, olfactory memory processing in the mushroom 
bodies and antennal lobes relies on cAMP-dependent phosphory-
lation via protein kinase A (PKA) and the Ca2+/phospholipid-
dependent phosphorylation by protein kinase C (PKC), similar to 
other model systems.33,144,145 Similar to vertebrate systems, gluta-
mate signaling in the mushroom bodies facilitates memory stabi-
lization.146 Exposure to toxins such as pesticides can interrupt 
PER-based learning and may become an important tool for inves-
tigating sublethal effects of pesticides or environmental toxins.72

The relative simplicity of the honey bee brain combined with 
powerful tools to study learning and physiology and the natural 
behavioral richness of the species probably owing to its high 
degree of sociality suggest that honey bees will continue to serve 
as a valuable model for studies of learning and memory.

MUSCLE METABOLISM
Honey bee flight muscles are very similar in structure and 

function to vertebrate skeletal muscle except that metabolism is 
completely aerobic, using only carbohydrates for fuel, and each 
muscle is composed of a sign fiber type.147–151 In the honey bee, 
fl ight muscle metabolism accounts for over 90% of O2 consump-
tion during fl ight.148 Honey bees possess an asynchronous fl ight 
muscle (AFM). Unlike synchronous muscles (which like typical 
striated muscles have a 1 : 1 ratio of neural stimuli to contractions 
with contraction initiated by intracellular calcium release and 
terminated by calcium uptake by the sarcoplasmic reticulum), 
AFMs show an approximately 1 : 10 ratio of neural stimuli to 
contractions. Neural stimulation in AFM releases intracellular 

calcium, which removes thin filament inhibition, but the cross-
bridges themselves are activated by stretch and deactivated by 
sarcomere shortening. AFMs are stretched by thoracic deforma-
tion caused by contraction of antagonistic muscles, and this 
mechanical feedback keeps AFMs contracting over many cycles.152

The large power-producing AFMs are controlled by a set of small 
synchronous muscles that produce little or no power but are 
capable of rapid and finely graded responses to neural stimuli.153,154

Troponin-T is the tropomyosin-binding protein of the calcium-
regulated troponin complex of striated muscle. As bees move 
from hive work to foraging, the troponin-T expression increases 
along with aldolase and the antioxidant protein superoxide 
dismutase.115

Adult honey bees are unable to fly during the first day follow-
ing adult emergence, yet within 2 weeks generate spectacular rates 
of metabolism and aerodynamic power (up to 0.8 W g−1 and 
0.2 W g−1, respectively)155 that enable later work outside the hive, 
traveling up to 8 km from the hive and carrying loads equivalent 
to their body mass during foraging and undertaking. The develop-
ment of flight ability generally occurs in two distinct periods, the 
fi rst being the 3–4 days following adult emergence and the second 
typically at 14–21 days postemergence during the transition from 
hive work to foraging. Day-old bees that are physically agitated 
(a manipulation generally assumed to induce maximal metabolic 
capacity) can generate metabolic rates of only 0.1 W g−1 and are 
isothermic with the surrounding air. Hovering 2-day-old bees 
have metabolic rates approaching 0.3 W g−1 and are more endo-
thermic; coincident with the increase in metabolic capacity of 
young bees are dramatic increases in thoracic pyruvate kinase 
and citrate synthase activities as well as thoracic glycogen 
levels.103,114,156–158

Such biochemical changes should in theory greatly increase 
fl ux capacity through the citric acid cycle and the rate of NADH 
and FADH2 recycling. Flight metabolic rates, thoracic enzyme 
levels, and thoracic glycogen levels remain relatively constant 
over the 1- to 3-week period when the bees work within the hive. 
Then, at the onset of foraging (14–21 days postecolosion) there 
is an approximate 15% increase in agitated flight metabolic rate, 
coincident with an approximate doubling of thoracic glycogen 
levels.156,157,159,160 In fact, flying honey bees have the highest 
aerobic metabolic rates ever measured in any animal, between 100 
and 120 ml O2 g−1 h−1. These values are 3-fold higher than hovering 
hummingbirds and 30-fold greater than human athletes undergo-
ing maximal aerobic exercise.161–164 Thus, in the honey bee mecha-
nisms for resisting oxidative damage may be highly specialized 
and critically important. When combined with the ability to 
manipulate age, behavior, aerobic expenditure, oxidative stress, 
functional senescence, and life span independently, the exceed-
ingly high rates of aerobic capacity suggest that the honey bee 
may be a superior exercise model.151,165

HONEY BEE VENOM
In the United States, 40–50 people die each year from systemic 

reactions to stings from Hymenopteran insects, most often due to 
anaphylactic reactions to stings from vespid wasps commonly 
known as yellow jackets.166 Severe anaphylactic reactions can 
result in permanent hypoxic brain damage, myocardial infarction, 
and death.167 After a systemic reaction, a patient diagnosed with 
an insect sting allergy is given immunotherapy over a period of 
months starting at low doses and building up to a maintenance 
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dose, which is continued at 4–6 week intervals for as much as 5 
years. Semirush protocols (giving multiple doses each week for 
several weeks) and rush protocols (where all doses are given on 
a single day) have been developed. These faster protocols carry 
some additional risk of adverse reaction relative to the conven-
tional protocol.102,168,169

Cross-reactivity to different Hymenopteran venoms is observed 
in half of the patients with allergic reactions to wasp or bee 
stings.101,170 In addition to species-specific proteins, Hymenopteran 
venoms contain a number of conserved cytolytic and cytotoxic 
compounds including phopholipases (A1 in bees and A2 in wasps), 
hyaluronidases, and acid phosphatases.171,172 Cross-reactivity has 
been ascribed to immune responses to shared hyaluronidase epit-
opes and production of IgE specific to the carbohydrate side 
chains of the glycoproteins.67,68,71,100 Melittin (Api m 4), Api m 6, 
and the recently identified icarpin are honey bee-specific aller-
genic proteins.167,173,174

Many of the components of honey bee venom have specifi c 
cellular targets and concomitantly stimulate the immune system. 
The bee-specific protein melittin acts by disrupting the cell mem-
brane and activating phopholipases, calmodulin, and arachadonic 
acid release175 and may also prove to be a useful molecule to target 
tumor cells, similar to phospholipase A2.176 Effects of bee venom 
may be somewhat cell specific. Bee venom appears to be more 
destructive to renal cells, inducing vasoconstriction, nephrotoxic-
ity, and rhabdomyolysis, possibly resulting in renal failure.177

Possible uses of venom components, individual differences in 
reactivity, reactivity of special groups such as beekeepers, test 
accuracy, and therapy safety and efficacy are ongoing foci of 
research in this area.168,178

Finally, there has been a renewed interest in apitherapy with 
therapeutic stinging touted to help everything from arthritis to 
multiple sclerosis. Most of the research in this area has occurred 
in the area of traditional Chinese medicine. In many of these 
studies bee stings or diluted bee venom are applied to traditional 
acupuncture points. Several studies suggest that bee venom 
therapy effectively reduces inflammation and induces analgesia 
in rodent models, but many of these studies were methodolo-
gically fl awed.179 However, two randomized controlled studies 
suggest that bee venom therapy can be useful for rheumatoid 
arthritis and osteoarthritis in the knee joint.180–182 The outcomes 
for patients with multiple sclerosis are not so hopeful. To date, in 
the only randomized controlled study of the use of bee venom 
therapy to ameliorate symptoms of the disease, bee stings were 
not any more effective than no therapy at all.183 There has also 
been a renewed interest in the wound-healing properties of honey 
and the antiinflammatory properties of propolis.184 As the public’s 
interest in complementary and alternative medicine continues to 
increase, this will likely continue to be an active area of 
research.

CONCLUSIONS
Research with insect models continues to suggest that many 

neural, hormonal, and molecular mechanisms are evolutionarily 
conserved across a broad range of taxa. A truly integrative 
approach to biomedical problems requires understanding the 
genetic, physiological, and social/ecological mechanisms and 
their interactions. With a combination of a sequenced genome, 
well-described natural history including ecology, social behavior 
that rivals our own in complexity and development, as well as a 

large, interactive community of researchers with a variety of tools 
to manipulate all aspects of honey bee biology, the honey bee will 
continue to be a highly tractable and interesting medical model 
system for a long time to come.

APPENDIX
BEEKEEPING EQUIPMENT

Beesource: includes lists of suppliers, plans for building 
equipment, and other useful information.

http://www.beesource.com/
A.I. Root, one of the oldest beekeeping families and 

supply companies in America, established in the 1800s 
and publisher of Bee Culture.

http://bee.airoot.com/beeculture/index.htm
Dadant & Sons, another beekeeping supply company 

established in the 1800s and publisher of The Am 
Bee J.

http://www.dadant.com/
Mann Lake Ltd: another large beekeeping supplier with a 

very informational website.
http://www.mannlakeltd.com/
Walter T. Kelly: beekeeping supplies, U.S. maker of honey 

extraction equipment.
http://www.kelleybees.com/

QUEEN BREEDERS For local breeders in your area, your 
best sources of information in the United States are the two major 
beekeeping magazines: The Am Bee J and Bee Culture.

Glenn Apiaries: sells instrumentally inseminated breeder 
queens.

http://members.aol.com/queenb95/catalog.html#anchor
2391365

Ohio Queen Breeders: another source for instrumentally 
inseminated queens.

http://www.ohioqueenbreeders.com/
Rothenbuhler Honey Bee Lab at Ohio State University: 

information, equipment, and training in instrumental 
insemination from Sue Cobey.

http://www174.pair.com/birdland/Breeding/II.html

MORE INFORMATION

Cyberbee, a site with lots of practical information and 
links to bee research around the world, maintained by 
Dr. Zachary Huang at Michigan State University.

http://www.cyberbee.net/
Cornell University Master Beekeeper Program: informa-

tion, news, master beekeeping courses, directions for 
making creamed honey.

http://www.masterbeekeeper.org/
State Apiarist Directory, contact information for each 

state’s Apiary Inspector. http://www.mda.state.mn.us/
ams/apiary/directory.htm

American Association for Professional Apiculturists, 
professional association and source of management 
information.

http://www.entomology.umn.edu/aapa/index.htm
USDA Beltsville, MD Beelab, includes information for 

submitting samples for testing. http://www.barc.usda.
gov/psi/brl/brl-page.html
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USDA Baton Rouge, LA Beelab, home of the SMRD 
breeding project.

http://msa.ars.usda.gov/la/btn/hbb
USDA Tuscon, AZ Beelab.
http://gears.tucson.ars.ag.gov/
USDA Welasco, TX Lab.
http://weslaco.ars.usda.gov/
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17 Establishing and Maintaining a Xenopus
laevis Colony for Research Laboratories

PUNITA KOUSTUBHAN, DEBRA SOROCCO, AND MICHAEL S. LEVIN

ABSTRACT
This Chapter describes in detail the construction and mainte-

nance of a Xenopus laevis colony. It covers Xenopus husbandry,
facility design and construction, necessary maintenance protocols, 
and monitoring/disaster recovery procedures. Facility compo-
nents and management protocols described within this chapter are 
based on our experience with the frog colony at The Forsyth 
Center for Regeneration and Developmental Biology as well as 
the information obtained from many other investigators. The 
system described in this chapter is AAALAC accredited and pro-
vides a steady supply of embryology-quality eggs and ensures 
excellent water quality and adult frog care. This information is a 
complete guide, allowing a new investigator to begin work with 
this powerful model species that has resulted in profound advances 
in developmental, cell, and cancer biology.

Key Words: Xenopus laevis, Frog, Developmental biology, 
Colony, Husbandry, Protocols.

INTRODUCTION
There are numerous advantages that steer investigators toward 

this South African clawed frog as a vertebrate model.1 Xenopus
laevis embryos develop externally allowing observation through-
out all stages of development. Frog eggs are large and the devel-
oping embryo is visible making them an excellent research model. 
A tremendous number of cell, molecular, genetic, and develop-
mental biology techniques have been developed for Xenopus and 
this model has been used in more than 33,000 papers in Medline 
as of 2006. Xenopus has been in practical use since at least the 
1940s, once being a popular diagnostic tool for human preg-
nancy.2–5 An excellent practical resource for embryonic work with 
Xenopus is Sive et al.,6 and standard atlases provide extremely 
detailed information on embryonic development in this species.7,8

The zoology of Xenopus tadpoles is covered in McDiarmid 
and Altig.9 As a result, the Xenopus model system has contributed 
to both classical and modern breakthroughs in developmental 
and evolutionary biology, ethology, neurobiology, regeneration, 
endocrinology, toxicology, and cancer biology.

Xenopus is a convenient and powerful model for vertebrate 
biology. However, a wide variety of husbandry methods is used, 
with little standardization.10–14 Current frog laboratories utilize 
techniques inherited from a previous mentor (and anecdotal sug-

gestions abound in the community), but the task of designing, 
building, and maintaining a thriving frog colony is very daunting 
and time-consuming to the beginning investigator who needs to 
set up this model system from scratch. In the absence of such 
specifi c protocols and construction details, it is estimated that it 
took us over a year of hard work, from the opening of the new 
laboratory to the ability to routinely do embryo experiments. This 
chapter is presented in the hopes that we can radically shorten this 
time period for new investigators, and lower the barrier for others 
to become involved in the use of this model system.

This chapter provides most of the necessary information, pro-
tocols, considerations, and materials lists to run a facility. We give 
general advice where possible, but the specific details are taken 
directly from our running habitat at the Forsyth Center for Regen-
erative and Developmental Biology, where we have been using 
Xenopus to understand the biophysical control mechanisms of 
laterality, spinal cord regeneration, and eye development.15–23 This 
chapter is intended to provide all of the information necessary to 
build and operate such a system. The lessons learned through the 
years of practical experience and discussions with the Xenopus
community resulted in what we believe to be a very successful 
system. Our laboratory obtains large number of excellent embryos 
every week, with no seasonal variability.

Because our goal is to provide specific and detailed infor-
mation on a working system, we do not give details on the con-
struction of other types of habitats. A wide range exists in the 
community, and many people run successful colonies with stand-
ing tanks (in contrast to our flow-through system). We have found 
our system to be a good choice for a medium-sized laboratory, 
but there are many other ways to keep Xenopus.24–26 The key 
principle is to build an environment conducive to very happy and 
healthy frogs, which is the best way to ensure high-quality eggs 
for any research program. In this chapter, we describe the optimal 
setup, but some aspects of it can be simplified if necessary to 
minimize cost.

FACILITY DESIGN AND COMPONENTS
PLANNING AND CONSIDERATIONS FOR DESIGN The 

fi rst step is to make decisions on how the embryos will be used 
in the program. If Xenopus usage is low, the investment in a 
complex flow-through system may not be justified. In such cases, 
simple standing tanks or even purchasing females on an as-needed 
basis may be good alternatives. However, given the cost of good-
quality Xenopus females (∼$40), and the fact that a single female 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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should rest for 3–4 months between uses, a medium to large-sized 
laboratory will find it cost-effective to maintain the kind of facility 
described here. The expense should also be considered in terms 
of materials for the initial construction, supplies, and labor costs 
for maintenance. As a rough guideline, maintenance of this facil-
ity requires a minimum of 20 h per week. A dedicated technician 
who is available at least 30 h a week (including extended holidays 
and unpredictable emergency efforts) is ideal. The facility needs 
human attention daily, but when everything is working well, 
weekend attendance is not required. In general, the most crucial 
factor is the human element: it is essential to have a smart techni-
cian, preferably with experience in animal care and a dedication 
to their well-being, and to restrict access to the colony to as few 
individuals as possible. Establishing continuity of expert attention 
to the facility is the only way to ensure efficient and trouble-free 
operation. A commitment of at least 1 year is a minimum when 
choosing a technician. A skilled technician can learn to perform 
the day-to-day maintenance and monitoring in about 2 months. 
Becoming an expert in some of the rarer procedures and espe-
cially in handling crises (mechanical and biological) takes signifi -
cantly longer.

The availability of the following nearby (especially making 
sure they are willing to make house calls on a time scale of 1–2 
days) will prove very useful: an aquatic animal veterinarian, a 
company to do aquatic habitat plumbing, and a company provid-
ing water purification technology). The system we describe below 
services a laboratory in which five postdoctoral fellows utilize the 
frog embryo almost exclusively. It is sufficient to provide 16 frogs 
per week on a 365 days/year continuous cycle, which is enough 
for Xenopus experiments 4–5 days out of the week. Some of the 

costs associated with establishing this facility from scratch are 
shown in Tables 17–1–17–6. Also to be taken into account are 
space considerations; a room at least 600 ft2 in area is needed, and 
if possible, all of the plumbing and pumps should be located in a 
separate, adjacent room to allow plumbers and other personnel to 
work without impacting the facility itself (also reducing the sig-
nifi cant ambient noise for the technician maintaining the colony). 
Costs may be conserved by relying on ambient air temperature 
and water quality provided by the building instead of the water 
purifi er and chillers we describe below. However, it has been our 
experience that in the long run, this is not cost effective because 
building air conditioning and water quality controls are rarely 
suffi cient for a healthy colony, regardless of their offi cial 
specifi cations.

OVERVIEW OF A FLOW-THROUGH X-MOD SYS-
TEM Good water quality is central to managing a frog colony. 
Any toxins or major fluctuations in water chemistry will cause 
physiological changes eventually leading to disease and reducing 
embryo quality even if adults do not seem obviously affected. 
This facility is designed to eliminate these sources of stress, and 
provide exceptional care for the frogs. As a rule, one frog per 
gallon (3.79 liters) is the optimum population density, however, 
there are other factors to consider when housing X. laevis.
It is important that there is enough surface area available for 
the frogs to be able to rest on the bottom without touching 
any other frogs. Another important task is to calculate whether 
the biological filter and other components in the recirculating 
system, such as the carbon and particulate filters, are large 
enough to handle the amount of waste material generated by the 
frogs.

Table 17–1
Estimate of facility design and installation costs

Item description Vendor Part number Price estimate

Frog facility design and install Marine Biotech, Inc. X-MOD System $40,000 (2001)
Water chillers Marine Biotech, Inc. N/A  $2,600 (2001)
Water polishing system Hydro Service & Supplies Picopure 2 UV Plus  $3,400 (2001)
Supply cart, nets, buckets, ladder, 

digital thermometer, etc.
Aquatic Ecosystems Varies   $500 (2001)

Monitoring system Electromechanica, Inc. N/A  $7,500 (2002)
Web camera Veo Observer V700000   $160 (2002)
Total ∼$54,000

Table 17–2
Spare partsa

Item description Vendor Part number Price estimate

Small UV (25 W) Aqua Ultraviolet A20025 $58
Large UV (40 W) Aqua Ultraviolet A20040 $68
UV sleeves Aqua Ultraviolet A10025, A10040 $70, 80
Air pump Hailea LT24 $170
Large water pump March TE-6T-MD $250
Reservoir pump March BC-3C-MD $190
Ultrameter pH/ORP probe Myron-L RPR $137
Total $1023

aAll items were purchased through Marine Biotech, Inc. circa 2001.
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Table 17–3
Water chemistry start-up costs

Item Vendor Part number Price

Water meter Myron-L Ultrameter 6P $733
Calibration buffers Myron-L pH 4, 7, 10; conductivity KCl-1800 

(1 qt); pH/ORP storage sol. (1 gallon)
$16/each
$58

Alkalinity test kit Aquarium Systems TF-700a $11.34
General and carbonate hardness test kit Nutrafin (Hagen) A-7830a $4.50
Freshwater test kit (NH3, NO2) Marine Enterprises CA-10a $11.98
Nitrate kit (NO3) Marine Enterprises CA-11a $9.35
Freshwater carbon (20 lb) Kent Marine, Inc. N/A $70
Particulate fi lter Spawarehouse.com FC1460 $39
Prefi lter pads 20 × 20 inches Marine Biotech, Inc. N/A $3.75 × 12
Alkaline buffer (1 kg) Seachem CD508183b $14.99
1µm filter (polishing) Marine Biotech, Inc. FLTR0364 $26.25
Acid buffer (1 kg) Seachem CD923118b $14.99
Sea salt (∼50 lb) Instant Ocean 16881b $31.99
Cichlid lake salt (3.2 kg) Seachem CD922923b $42.99
Equilibrium salts (600 g) Seachem CD900009b $7.19
Biofi lter bacteria Fritz Pet Products Fritz-Zyme Turbo-start 700b $81.30 × 2
Sanaqua (16 oz) Novalek 33246–16 floza $7
Total ∼ $1350

aManufacturer part numbers, as distributed through Marine Biotech, Inc.
bPart numbers from DrsFosterSmith.com, the distributor from which we purchased these materials.

Table 17–4
Frog colony start-up costsa

Description Vendor Catalog number Quantity Price

Males Nasco LM00715M (male) 12 @ $21 $252
Wild-type females Nasco LM00531M (pig) 12 @ $31 $372
Albino females Nasco LM00531A (alb) 12 @ $36 $432
Frog chow (5 lb) Nasco SA05960 (LM) 1 $16
Oxytetracycline (50 g) Sigma O-5875 1 $102
Stresscoat (16 oz) Xenopus Express SC 1 $10
Levamisole HCl (10 g) ICNb 15522810 1 $32.50
Total $1200

aWe recommend increasing the population slowly, to allow the biofilter enough time to colonize, 
equalize, and handle increased waste loads.

bThis item is ordered through Fisher Scientific as catalog number NC15522810.

Table 17–5
Operational costs and consumables

Description Cost

Utilities (electricity/water/HVAC) Varies with overhead
Water polishing system service contract $3000/year
Water chemistry additives $120/month
Cleaning agents (pipe cleaners, scrub mitts, solvents) Varies
Filtration (prefilter, 1 µm, particulate, carbon) $70/month
Frog brittle (for 200 frogs) $16/month
Male frogs (36/year, $21/each) $756/year
Medications (oxytetracycline, levamisole, stresscoat) $144/year
Technician salary $30,000/year
Total annual cost $38,094
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Table 17–6
Time commitment

Task Hours

Daily water chemistry 2.5 h/week
Feeding/cleaning 5 h/week
System maintenance 4 h/week
Troubleshooting 1 h/week
Technical training period ∼1 month
Annual technician hours 650 h/year

Described below is a recirculating housing system (Figure 
17–1) known as an X-MOD (Marine Biotech), designed to hold 
many aquatic animals in a clean environment. One major feature 
of this facility is that if any of the electrical/mechanical compo-
nents stop functioning, the frog tanks automatically stabilize as 
static containers with a constant water level. Thus, this system can 
handle emergencies lasting for about 2 days (after which wastes 
build up and algae growth becomes a problem). The design incor-
porates three racks. Each rack has two rows of clear, polycarbon-
ate tanks. There are six 75.8-liter tanks on each rack. Every tank 
has a securable lid with holes drilled in it allowing airflow at the 
surface of the tank. At the center of a tank, there are inner and 
outer tubes that are designed to drain water and particles out of 
the tank while preventing the frogs from being pulled into the 
drain tubes. The water leaves the tank along a pipe that connects 
to the return pipe in the sump draining over a polyester filter pad 
into the sump. There are two sumps labeled “sump 1” and “sump 
2.” Both sumps are connected by an “equalization” pipe, which 
allows water flow from sump 1 to sump 2. There are three racks 
in the 10 × 16-foot room. The room has tiled walls and a tiled 
fl oor with two floor drains. Our design accommodates 275 frogs 
comfortably.

Fluorescent lights connected to an automatic timer regulate 
photoperiod. The lights are mounted on the ceiling in between the 
racks. The timer is set on a 12 : 12 day : night cycle and the frogs 
receive a consistent light cycle year round (the room contains no 
windows). Full spectrum lights may be used and are often sug-
gested, but we have achieved excellent results with fl uorescent 
lighting. It is questionable whether the additional wavelengths 
provided by full-spectrum bulbs can penetrate the water to any 
depth.

In their native habitat, South African clawed frogs rest on the 
bottom of dark ponds, under leaves or in logs, so naturally they 
do not like bright lights. Keeping the lights dim and providing the 
frogs’ tank with large PVC pipes enable the frogs to have a 
welcome hiding place. Indirectly, it also discourages the growth 
of nuisance algae. Many frog facility managers are incorporating 
behavioral enhancement into animal protocols due to mounting 
evidence that environmental enrichment promotes well-being and 
health.27,28 The tank walls are covered with black plastic sheets 
that are taped to the back and sides of each tank to provide a 
“cave-like” environment.

The logic of water flow in the system is shown in Figures 17–2 
and 17–3A. Our tanks are maintained at a flow rate of 6 gallons 
per minute (GPM). This works out to a system turnover rate of 
about once every 22 min or approximately three full circulations 
per hour. These racks have flow meters measuring flow rate in 
GPM, and use simple ball valves to adjust the flow to the racks. 

Each tank has its own spigot to regulate water flow, which is used 
to turn off the water supply to an individual tank or control the 
water flow during feeding, cleaning, or quarantining frogs. Exces-
sively strong water flow contributes to frog stress by irritating 
their sensitive lateral line system; water flow should be monitored 
daily.

A 0.5-horsepower pump drives water through the circulation 
loop. It is placed before the filtration series to maximize water 
pressure across the filters. All of the filters have an automated 
pressure gauge. The pressure gauge from each piece of equipment 
is also connected to an automated monitoring system (see below). 
Routine inspection and maintenance of filters and following a 
weekly cleaning protocol keep the water pressure constant 
throughout the system.

As water flows into each tank (Figure 17–3B), debris is swept 
toward the drain tubes; the outer tube allows water and debris to 
enter at the base, but creates a barrier between the frogs and 
the actual drain. Heavy debris accumulates at the bottom, while 
smaller particles are carried into the inner drain tube and down 
the drain. Two valves beneath each tank control the direction of 
tank water; one controls flow to the floor drain while the other 
recirculates the water. By default, we keep the system drain valve 
closed and the recirculation drain valve open. The only time to 
switch would be to temporarily switch the orientation of both 
valves simultaneously to clear debris, especially after feeding, or 
to close both drains and shut off the water flow when quarantining 
frogs. All of the tank wastewater is collected into two central 
wastewater pipes that empty onto prefilter assemblies over the 
sumps.

FILTRATION COMPONENTS OF AN X-MOD SYS-
TEM Filtration occurs at several levels in the frog facility. We 
will begin by looking at what happens in each frog tank, and then 
follow the flow of water through the recirculating system. As 
water flows into each tank, debris is swept toward the drain. The 
outer grated tube allows water and debris to enter at the base while 
creating a barrier between the frogs and the actual drain. Heavy 
debris accumulates at the bottom, while smaller particles are 
carried into the inner drain tube and down the drain. Two valves 
beneath each tank control whether the wastewater goes back into 
circulation (to the sump) or out the floor drain to a sewer. The 
system drain valve is kept closed and the recirculation drain valve 
is open unless the tank is being drained during quarantine or 
cleaning.

The prefilter assembly is composed of a polycarbonate housing 
that holds prefilter pads supported by a PVC grid underneath. 
Polyester prefilter pads provide the first level of mechanical fi ltra-
tion by capturing solid debris and allowing wastewater to drain 
through the grid to the biofilter in the sump below. Beneath the 
prefi lter assembly is a sump with a separator for biofilter media 
(we use KaldnessTM bioballs). The biofilter (Figure 17–4) removes 
toxins released from decaying organic matter and metabolic by-
products using a two-step biochemical reaction. The KaldnessTM

media greatly increases the surface area available for nitrifying 
bacteria colonization. Nitrifying bacteria and seeding the sumps 
are discussed in the section on Water Quality. An air pump attached 
to a perforated PVC manifold provides bubbles to continuously 
move and thus aerate each biofi lter.

The wastewater from each sump is diverted into the bead fi lter 
(Figure 17–5A), The X-MOD has a Hayward ProTM series bead 
fi lter containing 1 ft3 (55 lb) of Perm-BeadsTM. Not only does the 
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Figure 17–1. (A) A schematic of the FCRDB Xenopus laevis facil-
ity. Probes reporting to the online monitoring system are shown on 
Rack 1, Other components such as the RO-DI polishing system, 
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indicate water flow through the system. (B) Xenopus laevis facility. 
A photograph of a three-rack system. Filters and chiller barrels are 
located below the middle rack against the back wall. Not shown are 
the holding tank and water purification equipment.
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Figure 17–2. Schematic of water flow through the X-MOD system 
The water flow through the X-MOD system starts with the system 
pump, which drives water through the bead filter, the particulate fi lter, 
and the carbon filter, to thoroughly remove large particles and con-
taminants. The water passes through the UV sterilizer and the chiller 

barrels. The tanks are designed so that water is gently drawn toward 
the center of the tank pulling in debris and flushing out of the tanks 
down the pipe. The pipes are all connected and wastewater from the 
tanks ends up in the sump. A prefilter pad catches large particles.
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Water in-flow valve

Water level set by
height of inner pipe

Debris is swept 
into drain holes

of outer pipe

This valve is kept
closed, because it
diverts waste water

to floor drain

This valve is left open
to circulate waste

water back to filters

B

C

Figure 17–3. (continued) (B) Diagram of an individual tank (A). 
This diagram illustrates the design of each frog tank. Water pressure 
from the pump forces water into each tank, as controlled by the water 
in-fl ow valve. Excess water flows into the holes at the base of the 

outer pipe, and drips down the drain inside the inner pipe. The current 
created from the water flow draws wastewater and debris. (C) A chain 
of male frogs sitting on top of a PVC tube provided for enrichment.
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bead filter break up debris, assisting with the mechanical fi ltration 
component of the system, but it is also a major part of the biologi-
cal filter. The Perma-BeadsTM in the bead filter provide surface 
area for the bacteria to colonize and are almost indestructible. 
They have a unique oval shape that keeps water flowing and 
reduces clumping while breaking up debris and breaking down 
toxins. Most of the nitrification takes place in the bead fi lter. 
Often this bead filter will become loaded with frog waste 
material, so it is important to constantly monitor the pressure and 
backwash if it exceeds the proper pressure rating. In the absence 
of a pressure gauge, backwash after feeding or at least three times 
a week to keep the beads fluid and keep water flowing throughout 
all filter components. Follow the individual manufacturer’s 
instructions if purchasing a bead filter from anyone other than 
Hayward Pro.

The particulate and carbon filters are the final step in mechani-
cal filtration (Figure 17–5B). Together these filters remove smaller 
particles (particulate filter) and any colors or odors (activated 
carbon) as they exit the bead filter. These filters require changing 
at least once a month, or whenever there is a significant rise in 

pressure. A decreased flow rate through the frog tanks could indi-
cate the need to change the particulate filter. When changing the 
particulate and carbon filters, turn off the pump and close the 
pump intake valve. Open the waste drain valve to drain the par-
ticulate and carbon filters. If using a CFR50 model, unscrew the 
valve on top releasing the pressure inside the chamber. Holding 
the yellow lever down, unscrew the large plastic band, firmly grip 
the lid, and pull it off. Once the chamber is open, slide the fi lter 
out to remove and replace it. When finished, reassemble the 
chamber, open the water valves, start the pump, and be sure to 
check for leaks. To service filters other than the Jacuzzi CFR50 
free-standing carbon filter follow the manufacturer’s instructions 
to properly remove and replace the fi lter.

The final filtration step is a 40-W sterilizing ultraviolet (UV) 
bulb, with an intensity of 100,000 µW·sec/cm2. The UV light 
targets any microorganisms circulating in the system water. When 
servicing the unit, inspect the O-rings and seals for degradation 
and promptly replace worn parts. Follow the manufacturer’s 
instructions concerning changing the bulb. In this facility, the 
bulbs are changed annually. Be sure to use gloves when handling 

Figure 17–4. Photo of a biofilter with Kald-
ness media The tank on the left contains Kald-
ness media or “bioballs” made of PVC. The 
bioballs provide adequate surface area for the 
growth of beneficial bacteria. The particles in 
this biofilter are continuously aerated by a pow-
erful air pump. The tank on the right is one of 
the sumps, and the wires are connected to the 
WebDaq probes that continuously monitor water 
quality.

Figure 17–5. The filters. (A) Bead filter; (B) particulate filter and carbon filter with pressure gauges.
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the UV bulb and quarts sleeve. Any residue or dirt left on the bulb 
will reduce the effectiveness of the UV sterilizer. Always have an 
extra supply of quarts sleeves and a UV bulb in stock in case of 
an emergency.

The water leaves the UV sterilizer and passes through the 
chiller barrels, cooling the water before entering the tanks. Tem-
perature in our facility is maintained between 17.0˚C and 18.5˚C. 
Although these frogs can tolerate a wide range of temperatures, 
keeping the water at 18.0˚C will ensure excellent egg quality29

and healthy frogs. The X-MOD system is equipped with a chiller 
to maintain water temperature, which results in good egg quality 
throughout the year (avoiding the “Summer downtime” seen in 
many Xenopus laboratories). Our chiller system uses a combina-
tion of outdoor air supplementation as well as conventional refrig-
eration. An outdoor air-cooled chiller regulates water temperature 
in the winter and a mechanical water-cooled chiller controls it in 
the summer. This “hybrid” system saves energy and reduces wear 
on the chiller barrels. We set a 1˚C temperature differential 
between the activation settings on each chiller. The primary chiller 
remains active at 1˚C above desired temperature, and the backup 
chiller activates only if the temperature rises an additional degree 
or the primary chiller malfunctions.

WATER QUALITY
Water is the main determinant of health in the system. When 

building a facility, the main concern is to avoid distress and 
disease; investing in a polishing system exclusively for purifying 
incoming water for the frog facility is imperative.30 Our institution 
provides the building with reverse osmosis deionized (RO-DI) 
water by passing municipal water through a series of sand, carbon, 
reverse-osmosis, and deionization membranes. The RO-DI water 
is held in a large storage tank on the roof of our building. Although 
this water is RO-DI and appears pure, there are many sources of 

contamination in the old pipes that can change the quality of the 
water needed for the facility. Public water systems in the United 
States use chlorine and/or chloramine as a disinfectant. Chlorine 
can be removed by aerating the water, but chloramines are per-
sistent, requiring either chemical agents or carbon filtration for 
neutralization. Chloramine is a combination of ammonia and 
chlorine, and can directly enter the bloodstream of aquatic animals, 
slowly poisoning them. If you choose to use chemical neutralizing 
agents, you must monitor both ammonia and chlorine levels as 
each are released into the water after chloramine breakdown. 
There are many other dissolved substances with unknown 
effects on water chemistry that can impair the health of the colony. 
These substances include metals, minerals, dissolved gases, and 
organics, to name a few. Only a well-maintained water purifi ca-
tion system will be able to effectively remove these harmful 
substances.

A resistivity meter displays the purity level of the water as it 
is drawn into the facility from the building’s supply. The reading 
varies anywhere between 5 and 20 megohms (MΩ) and changes 
throughout the day. These readings are not consistent and indicate 
the variable presence of unknown dissolved ions and chemicals 
in the water flowing through the pipes to the facility. One major 
concern is that buildings’ RO-DI systems are periodically fl ushed 
with harsh sterilization chemicals, which could contaminate the 
frog water and cause problems that are impossible to trace. The 
institutional RO-DI water is sterilized by the dedicated polishing 
system. This ensures that there are no contaminants introduced to 
the holding reservoir.

The frog facility’s polishing system (Figure 17–6) consists of 
an activated carbon tank, a resin tank, two ultraviolet sterilizing 
lamps, and an ultrafilter cartridge. When the frog facility is not 
actively drawing water, the purifying system continuously recir-
culates in a loop so that there are no stagnant water pockets in the 

Pressure
regulator

mediates water
flow to prevent
pump overload

Polished RO-DI
water (18 Mohm)

flows into frog
system reservoir

as needed

Resistivity
Meter

U V 2

Ultra filter

Recirculation loop
maintains DI tank

integrity and
prevents salt
pulses from

reaching reservoir

Deionizer

Carbon

U
V
1

Recirc.
Pump

Water
Usage
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RO-DI water
(~10 MOhm)

travels by gravity
from house system

to frog facility

Figure 17–6. Schematic of a water polishing 
system The polishing system is necessary to 
purify water before it enters the holding reservoir. 
It is imperative to maintain the highest quality and 
standard of water. The water that is gravity fed to 
our facility from the building’s water system on 
the roof passes through the water-usage meter, 
which records the amount of water entering the 
frog system in gallons. The water is driven by a 
small pump, through a UV sterilizer and a carbon 
tank, and then finally deionized as it passes 
through a resin tank. The water keeps recirculat-
ing through this loop until it is drawn into the 
frogwater reservoir as needed. As soon as the 
level in the holding tank drops (when it is drawn 
by the system for a daily 10% exchange), water 
is drawn through a UV sterilizer and “ultrafi lter” 
trapping bacteria/particulates before filling. A 
resistivity meter was installed to monitor this 
system and to ensure the water is ∼18.0 MΩ
before entering the reservoir.
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two tanks. When the water is ready to be drawn, it passes through 
the ultraviolet (UV) sterilizer and ultrafilter as a final step in 
purifi cation. Measuring the resistivity is necessary to ensure con-
sistent water quality. A meter measures the resistivity (a measure 
of purity, ideally 17.75 MΩ or above) at the last point before water 
enters our holding tank, ensuring ultrapure water for the system. 
The holding tank or reservoir has a KENT® float valve at the top 
that regulates the water level of the polishing system. When the 
reservoir is full, the float valve is horizontal and automatically 
stops filling until the level drops. The polishing system is always 
on, running to fill the reservoir on an as-needed basis.

After the incoming water passes through the polishing system, 
ultrapure water is drawn into the 90-gallon frog water holding 
reservoir that is manually dosed twice daily with salts and pH 
buffers. Since this reservoir is dosed by hand and not a sealed 
system, it is exposed to airborne materials and pathogens. 
To avoid contamination, the reservoir has its own circulating 
pump with a 1-µm particulate filter and UV sterilizer. We advise 
obtaining as large a tank as your space will allow: the more system 
water that can be replaced when necessary (e.g., when the build-
ing water supply is shut off), the easier it is to weather 
emergencies.

Individual components of the polishing system and their func-
tions are as follows. (1) Activated carbon tank: with a porous 
surface for trapping organics and attracting charged articles, the 
activated carbon also removes chloramines. It is essential to 
protect the integrity of the RO membranes, which are susceptible 
to chlorine oxidation and clogging from organics. (2) Reverse 
osmosis deionization (RO-DI): RO-DI is the standard practice for 
producing reagent-grade water. Reverse osmosis is a process of 
forcing water against a tightly coiled semipermeable membrane 
at high pressure. The membrane allows only water to permeate 
its tiny pores, causing particles to be rejected when they cannot 
pass through the mesh. Deionization removes dissolved inorgan-
ics and gasses using a mixed-bed ion-exchange process. (3) Ultra-
fi lter: the ultrafilter, the final filter on the polishing system, 
removes bacteria and pyrogens by trapping particles including 
microorganisms, their by-products, and organics from 10,000 MW 
to 100,000 MW. (4) Ultraviolet bulbs: a UV sterilizer at a wave-
length of approximately 254 nm is sufficient to penetrate cells, 
damaging genetic material and proteins. Any bacteria or other 
pathogens present in the water will be destroyed or damaged 
by the UV filter. (5) Recirculation pump: the recirculation 
pump on the polishing system should always be running and 
maintaining a consistent pressure (PSI). Sometimes the PSI 
will drop when the polishing system is actively drawing water. 
Keeping the water circulating at specific pressure and rate 
maintains the integrity of the mixed bed DI tank and prevents 
contamination.

Service contracts are provided by the RO-DI system supplier. 
Service contracts must include routine maintenance of the pre-
treatment system (Table 17–7). A good service contract provides 
annual scheduled maintenance, including details on emergency 
repair costs. A list of equipment and replacement parts and main-
tenance information for the facility manager and technicians 
(monitoring and reporting system performance) should be 
reviewed before signing any contract. Since there are many unpre-
dictable events that can happen in aquaculture, necessary steps 
need to be put in place to ensure that the polishing system is per-
forming optimally. In our experience it is imperative to keep an 

eye on water system personnel working in the facility because 
many of them are not sufficiently experienced and/or sensitive to 
the needs of an animal habitat and can make mistakes that endan-
ger the colony.

Typically, UV lights, UV sleeves, the ultrafilter, RO-DI, and 
carbon tanks all require semiannual replacement. To keep the 
pump from running the UV filter dry, prevent any air from enter-
ing the RO-DI piping and make sure water levels do not fall below 
the intake of the pump. Another important way to safeguard 
against water contamination is by monitoring and recording the 
resistivity reading of the RO-DI water filling the reservoir on a 
daily basis. Any significant drop in resistivity indicates loss of 
purity and should be reported to the supplier immediately.

X. laevis has a life span of up to 20 years. Daily monitoring of 
water quality and proper conditioning will prolong the life and 
health of the frogs, keeping the facility thriving for many years. 
The main water testing parameters are temperature (air and water), 
pH, GH (general hardness), ammonia (NH3), nitrate/nitrite, oxida-
tion–reduction potential (ORP), and conductivity (µS). Although 
X. laevis can tolerate a wide range of salinity and pH, drastic 
changes in water chemistry are detrimental to its health, causing 
stress as well as bacterial and fungal attacks. Proactive measures 
should be taken to prevent fluctuations in water chemistry and 
provide frogs with excellent water quality standards that do not 
deviate from the designated parameters.

Table 17–7
Maintenance schedule

Daily checklist
Survey tanks for sick frogs
Flow meters at 6 gallons per minute
UVs on
Water meter pH/ORP compartment full and plugged
Air is being pumped through biofilter media
Water flowing into each tank
Polishing system resistivity is ≥16 MΩ /cm
Fill out system maintenance and daily water quality records
Adjust water quality as needed
Change prefilter pads if necessary

Tuesdays and Fridays
Feed frogs
Clean up after feeding
Check filter pressure gauges

Once a month
Clean particulate fi lter

Every other month
Change carbon

Every 3–4 months
Scrub out drainage tubes in each tank
Scrub tank interiors if dirty
Clean open areas in biofilter mixing tanks

Every 6 months
Clean quartz sleeve on UVs
Open bead filter and clear compacted beads/fl ush
Schedule semiannual maintenance on polishing system

Once a year
Change UV
Clean enclosed biofilter mixing tanks
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In the beginning, the additives that were used for the frog water 
in this facility were a combination of Marine Biotech’s Sea Salt, 
along with NaHCO3, to maintain the pH levels in the system 
water. This did not work well because it was difficult to strictly 
monitor parameters since we did not know what was in the Marine 
Biotech sea salt blend. It was also difficult to keep the pH in range 
because the sea salt that was used had additives that often increased 
the pH in the system and made it difficult to control since the 
sodium bicarbonate increases the pH. Instant Ocean salt compo-
nents include calcium, magnesium, carbonate, and other trace 
elements needed by X. laevis, such as sodium chloride, iodide, 
bromide, and strontium. To increase GH and provide minerals, we 
supplement with Seachem Cichlid Lake Salt (CLS) and Seachem®

Equilibrim salts to maintain hardness within 200–400 ppm. The 
protocol was changed to include SeaChem® buffers after review-
ing the data in Godfrey and Sanders.31 Their data showed that 
water hardness increases egg quality and is necessary for normal 
development of embryos to tailbud stages. Using Cichlid Lake 
Salts® in combination with the Instant Ocean® gives the proper 
salinity and trace minerals needed for X. laevis without affecting 
the pH. After changing our water chemistry protocol there was a 
noticeable improvement in water quality; the eggs were firm, and 
fewer incidents of illness were noted in the colony. Temperature, 
salinity, and water hardness (GH) all work together to maintain 
excellent water quality, health, and normal development of 
embryos. Guidelines for adjusting water chemistry are given in 
Table 17–8.

DAILY WATER CHANGES A 10% water change automati-
cally occurs in the facility every day, at a designated time. An 
automatic timer controls a solenoid valve that is attached to the 
holding reservoir circulation loop. The solenoid valve is a two-
way valve with an electromagnet that is triggered when the timer 
turns on, opening the valve. The valve stays open for 35 min 
draining water from the reservoir into sump 1, the approximate 
time needed for 30 gallons to exchange. The timer automatically 
shuts off, closing the valve. At 12:00 pm each day, the valve, 
which is operated by the timer, opens and clean frog water fl ows 
into sump 1. At the end of sump 2, there is a PVC pipe overfl ow 
drain that pushes the water out of the system when the water level 
rises. By adjusting the parameters of the water content in the 
holding tank, it is possible to ensure the gentle regulation of water 
quality and maintain strict water quality in the main facility, so 
that the frogs are always in good health. This helps discourage 
outbreaks that easily erupt if there is stress in the system. It has 
been observed and stated that wild X. laevis can withstand a wide 
range of salinity and pH; however, this is not necessarily true for 
laboratory frogs as they live in a clean environment where a 
certain range of salinity and pH should be maintained in the 

absence of unknown ecological components that may provide 
benefi cial environmental buffering in the wild. Changes in pH, 
salinity, and even mineral deficiencies induce stress, making the 
animals susceptible to infections and parasites. Like all aquatic 
species, X. laevis is sensitive to changes in water quality and has 
an optimal range of conditions conducive to its survival and the 
survival of its offspring.

FROG FACILITY MONITORING
MANUAL MONITORING Trained technicians manually 

monitor the frog facility twice per day, checking frog health, water 
quality, and mechanical functionality of system components. 
System checks of pumps, UVs, filter pressures, temperatures, and 
water chemistry are necessary as a preventive measure (Table 
17–9; Table 17–10 gives some sample readings in our facility over 
several days). The technicians dose the reservoir with appropriate 
salt and buffer ratios for the daily water exchange based on water 
readings in the holding tank and main system. Water chemistry is 
recorded for chlorine/chloramines in the reservoir periodically to 
make sure that the polishing system is performing properly. A 
consistent and disciplined monitoring schedule is essential to 
prevent disasters. The data should be kept and plotted in Microsoft 
Excel to show variations and provide records that can monitor 
long-term trends and other sources of potential problems.

TESTING EQUIPMENT AND PARAMETERS TO BE MON-
ITORED We keep track of the following parameters, in both the 

Table 17–8
Daily salt and buffer use and costsa

Add Concentration 10% exchange Unit size Cost Ex/U $/U

Ocean 0.6 g/liter 90.6 g 11.3 kg $34.99 124 0.28
CLS 0.4 g/liter 60.4 g  3.2 kg $42.99  52 0.83
ES 0.067 g/liter 10.1 g   600 g  $7.19  59 0.12
Alk 0.325 g/liter 49.1 g   1 kg $14.99  20 0.75
Ac 0.325 g/liter 48.9 g   1 kg $14.49  20 0.72

aCost per exchange = $2.70. Cost per month = (Ex × 30) + (afternoon salts × 30) = $81 + $36.90 = $117.90/month.

Table 17–9
Checklist for the facility monitoring

Temperature check
Air temperature
Water temperature

Pressure check: check for problems and leaks
Bead filter pressure (do backwash if pressure is greater than 

20 psi)
Carbon pressure
Polishing system pump pressure

Water usage
How many gallons/liter per day? Record water usage

Tank water fl ow
Maintain 5 GPM?
Equilize individual tank flow: gentle water fl ow?

Check Air Pump
Bioballs being aerated?

Check UV sterilizers
Are they all ON?
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holding tank (to make decisions about how much salt and buffer 
to add) and the system itself. It is important to keep separate 
beakers for taking water samples for manual measurements 
from the holding tank and the main system, to avoid contaminat-
ing the holding reservoir with system biota. Resistivity (MΩ/cm)
is a measure of opposition to electric current flow and is directly 
related to the purity of the water. Optimal RO-DI water should 
range between 16 and 18.2 MΩ/cm. The resistivity of the water 
entering the frog facility and polishing system product water 
should be monitored using in-line digital meters. Conductivity 
(µS) is the inverse of resistivity, measuring the water’s ability to 
carry an electric current, and is used to measure the salinity of 
system water. System water in this facility is maintained within 
a pH range of 6.5 to 6.7. At a lower pH ammonia is less toxic 
and egg production and quality are improved. Godfrey and 
Sanders31 observed that the X. laevis populations that live in acidic 
lakes of South Africa were thriving compared to the higher 
pH lakes.

Dissolved oxygen (DO, measured in mg/liter H2O or percent 
saturation) is a critical parameter in the recirculation system.32

Low DO (usually caused by decaying material) can stress out the 
animals as well as deplete aerobic bacteria from the biofi lter 
causing nitrite and ammonia spikes, eventually killing the frogs. 
High DO can cause irreversible stress to the frogs, especially if 
they are exposed to supersaturated water. Safe ranges to maintain 
are between 30% and 70%. Levels over 90% will cause serious 

injury and death, as O2 supersaturation causes gas bubble disease 
in the animals.29 Supersaturation can be caused by an air leak 
before the intake of a pressurized pump. Even a hairline fracture 
can draw in enough air at an alarming rate by a Venturi effect. 
Air is drawn into the pump and at that pressure it dissolves into 
water and in minutes the system becomes supersaturated. Animals 
will appear listless, disoriented, and start to float. Many will 
start to die unless they are immediately transferred to new water. 
Air bubbles will enter their blood and their organs, potentially 
killing them before the problem is apparent. A DO meter or 
dissolved gas probe is an important investment to make for a 
facility.

ORP is a measure of the potential of a solution to either gain 
(oxidation) or lose (reduction) electrons. This is also a very impor-
tant parameter to measure because it is an indicator of how well 
the water remains buffered (activity of ions) and of how well bal-
anced the proportion of ions and minerals is in the system. Keeping 
the ORP in range keeps contaminants from fouling the system. 
Usually a rapid change in ORP is an indication of poor water 
chemistry. Normal ORP for a frog facility ranges between 100 
and 300 units.

Temperature is maintained between 16.5 and 18ºC for optimal 
egg production. We monitor the temperatures of the following 
components: the two chillers (with digital thermocouples), sump 
1, recirculating water (with a digital thermometer), and air 
temperature in the room (with a digital thermometer). Variations 

Table 17–10
Sample daily water quality records of pH and salt measurements over a several-day period

Initials Date Time Tank Conductivity pH ORP Additives

PK 1/2 10:00 am White Reservoir 1210 µS 6.01 214 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/2 10:00 am Tank 1 1830 µS 6.6 203
PK 1/2 10:00 am Tank 2 1860 µS 6.62 205
PK 1/2  4:00 pm White Reservoir 1560 µS 6.24 235 45gIO 30gLS 39gAcd 50gAlk 12gEq
PK 1/2  4:00 pm Tank 1 1787 µS 6.64 237
PK 1/2  4:00 pm Tank 2 1730 µS 6.97 233
PK 1/3 10:00 am White Reservoir 1318 µS 6.11 213 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/3 10:00 am Tank 1 1727 µS 6.64 203
PK 1/3 10:00 am Tank 2 1742 µS 6.69 207
PK 1/3  4:00 pm White Reservoir 1395 µS 6.18 181 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/3  4:00 pm Tank 1 1740 µS 6.52 180
PK 1/3  4:00 pm Tank 2 1751 µS 6.53 182
PK 1/4 10:00 am White Reservoir 1421 µS 6.1 175 45gIO 30gLS 39gAcd 50gAlk 12gEq
PK 1/4 10:00 am Tank 1 1770 µS 6.64 170
PK 1/4 10:00 am Tank 2 1781 µS 6.69 173
PK 1/4  4:00 pm White Reservoir 1426 µS 6.04 250 45gIO 30gLS 39gAcd 50gAlk 12gEq
PK 1/4  4:00 pm Tank 1 1805 µS 6.52 195
PK 1/4  4:00 pm Tank 2 1817 µS 6.53 196
PK 1/5 10:00 am White Reservoir 1296 µS 6.01 176 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/5 10:00 am Tank 1 1827 µS 6.57 233
PK 1/5 10:00 am Tank 2 1822 µS 6.67 238
PK 1/5  4:00 pm White Reservoir 1205 µS 6.1 188 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/5  4:00 pm Tank 1 1800 µS 6.51 173
PK 1/5  4:00 pm Tank 2 1811 µS 6.56 180
PK 1/6 10:00 am White Reservoir 1173 µS 6.17 187 90gIO 60gLS 39gAcd 50gAlk 12gEq
PK 1/6 10:00 am Tank 1 1844 µS 6.6 188
PK 1/6 10:00 am Tank 2 1836 µS 6.61 190
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in temperature related to seasonal changes in water and air 
temperature can drastically affect embryo quality and give rise to 
the well-known “Summer slowdown” experienced in some 
facilities.

Water level is topped off by KENT® float valves in sump 1 and 
the frog water reservoir. This water top off system is automatically 
controlled by changing the water level in the system. When the 
sump water level drops, the float valve position changes and 
starts to refill with water from the reservoir tank. The reservoir 
has the same float valve that is connected by a 0.5-inch pipe that 
draws water from the polishing system. As water evaporates or is 
lost from the system (during cleaning, etc.) it is automatically 
replaced. As an additional safety measure, float sensors placed in 
sump 2 indicate high or low water levels and are attached to the 
remote monitoring system (see below). In addition to this we 
have other float sensors that actually have audible and visual 
alarms that go off if the water gets low enough to allow air into 
the pump intake. Water pressure is monitored by pressure gauges 
on the bead, particulate, and carbon filters. These gauges are 
useful for diagnosing filter blockages and for alerting us of pump 
failure over the Internet through the automated monitoring 
system.

A Myron L ULTRAMETER® is used to measure all conductiv-
ity, pH, and ORP. Meter calibration should be done weekly to 
ensure accuracy. Follow the instructions for the pH calibration 
solutions from Myron L. In addition, we regularly use chemical 
Aquarium test kits to compare with the Myron L readings.

REMOTE MONITORING SYSTEM While a Xenopus facil-
ity requires attention and close monitoring throughout the day, it 
is usually not possible for most laboratories to maintain staffi ng 
in the overnight hours and weekends or holidays. To ensure that 
a situation does not get out of control and cause a major disaster, 
the FCRDB utilizes a WebDAQ© device to automate remote moni-
toring of the water quality (conductivity, pH, ORP, resistivity, 
temperature, and pressure). The WebDAQ is a self-contained wall-
mounted system that contains inputs to which many different 
probes and sensors can be connected, and an embedded web 
server that provides these data in real time to any internet browser 
(Figure 17–7). WebDAQ’s monitoring capabilities include a 
variety of customizable reporting and alarm formats. The facility 
staff can be emailed any time a water quality parameter exceeds 
or falls below an acceptable range or when there is a change in 
pressure or water level. WebDAQ also stores these data so that 
trends and readings prior to a critical event can be examined later. 
Thus, WebDAQ provides two services: remote monitoring and 
recordkeeping. An uninterruptible power supply (UPS) is useful 
to ensure that the WebDAQ can send a message in the event of a 
power outage.

In addition to the WebDAQ, the FCRDB uses a webcam that 
allows visual monitoring of the facility at any time (the WebDAQ
allows us to remotely turn on a light if it is necessary to see the 
facility when the overhead lights are off at night). If there is an 
emergency email, such as a low water alarm, it is important to be 
able to assess the situation remotely by checking the webcam to 
see if, for example, a blocked pipe is causing a tank to overfl ow 
or if the system lost a large volume of water. This has been a 
“lifesaver” for our facility and the investment and time taken to 
install these components have averted many calamities.

RECORDKEEPING Recordkeeping is crucial to tracking the 
performance of your frog facility as well as diagnosing problems 
and long-term trends. Below is a brief description of the parame-
ters to document frog colony conditions (sample forms are given 
in Table 17–11 and 17–12, frog tank labels in Table 17–13, and 
frog identification systems in Table 17–14).

Water chemistry and facility maintenance: Water chemistry 
and support system conditions should be recorded daily: twice 
daily for water chemistry and once for other system parameters. 
These records are crucial for correlating environmental conditions 
with egg quality and frog health.

Quarantine/incoming frogs: New frogs are quarantined accord-
ing to procedures described in the section on Disease. Quaran-
tined animals are placed together in an isolated tank that is clearly 
labeled “Quarantine through mm/dd/yy.” A treatment schedule is 

Figure 17–7. Screenshot of WebDaq monitoring system output 
This is a screenshot of real-time WebDaq information seen through 
a web browser. Various probes and gauges are connected to an embed-
ded server that measures and records water quality parameters in the 
frog facility. The analog inputs correlate with probes in the frog facil-
ity. For example, “IN1A” is the analog input that is connected to the 
temperature probe in the sump and always shows the current water 
temperature. IN1B is connected to the conductivity probe, which is 
currently reporting the salinity in µS. Analog input “IN2B” is the pH 
probe. To visually keep track of what probes are linked to the inputs 
on the WebDAQ, we have included the units in the display. Notice 
the “click here to download data” and “click here to download graph” 
links. The download data link allows for instant downloading of text 
data of the desired report in a set number of time intervals. The 
download graph link displays the data, through Java Machine, in a 
customizable graph. These tools, and others of the WebDAQ program, 
ease and enhance remote monitoring of the facility.

Table 17–11
Daily water quality recording sheet

Daily water quality records

Initials Date Time Tank Conductivity
(µS)

pH ORP Additives Notes

Reservoir
Sump 1
Sump 2
Reservoir
Sump 1
Sump 2
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posted on the tank, and facility managers are required to initial 
the dates as they are completed.

Sick/euthanized frog log: Any frog that is isolated for treatment 
of illness or euthanization should be noted in the sick frog logbook. 
Documentation includes date of isolation, date of last use, frog 
size (body length), a description of the symptoms and condition, 
original tank number, and treatment type, dose, and dates. See the 
section on Disease for further details.

SYSTEM MAINTENANCE
Frog facility maintenance requires proper communication with 

facility staff and well-written service contracts with outside 
vendors. The following are periodic maintenance tasks that must 
be performed.

RESERVOIR STERILIZATION Despite the purity of the pol-
ished water supplied to your reservoir, you should periodically 
examine the reservoir for buildup or biofilm. A product called 
Minncare® Cold Sterilant, a peracetic acid solution that removes 
biofi lms, is a widely used product to sterilize RO membranes. 
Follow the instructions for sterilizing RO units and be sure to rinse 
the reservoir several times. Keep the room well ventilated and 
follow the safety guidelines. This is a nontoxic and biodegradable 
product, but it emits fumes. Minncare® decomposes into oxygen, 
water, and acetic acid, and test strips are available to check for 
residue after rinsing.

Table 17–12
Daily system maintenance recording sheet

Daily system maintenance records

Temperature (˚C)

RODI polishing system Digital
thermometer

Chiller barrels Routine maintenance

Initials Date Time Resistivity (MW) Water meter 
(gallons)

Air Tank Air-cooled 
chiller

H2O-cooled
chiller

Backwash, fi lter 
changes, cleaning, etc.

Table 17–13
Frog tank labels

Date purchased Date used Available
after

Occupants
(# WT/# Alb)

Notes

Table 17–14
Frog identification systems

The following identification system resources were gathered from 
literature and suggested on the X. tropicalis listserv.a

We do not use any tagging procedure, so caution is strongly 
advised and no one system is advocated by the authors.

1. Tattooing involves the marking of frog skin with different 
colors and patterns of tattoo ink to identify individuals. 
Tattoos often fade within a few months.

2.  Branding utilizes heat, cold, or chemicals to mark frog skin. A 
few respondents reported that cold-branding can last several 
years.

3. Chip embedding systems require skin incision or injection of a 
radio-signal microchip transponder that can be accessed by 
placing the tag reader over the animal.
a. AVID labtrac system:
http://www.avidid.com/special/index.html
b. Biomark PIT system:
http://www.biomark.com

4. Tag embedding systems utilize magnetized coded wire tags 
(CWT) or visual implant alphanumeric tags (VI-alpha) that 
are embedded in the tissue of the animal. One source is 
Northwest Marine Technologies CWT and VI-alpha systems: 
http://www.nmt.us/.

5. Bead identifi cation involves the sewing of a small plastic 
thread behind the armpit, with different colors and 
combinations of beads.

6. Skin grafting uses transplantation of different shaped, colored, 
and sized skin grafts from the ventral to dorsal surface of the 
frog to uniquely identify it.

7. Toe clipping involves cutting off the tips of toes in codified
combinations. This technique may not work effectively since 
Xenopus can regenerate the clipped toes.

aX. tropicalis listserv, post thread “frog identification system” from 
May 2004: http://faculty.virginia.edu/xtropicalis/newsgroup.html.



154 SECTION III  /  WELL-ESTABLISHED MODELS

MAINTAINING PUMPS Electrical pumps generate heat 
during their operation, so it is important to keep airflow unob-
structed. Inspect pump air intakes monthly for dust buildup to 
prevent overheating. The water-driving pumps (for the reservoir, 
recirculating system, and polishing system) can function only 
with an uninterrupted supply of water. If air enters the flow, or if 
a flow valve is closed before or after the pump, you may damage 
the motor. To reduce noise pollution, cushion the pumps on a bed 
of heat-resistant neoprene to dampen vibration.

MAINTAINING CLEAN FILTERS AND SUMPS Filters 
require regular monitoring and replacement to maintain clean 
water. Prefilter pads should be changed three times a week: 
Mondays and after feeding on Tuesdays and Fridays. If you 
neglect to change them debris will flow off the pad and into the 
biofi lter. The biofilter should be cleaned only if a noticeable 
amount of debris has collected on the bottom of the sump. Once 
a year shut off the air pumps, remove the prefilter assembly, 
and carefully siphon out the debris making sure you do not 
remove any Kaldnes® beads in the process. The open portion 
of the sump can be cleaned every 3 to 4 months using a siphon. 
The bead filter requires regular backwashing to prevent the 
beads from being compacted with debris. In a healthy system 
the bead filter should be backwashed once a week. Every 3–6 
months, open the bead filter to manually stir up the compacted 
beads with a thin PVC pipe to prevent buildup. The particulate 
fi lter must be changed at least once a month, or whenever there 
is a noticeable drop in pressure from the bead to the particulate. 
The carbon filter should be replaced with fresh carbon every 
time you change the particulate. Thoroughly rinse the new carbon 
to remove excess dust before placing the cartridge back in its 
housing.

To clean the biofilter tank, gently wipe down the sides with 
Python® mitts or any other kind of algae scraper. We use a gravel 
vacuum to suction all of the large debris from the bottom of the 
system sump. This process requires a 25% water change from the 
system. Carefully monitor and alter water chemistry as needed 
while the replacement water flows in.

ULTRAVIOLET STERILIZATION BULBS All of the UVs in 
the facility should be examined, with gloves, every 6 months for 
buildup on the quartz sleeves. If the sleeve is dirty, clean it with 
KimWipes® dipped in isopropyl alcohol. If there is residue on the 
bulb, or the bulb is discolored, it should be replaced. Generally, 
most manufacturers advise that UV bulbs should be replaced once 
a year. UV bulbs contain mercury and therefore legally must be 
disposed of as hazardous waste. When returning a bulb to its 
housing, check that the bulb and sleeve are completely dry and 
that the gasket is properly positioned to prevent leaks.

ROUTINE CLEANING OF EACH FROG TANK Once a 
month, remove both drain tubes and scrub them out, without using 
detergent. Never use any soaps or cleaners of any kind when 
cleaning the tanks or the pipes of the recirculation system. Invest 
in a few dozen bottle brushes of various sizes and use one brush 
per tank to avoid cross-contaminating with other tanks. Clean the 
outer tube first, then replace it and clean the inner tube, leaving 
one of the two tubes as a cover on the drain to prevent frogs from 
being sucked into the pipe drain. Frogs will instinctually swim 
with a current, so they will try to head down the tube and could 
get stuck. The vinyl inflow tubing that supplies water to each tank, 
and flow meters, can be scrubbed out whenever a visible biofi lm 
accumulates. Once a year, if you are comfortable with manipulat-

ing the pipes, you can scrub out other elements of the system, 
including water intake pipes and sump drains. Be cautious when 
unscrewing the pipe fittings as PVC tends to become brittle over 
time. Never clean pipes or components of the system with deter-
gents. Contaminating the system with chemical solvents and 
cleaning agents will poison the frogs and the beneficial bacteria.

After cleaning, soak all of the used items in a bucket with 
Sanaqua® overnight. Sanaqua® is a concentrated sanitizer and 
fungicide and should be used sparingly (add 5 drops per gallon 
until the water is slightly pink with suds). Let them soak over-
night. Fill a new bucket with RO-DI water and transfer all of the 
items to the clean fresh water bucket. Wash each item individually 
making sure that there are no particles left on the nets or brushes. 
Wash in RO-DI water, making sure there are no suds or residue 
left on the equipment. Hang brushes, mitts, and other cleaning 
tools on hooks to dry.

RECOMMENDED CLEANING AGENTS We recommend 
avoiding harsh chemical cleaning agents to avoid frog stress and 
maintain proper water quality. The only chemicals used on a 
regular basis are Sanaqua® sanitizer and Anti-Chlor chlorine/chlo-
ramines removal solution. These solutions are used only for clean-
ing aquarium equipment such as nets and brushes in 5-gallon 
buckets. Never use any chemicals to clean any part of the recir-
culating system. Common cleaning applications include Sanaqua®

for nets, sponges, mitts, or anything in contact with quarantined 
animals; Anti-Chlor for anything in contact with untreated tap 
water; and finally three rinses in RO-DI water to thoroughly clean 
off any residues.

FROG HUSBANDRY
Our facility currently houses 200–250 frogs. We have enough 

frogs to rotate through the months of the year while providing a 
rest period for each batch of frogs that are used per week. Our 
laboratory primes about 8–10 frogs every week allowing a “rest 
period” of 4 months between priming and hugging. The frogs are 
rotated to different tanks when they are returned to the colony 
after priming and hugging. The tanks are labeled according to the 
date at which the frogs are returned to the colony to “rest” for 4 
months before they are primed again, so it is important to keep 
track of the frogs and label the tank appropriately to ensure an 
adequate rest period of at least 3 months.

Male frogs are kept separated from females in their own tank. 
When they arrive at the facility, they undergo a 3-week quarantine 
period in which they are treated for parasites and observed before 
putting them on the recirculation system to ensure that new para-
sites do not enter the system.

CYCLING THE BIOFILTER AND ADDING NEW 
FROGS Benefi cial bacteria are responsible for breaking down 
and nitrifying animal wastes: Nitrosomonas oxidizes ammonia 
into nitrite, while Nitrobacter and Nitrospira oxidize the nitrite 
into a less harmful form.33

Our facility orders frogs from Nasco®, which is highly recom-
mended over other suppliers. In the beginning, order 15–20 frogs 
and quarantine them for 6 weeks. During the quarantine, the frogs 
are treated with levamisole HCl (see the section on disease 
below). After treating the frogs with salt baths and deworming 
them with levamisole, check skin scrapings and examine them for 
scrapes or infection. When they are healthy, put them on the recir-
culation system. Simultaneously, seed the biofilter media with 
Nitrosomonas and Nitrobacter or Nitrospira when you add these 
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frogs, and then carefully monitor the water quality twice a day. We 
add KoiZyme® at this time to allow a good combination of bacteria 
colonizing the system. Ammonia and nitrate testing should be 
conducted daily after adding bacteria to monitor the system biofil-
ter growth. Ammonia, nitrates, and nitrites should be low (<0.1 ppm) 
in the beginning and then undetectable after a few days. It is a 
good indication that the nitrifying bacteria are doing their job if 
ammonia and nitrite test results are undetectable after a week. If 
the water quality parameters are in range, and there are no mys-
terious pH spikes, more frogs can be added gradually. Note that 
the bacteria levels cannot rise without frogs being present in the 
system (since they need the waste products to thrive); thus, animals 
and the bacterial colony should be ramped up in parallel.

FEEDING ADULT FROGS Frogs should be fed at least 
twice a week; some facilities feed frogs more often, however, 
these frogs have adjusted well to a 2 day per week feeding sched-
ule. A number of diets have been used,34,35 and in our experience 
commercial Nasco frog pellets work well. It is better to feed less 
than overfeed the frogs. Xenopus should not be handled after 
feeding because they will regurgitate their food. The frogs become 
nervous and stressed, so it is advisable to wait a few hours before 
cleaning the tank of debris and uneaten food particles. Females 
should be taken from the colony for priming only on days on 
which they have not been fed.

When feeding, turn the water supply off. Overfeeding creates 
excess debris and clogs up filters, so feed less food until it is 
known how much the frogs will consume in a 15-min time period. 
Most frogs eat approximately six or seven frog pellets each. Males 
eat about half the quantity of females and new arrivals usually 
take a few days to acclimate before they eat. Observe frog behav-
ior during feeding to make sure every animal is eating and behav-
ing normally. As soon as food is dropped into the tank the frogs 
lunge toward the food making a “shoveling” motion with their 
forelimbs. Sometimes when feeding, the whole group becomes 
competitive and can bite each other’s limbs in a feeding frenzy. 
Usually there is no injury and the frog releases its victim after 
realizing they are missing out on food. In case of wounding, the 
frog should be removed and treated to avoid bacterial septicemia. 
After 15 min of feeding or whenever the food has been cleared in 
the tanks, return the water flow to the tanks.

CLEANING TUBES AND TANKS AFTER FEEDING After 
3–4 h, uneaten food and fecal matter will accumulate in the drain 
tubes of every tank. The outer tube is used to avoid pulling large 
objects into the drain. The inner tube controls the water level and 
drain flow. Turn off the incoming water valve and clean the drain 
by carefully removing each tube (these tubes pop out of their 
slots) one at a time, blocking the drain hole to prevent curious 
frogs from escaping. Water drains rapidly when the tubes are 
removed, so the technician must act quickly. Remove the tubes 
and return the wider tube back to the drain. While the water drains, 
gently swirl the smaller tube above the drain to vortex the particles 
toward the center so that they get flushed down the pipe. Replace 
the inner tube and securely snap the lid on the tank. Finally, wipe 
down the PVC grid in the prefilter assembly and replace the pre-
fi lter pads. Check and balance the flow to the tanks. Check the 
pressure gauges and backwash filters if necessary.

QUARANTINE Disease prevention in the colony begins 
with effective quarantine procedures (Tables 17–15 and 17–16). 
New frogs entering the facility are generally the major sources of 
contamination. New frogs should be quarantined for a minimum 

of 3 weeks in a tank that is closed off from the recirculating 
system. This tank stays isolated from the rest of the system until 
the frogs have completed antihelmintic treatments.

REARING TADPOLES The day after fertilization, X. laevis
tadpoles should be transferred to a clean Petri dish and cleaned 
with 0.1× MMR (Marc’s Modified Ringer’s6). Embryos should be 
incubated at 18°C in 0.1× MMR with a pH of 7.8. Like the tad-
poles, the eggs need plenty of room for proper growth and devel-
opment. Clean and observe the embryos every day, removing any 
dead or dying eggs. Transfer the eggs to new Petri dishes to avoid 
pathogenic attack.

The embryo will sustain itself off of the yolk for about 5 days, 
or until about stage 44, which is when they become free swim-
ming (not clinging to the sides of the dish or laying on the 
bottom). Tadpoles will begin foraging for food with their head 
facing the bottom. X. laevis tadpoles are filter feeders at this stage 
of their development and will feed on 100- to 150-µm-sized algae 
and copepods. Split up the tadpoles so that there are 20 tadpoles 
per dish and start feeding Spirulina. Sera® Micron is a good choice 
because it contains a variety of microorganisms and Spirulina,
which is an extremely nutritious type of algae. Feed twice or three 
times a day, making sure that the water is changed at the end of 
the day. Do not overfeed the tadpoles! Give them enough so that 
they clear the water in a few hours and then add more if they seem 
to be panning the bottom. The tadpoles hover at a 45° angle in 
the water column and feed off the bottom, so it is important to 
add the Sera® Micron and disperse it throughout the water, allow-
ing it to settle on the bottom. Alternatively, mixing 1 mg/ml of 
water and then adding this mixture to the dish is an effective 
method for dispersing food.

Tadpoles can live in the dish for 2 days, at which point they 
need to be moved to a 4-quart Tupperware® for adequate spacing. 
Remember not to overcrowd the tadpoles. Cut holes in the lid and 
keep them covered. They should have at least 500 ml per tadpole 
and water should be twice as deep as the length of their body. 
At this point, an air-stone may be used to create circulation and 
oxygenate the water, but it is not essential since they use their lungs 
to gulp air at the surface. Slowly start adding NASCO® tadpole
powder with the Sera® food at about stage 607. NASCO® tadpole
powder provides balanced nutrition, such as vitamin C, calcium, 
and magnesium, and it is a high protein diet providing the energy 
required during metamorphosis. During metamorphosis adding 
crushed pelleted food (NASCO® Frog Brittle) enhances their 
diet and growth rate. Soak the pellets in 0.1× MMR until they 
absorb and expand before adding them to the tank. The tadpoles 
cannot eat the dry powder/food if it floats on top of the water.

Metamorphosing tadpoles and froglets should be fed every 
other day for optimal growth. Nasco recommends feeding every 
day if time allows; otherwise it is sufficient to feed three times a 
week.

WATER QUALITY TESTING FOR TADPOLES It is impor-
tant to maintain high general hardness (200 dH–400 dH) for the 
tadpoles because calcium and magnesium deficiencies will cause 
stunted growth and adversely affect metamorphosis. Again, water 
quality is the central theme because tadpoles generate large 
amounts of waste material that can alter the pH rapidly. Ammonia 
(NH3, NH4) is a silent killer that can wipe out all of the tadpoles 
in a few hours. Since there is no biological filter or biofi lm 
established yet, it is necessary to change their water every day 
after the last feed. Although many husbandry manuals and 
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specialists advise against changing all the water, tadpoles in con-
tainers without any biofiltration are prone to stress caused by toxic 
levels of ammonia and nitrite. The same care and vigilance should 
be taken when raising tadpoles as with caring for adult frogs. 
Daily water testing, providing essential minerals, and quality 
nutrition should be standard practices when rearing tadpoles in 
the laboratory.

Metamorphosis rates differ within the tadpole population. 
Typically, after around 40 days7 hind limbs grow and the tail 
begins to disappear into the body. Tadpoles become carnivorous 
at this stage and will devour their tank mates, especially the ones 

that have not morphed yet. Place the froglets into a separate con-
tainer and continue to feed and check water quality on a daily 
basis.

TROUBLESHOOTING AND 
PREVENTING DISASTERS

A number of unexpected events can adversely impact the 
colony, leading to immediate or long-term delays in egg avail-
ability. Disasters are of two general types: specific and immediate 
electrical/mechanical/plumbing events, and steady-state problems 
in system parameters that affect frog health gradually.

Table 17–16
Quarantine schedulea

Treat Date Initial Treat Initials Treat Initials Treat Initials

Week 1 Levam 1 Levam 2 Levam 3 Levam 4
Salt 1 Salt 2 Salt 3

Week 2 Salt 1 Salt 2 Salt 3
Week 3 Levam 1 Levam 2 Levam 3 Levam 4

Salt 1 Salt 2 Salt 3 
aLevamisole (Levam) HCl 20 mg/liter (1.5 g/20 gallons). Sea salt 200 g/20 gallons.

Table 17–15
Frog quarantine protocol

All new frogs must be quarantined for 6 weeks. Do not cross-contaminate with the rest of the colony. Wash your hands after handling
quarantined frogs. Disinfect (Sanaqua) anything that comes in contact with quarantined frogs (net, sponge, etc.).
1.  Label an empty tank “Quarantine Through __/__” with the date 6 weeks from arrival. Because of the life cycle of the nematode and to 

ensure that they are eradicated, we quarantine for 6 weeks in our facility.
2.  Close off the water inlet and drain the tank to the upper notch (so drain tubes are above water level, about 4 inches). Close both drain 

valves.
3. Remove frogs from Nasco boxes and place in a “quarantine” labeled 5-gallon bucket filled with fresh frog water.
4.  Use a net to remove excess peat moss floating in the bucket.
5.  Place each frog, one by one, into the quarantine tank. Be sure to examine the frog for signs of infection or injury (if injured, keep 

isolated in a plastic container and see Table 17–18: Sick Frog Protocol).
6. Once all frogs have been placed in the tank, replace the tank cover and do not turn on the water because the tank will be closed off.
7. Treat the tank with 1.5 g levamisole hydrochloride (dosage 75 mg per frog or 20 mg/liter) overnight in standing water.
8.  The next morning, drain the tank using the floor drain valve (the right-hand valve attached to the smaller drain pipe under the tank, not

the system valve on the left), and refill with fresh frog water. It is beneficial to wipe away any biofilms that have accumulated in the 
tank(s).

9.  Repeat this treatment for 4 days, allow a 1-week rest period, then resume 4-day levamisole hydrochloride soaks.
10. Additionally, frogs should be treated with a salt bath two or three times a week during quarantine. In the morning, weigh out extra 

“instant ocean.” Increase the salinity to 3000 µS.
11. Keep the frogs in the salt bath for 30 min (unless you see signs of stress) and then drain and refill the tank as usual. Stress indicators 

include reddened skin and excessive movement (trying to escape).
12. Once the quarantine period is over, place frogs in a new tank and label it appropriately. Drain and scrub the quarantine tank (and drain 

tubes) with diluted Sanaqua and rinse thoroughly. Drain all wastewater into the floor drain (using the floor drain valve).
13. Reopen the system recirculating drain valve, close the floor drain valve, and refill the emptied tank.

Sample schedule

Sunday Monday Tuesday Wednesday Thursday Friday

Week 1 Frogs arrive
Levam pm

Salt bath am
Levam pm

Levam pm Salt bath am
Levam pm

Week 2 Salt bath am Salt bath am Salt bath am
Week 3 Salt bath am Levam pm Salt bath am

Levam pm
Levam pm Salt bath am

Levam pm
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INTERRUPTED OR CONTAMINATED WATER SUPPLY
Many problems can affect incoming water quality: bacterial out-
break, gas supersaturation, ammonia spike, etc. If there is a con-
taminant, the tanks can be closed off and water should be drained 
out of the system into the floor drain and replaced with fresh water 
from the reservoir. To save water, the tanks can be filled halfway 
or just enough so that the frogs have plenty of room to stretch 
without touching any other frogs. Ideally, the frog facility has a 
frog water reservoir large enough to be able to replace at least 
50% of the water in the system at any given time. Our holding 
reservoir has enough water to do a 10% water change for 3 days.

PIPE LEAK/BROKEN SPIGOT/DAMAGED BALL VALVE
Always have a backup of supplies. If pipes leak the system will 
need to be shut down until the leak is fixed. Usually, if it is more 
involved than resealing a joint, it will be necessary to have plumb-
ing parts and tools, nontoxic aquarium cement, and hopefully 
someone with plumbing expertise to replace the pipe if it is 
broken. The spigots are easy to change and replacement parts 
should always be ordered and kept in the facility. If the main pump 
or any other pumps break or run dry, a disaster can occur if 
another pump is not on hand. Sometimes it can take weeks to 
order a replacement part. Always have a backup pump, as well as 
the tools and parts to replace the pump.

PH OUT OF RANGE Many factors can cause the pH to 
spike up or rapidly drop. In most cases, this might be caused by 
a break-down of the biofilter or wrong proportions of salts added 
to the system. Buffers are often made up of sodium bicarbonate 
that eventually disassociates after 12 h, causing the pH to crash. 
This can be adjusted by adding specific ratios of buffers (depend-
ing on whether you want to slowly raise or lower the pH) to the 
reservoir and manually exchanging the water until the pH is raised 
0.1–0.2 units. Caution: Never raise the pH more than 0.2 units 
a day in an attempt to solve a pH problem. This could result in 
major stress that throws off the frogs’ osmotic balance. The frogs 
can withstand a wide range of pH, but it is a rapid change in pH 
that degrades their slime coat, making them susceptible to 
infection.

LOSS OF ELECTRICAL POWER X. laevis can be left in 
standing water as long as there is enough reserve frog water to be 

able to do a partial water change daily. We strongly recommend 
having all of the key pumps, purifier systems, and monitoring 
probes on emergency backup power.

FROG HEALTH PROBLEMS The diagnosis and treatment 
of medical conditions discussed in Tables 17–17 and 17–1836,37

were carried out under the supervision of James G. Fox, D.V.M. 
One of the key features of a flow-through system is that diseases 
and infections can spread rapidly. Thus, it is imperative to keep a 
close watch on the animals and remove any that seem problematic 
(see Tables 17–19 and 17–20). If a treatment looks to be success-
ful after a significant infection, frogs should not be returned to the 
facility since the infection can recur and spread to others. The 
purpose of treatment is mainly as a diagnostic for the problem 
(the success of the various treatments is informative as to what 
the illness was) and it is not worth the risk to return frogs that had 
a serious infection.

Frog skin is a crucial barrier to infection and skin quality is a 
major diagnostic for disease. Xenopus skin contains a number of 

Table 17–17
Sick frog log sheets

Date Albino/WT Size/description (cm 
from nose to cloaca)

Date of last 
use

Description of illness

Date Appearance/
activity level

Location (isolation/
tank number)

Treatments
used

Dosage

Table 17–18
Sick frog protocol and suggested treatments

1. Nematode infestation: Symptoms include grayish, sloughing skin that may feel tacky rather than slimy. Examine shed skin using a 
dissecting microscope for the presence of zigzagging tunnels in the skin, which indicate presence of nematodes. These parasites undergo 
a life cycle while embedded in the skin of the frog. Treatment involves a 3-week protocol of antihelmintic baths using levamisole HCl, 
75 mg/frog (see Table 17–16 for the schedule).

2. Protozoa: We had one case of a frog infested with an Epistylis-like ciliate (Table 17–21: Tinsley, p. 237). Its symptoms included whitish,
thread-like tufts growing off hind limb claws. We treated it with a series of 10 min 12–15 g/liter salt baths, but the infestation did not 
respond to treatment and led to secondary infections after 2 weeks, so the animal was euthanized.

3. Red leg infection: Symptoms include reddening of skin on the hind limbs, lower back, and ventral region. Reddening intensifies to dark 
open sores that quickly spread all over the body, and can lead to secondary infections. Frogs may begin to tremble at later stages. Red leg 
is caused by a few types of opportunistic bacteria (Aeromonas, Pseudomonas, etc.) that are normally associated with frog colonies but 
can overcome animals weakened by stress or injury. A few occasions of red leg have resulted from elevated pH (which may cause 
degradation of the protective slime coat), stress from excessive handling, and/or secondary to other infections (i.e., nematodes). These 
frogs are treated with oxytetracycline (0.2 mg/liter) until symptoms subside, but it is not 100% effective. In advanced cases the animal 
usually must be euthanized.

4. Fungal infection: Symptoms include long whitish threads growing off of skin and/or toes. We treat fungal infections with a commercially 
available product called fungus cure, at a dose of 1 ml per 4 liters, until symptoms subside. Again, this is not 100% effective, as in some 
cases secondary infections develop that are hard to treat.
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antimicrobial and antifungal compounds,38–42 and in the absence 
of handling and excessive contact, the regenerating slime will 
keep frogs resistant to the omnipresent background population of 
nematodes and bacteria.

Rough patchy skin and excessive shedding may indicate a 
Pseudocapillaria xenopodi infection, usually a secondary infec-
tion caused by stress from parasite load (usually involving nema-
todes). Examine shed skin under a microscope for holes and 
tunnels caused by exit wounds from the worms; sections of skin 
can reveal nematode cysts (Figure 17–8). There are usually many 
wavy lines throughout the skin samples. These parasites begin 
their life cycle in the subcutaneous skin layer. Treatment involves 
a 5-week protocol of antihelmintic treatment43 using levamisole 
HCl (MP Biomedical), 100 mg/frog; one frog/gallon of system 
water has worked well in preventing the infection from 
returning.

Our facility has had a few cases of Capillaria xenopodis infec-
tions in the past 6 years. This nematode burrows in the skin and 
leaves cysts (embryos) that are not affected by the levamisole 

Table 17–19
Change in the appearance of frogs is indicative 

of health problems

Edema
Excess skin shedding
Skin discoloration–red, brown, gray, black
Growths on the skin–filamentous, tumors
Hemorrhages on skin
Loss of slime coat–sticky or rough skin
Anorexia
Eggs or shed skin sticking to the frog

Table 17–20
Change in the behavior of frogs is indicative 

of health problems

Hanging at top of tank exclusively
Stiffness or lethargy
Loss of appetite
Vomiting
Trembling

Figure 17–8. Photograph of skin parasites. Capillaria cysts just 
under the epidermis are shown at the sites of the arrows. These nema-
todes are at the larval stage and will be protected from levamisole 
treatment at this stage in their life cycle. This is a paraffin section of 
skin from a Xenopus laevis female from our facility that was infected 
by the nematode Pseudocapillaria xenopodi.

5. Bloating/edema: Symptoms include gradual swelling just beneath the skin of hind limbs, back, etc. Frogs appear “full of water” under the 
skin. This may be caused by damage to the lymph system during injection of Chorulon, or general trauma from egg harvest procedures. I 
have not found a protocol that successfully treats this condition, despite recommendations for high salt solution baths.

6. General ill health: Symptoms can include undiagnosed skin discoloration (brownish or greenish), bruises (often “bite marks” from 
conspecifi cs during feeding), scratches, etc. We treat unknown but seemingly minor conditions with soaks in Melafix (1 ml/4 liters), a 
commercially available product consisting of tea tree oil, which is healing to the skin. If the frog appears infected, we may use a series of 
high salinity salt baths (see Table 17–15 for the quarantine protocol) and/or oxytetracycline (0.2 g/liter) to prevent bacterial infections.

7. Dead frogs: Dead frogs should be removed from the tank immediately. If discarding, follow your institution’s animal disposal policy. You 
may wish to have the animal examined by a pathologist to determine the cause of death. If the frog is to be brought to a veterinarian or 
pathology laboratory for necropsy, cut a slit in the skin and connective tissues vertically along the underside of the frog (as if you were 
going to dissect it). Place the frog in either formalin or 10% formaldehyde. If none is available, DO NOT cut the frog open, but place it 
in a 4˚C refrigerator until it can be brought to the veterinarian. It usually takes just over a week to receive the pathology results.

Table 17–18
(continued)

treatment when it is in this stage of the life cycle. These parasites 
cause severe skin irritation and make Xenopus prone to secondary 
bacterial infections, weakness, rapid weight loss, and fi nally 
death. Treating the colony is labor intensive for the facility staff 
but patience and careful observation will save the colony.

Oxytetracycline treatment in conjunction with Stress Coat 
(aquarium pharmaceuticals) should be used for 1 day before and 
1 day after hugging for egg harvesting.

CONCLUSION
Xenopus laevis and its genetically tractable cousin Xenopus

tropicalis44–48 are profoundly powerful vertebrate model systems 
in which physiological, developmental, and cell-biological mech-
anisms may be studied. They will be increasingly used by both 
basic biology and pharmaceutical efforts (as drug screening plat-
forms), requiring stable, effective protocols for maintenance of 
adult frogs. The information presented in this chapter should be 
suffi cient for any laboratory to design a useful system and main-
tain happy frogs that give high-quality eggs suitable for biochemi-
cal or molecular investigation of embryonic development (Table 
17–21). The protocols for frog husbandry will surely continue to 
evolve, and we urge workers in Xenopus to make use of and con-
tribute their experiences to the frog community.
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18 The Chicken as a Model Organism

JANICE M. BAHR

ABSTRACT
Selection of appropriate animal models is essential to the 

advancement of basic and clinical research. This chapter provides 
an overview of the reproductive biology of the chicken (Gallus
domesticus), also known as the domestic hen, and then introduces 
the chicken as a model for investigations of mechanisms con-
trolling ovarian follicular growth and maturation, ovulation, and 
changes in ovarian function with aging. The chicken is currently 
the only animal model available to probe the etiology and progres-
sion of human ovarian cancer as well as to test chemotherapy 
agents. Finally the chicken is an ideal model for toxicology studies 
because of its sensitivity and rapid response to environmental 
toxicants and expression of external indicators, e.g., number of 
eggs laid, thickness of shell, as a mark of toxic exposure.

Key Words: Chicken, Ovary, Reproduction, Follicle, Ovula-
tion, Ovarian cancer, Toxicology.

INTRODUCTION
Advances in basic and clinical sciences depend heavily on the 

successful use of appropriate animal models. Today there is wide-
spread use of the mouse with its various genetic modifi cations, 
but there are also limitations to this model, particularly when an 
essential gene is deleted in all tissues. This systemic genetic 
modifi cation of the entire animal’s physiology may make it dif-
fi cult if not impossible to draw valid conclusions regarding the 
function of a specific gene in a specific tissue. However, the 
choice of appropriate animal models is dependent on familiarity 
of scientists with different animal models, the availability of 
animal models, and the cost of the animal and housing 
requirements.

The chicken, also referred to as the domestic hen, has served 
science well. The chick embryo has been the basis for understand-
ing the stages of early development and its control and is widely 
used in embryology classes. The young chick was the popular 
animal of choice for the discovery of steroid receptors, namely 
progesterone and estradiol receptors. The chick’s oviduct, a rich 
source of these receptors following treatment with steroids, 
yielded large amounts of tissue for isolation, characterization, and 
cloning of the steroid receptors. A great deal of vitamin D research 
was done using the shell gland of the chicken. Awareness of 
the toxicity of some chemicals used in the environment, such as 
dichlorodyphenyltrichloroethane (DDT), came from observing 
that birds exposed to this chemical laid soft-shelled eggs.

The purpose of this chapter is to introduce the scientist to the 
chicken and indicate how the chicken is a valuable animal model 
for studies in basic reproductive biology, reproductive disease, 
and toxicology. First a brief overview of the basic reproductive 
physiology of the chicken will be given.

BRIEF OVERVIEW OF THE REPRODUCTIVE 
PHYSIOLOGY OF THE CHICKEN

HATCHING CHICKEN EGGS The chick egg has an incu-
bation period of 21 days. Fertilized eggs are placed in an incubator 
that is maintained at a temperature of 100°F and has a humidifi  ed 
environment. To hatch a large number of eggs, it is advisable to 
have a commercial incubator. However, if only a small number 
of chicks is needed, e.g., 10–12, it is possible to incubate eggs in 
a laboratory incubator provided the eggs are rotated several times 
each day and humidity is high. Upon hatching, the chicks are 
placed in a warm environment maintained at 90°F for 3 weeks, 
after which the temperature can gradually be reduced to 70°F. At 
all times chicks are provided with commercial chick feed and 
water ad libitum. Chicks move to larger housing quarters as they 
increase in size. If chicks will not come in contact with other 
chickens or birds, it is not necessary to immunize the chicks 
against the common diseases of chickens. Whereas it is possible 
to raise adult chickens starting with the fertilized egg, it is easier 
and in some cases less expensive to purchase adult chickens from 
a producer.

BREEDS OF CHICKENS There are two commercial breeds 
of chickens, one which has been selected for egg laying and the 
other breed which has been selected for meat. Depending upon 
the research interest, either can be used. The laying breed grows 
slowly, reaching a weight of about 2.3 kg at maturity. In contrast, 
the meat breed grows rapidly, weighing 2.3 kg at 6 weeks of age, 
and if not feed restricted it will be obese at maturity. Generally 
the laying breed is selected for research because it does not have 
a weight problem, making it easier to manage. The most common 
strain is the white Leghorn, which is the strain used in most 
reproductive studies.

ONSET OF PUBERTY The egg laying Leghorn hen reaches 
sexual maturity at ∼5 months of age and starts to lay eggs. Egg 
production is high during the first year of lay at a rate of 90–95%. 
As the hen ages, egg production will decrease slightly. In the 
commercial poultry production, hens are molted at the end of the 
fi rst year of lay, which will result in increased egg production and 
also better egg quality. However, in a research environment, it is 
not necessary to molt hens after the first year of lay, albeit egg 
production will be less.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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LEFT OVARY DEVELOPS In the chicken only the left ovary 
and oviduct develop. The ovary contains five or six large yolk-
fi lled follicles that are arranged in a hierarchy based on their size, 
F1–F6, with F1 being the largest follicle and the next follicle to 
ovulate (Figure 18–1). These preovulatory follicles are attached 
to the ovary by a stalk through which nerves and blood vessels 
pass. When the F1 follicle ovulates, the other preovulatory folli-
cles move up one position in the hierarchy. At the same time, 
another follicle is selected from the small yellow follicles to enter 
the hierarchy. This follicular growth and maturation pattern works 
with almost clockwork precision in Leghorn chickens.

STRUCTURE OF THE FOLLICLE The follicle consists of 
an outer superficial epithelium single cell layer, a theca layer, a 
granulosa layer, a perivitelline membrane, a germinal disc, and a 
yolk (Figure 18–2). The theca layer, externa and interna, is a het-
erogeneous layer consisting of fibroblasts, steroidogenic cells, 
nerve cells, extracellular matrix, and blood vessels. In contrast, 
the granulosa layer is a single cell layer and is not innervated and 
has no blood vessels. The theca and granulosa layers are separated 
by a basement membrane, which allows an easy and clean separa-
tion of the two cell layers. The theca layer is the major site of 
testosterone and estrogen (estradiol-17β and estrone) synthesis, 
whereas the granulosa layer is the primary site of progesterone 
production.1 Inhibin, a hormone that regulates follicle-stimulating 
hormone in a negative feedback manner, is produced mainly by 
the granulosa layer of the hierarchical follicles.2

OVULATORY CYCLE The ovulatory cycle, described as the 
interval from one ovulation to the next ovulation, is approxi-
mately 24–26 h in length depending upon the age of the chicken. 
Young hens, in their first year of lay, will ovulate at about 24 h 
intervals, whereas as the chicken ages this interval between ovula-
tions can increase to ∼26 h or even greater. Ovulation is preceded 
by a significant increase in progesterone, which induces the lutein-
izing hormone (LH) surge. Ovulation of the egg occurs as the 

stigma, a visible avascular strip on the follicles, ruptures (Figure 
18–3). The egg, picked up by the oviduct, passes down the oviduct 
where albumen and shell membranes are secreted and then into 
the shell gland where the shell is deposited. It takes ∼24 h for the 
egg to move down the reproductive tract. At the time of oviposi-
tion, the passage of the egg from the shell gland through the 
vagina is dependent upon prostaglandins F2α and E2 and arginine 
vasotocin. Upon the laying of the egg, ovulation of the next egg 
occurs 15–30 min after oviposition. The close temporal relation-
ship between oviposition and ovulation makes it easy to determine 
the time of ovulation. For this reason, events during the ovulatory 
cycle are identified as hours before ovulation of the next (F1) egg. 
If the egg is to be fertilized, sperm stored in vagina-shell gland 
junction sperm storage glands are released and fertilize the egg as 
it enters the oviduct. For further information regarding the repro-
ductive physiology of the chicken, see reviews by Bahr and 
Johnson3 and Sharp.4

ENVIRONMENTAL CONDITIONS FOR MAXIMAL 
REPRODUCTIVE PERFORMANCE Chickens are easy to 
maintain and require only a few specific conditions. Commercial 
cages and watering systems are available and are relatively inex-
pensive. If possible, chicken cages should be suspended over a pit 
that has a stream of running water; however, this housing condi-
tion is not necessary. The water reduces the odor of the chickens 
and makes it easy to clean the pit by pulling the drain plug. 
Chickens should be housed in a room with adequate air exchange 
at an ambient temperature of 65°F with 14–17 h of light. Chickens 
are sensitive to wavelength, therefore warm fluorescent lights 
should be used and not the cool fluorescent lights. Chicken feed 
is available from commercial sources. Feed and water should be 
provided at all times.

MALE CHICKENS The rooster or cockerel reaches puberty 
at 4–5 months of age. The rooster has two testis that are located 
internally and attached to the dorsal wall of the body cavity. 
Spermatogenesis occurs at 41°C, the internal temperature of the 
rooster. There are no accessory reproductive glands, such as the 

Figure 18–1. A chicken ovary. The preovulatory follicles of the 
hierarchy are identified according to size with the F1 follicle being 
the largest follicle and the next one to ovulate, followed by the F2 
follicle, the second largest follicle, etc. Small follicles are classifi ed 
according to size and color of yolk. The postovulatory follicle (not 
visible) is a saclike structure containing all the cell layers present in 
the preovulatory follicle.

Figure 18–2. A cross section of a chicken preovulatory follicle. 
Note structural differences in the granulosa layer. The granulosa layer 
in contact with the germinal disc is called the germinal disc region 
(GDR). The columnar-shaped granulosa cells located proximal to the 
GDR (proximal granulosa) are proliferative and synthesize less pro-
gesterone. The cuboidal-shaped granulosa cells located distal to the 
GDR (distal granulosa) are differentiated and synthesize greater 
amounts of progesterone. (From Tischkau and Bahr,5 reprinted with 
permission from the Society for the Study of Reproduction.)
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proximal granulosa

germinal disc

oocyte
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theca interna
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prostate and seminal vesicles. As a result, seminal plasma has the 
same constituents as the epididymal fluid. Roosters also lack an 
intromittent organ. Sperm, stored in the lower end of the ductus 
deferens, are transferred directly from the rooster’s cloaca to that 
of the hen’s cloaca at mating. For further information see the 
review by Sharp.4

VALUE OF THE CHICKEN AS A RESEARCH ANIMAL The
benefi ts of using the chicken are many. Chickens are inexpensive 
to purchase, are healthy, and are easy to maintain. Specifi c 
pathogen-free eggs and chickens are available. Transgenic hens 
are produced commercially, though the supply is limited at this 
time. In the next section, examples of how the chicken is ideal for 
reproductive studies will be described.

THE CHICKEN AS A MODEL FOR BASIC 
REPRODUCTIVE STUDIES

FOLLICULAR DEVELOPMENT Its hierarchical arrange-
ment of follicles, large preovulatory follicles, visible germinal 
disc, clean separation of the granulosa and theca layers, accurate 
prediction of ovulation, and change in follicular maturation and 
ovulation with aging are a few of the chicken’s valuable qualifi ca-
tions as a model for ovarian studies. Hence the cellular changes 
and those associated with changes in gene expression that occur 
in the granulosa and theca layer as follicles mature and approach 
ovulation can be easily studied. In particular, the large number of 
granulosa cells (∼5 million) easily and quickly obtained from the 
F1 follicle makes the chicken follicle an ideal model for investi-

gating signaling, transcription factors, clock genes, etc. in the 
control of follicular development.

ROLE OF GERMINAL DISC For many years, it was thought 
that the oocyte was a passive inhabitant of the follicle. With the 
discovery of factors made by the oocyte that regulate the differ-
entiation of the follicle, investigations into the role of the oocyte 
in follicular development has intensified. The chicken follicle is 
an excellent model to study the role of the germinal disc in follicle 
function. The germinal disc contains the genetic material and cel-
lular organelles of the egg; thus the germinal disc is equivalent to 
the oocyte of the mammal. The germinal disc, attached to the 
overlying granulosa cells through cytoplasmic interdigitations, is 
called the germinal disc region (Figure 18–2). These granulosa 
cells have a higher rate of proliferation and are less differentiated 
than the granulosa cells distal to the germinal disc.5 The visibility 
of the germinal disc in vivo is enhanced by injection of chickens 
the day before they are used with 0.8 ml Sudan black [10 mg/ml 
of 1 : 1 phosphate-buffered saline (PBS):100% ethanol, fi ltered 
through a 0.45-µm filter], which is taken up by the yolk.6 To
understand the role of the germinal disc, it can easily be destroyed 
in vivo by freezing it with dry ice for 20 sec.7 The germinal disc 
along with its overlying granulosa cells can be obtained by isolat-
ing the granulosa layer.

OVULATION Identifi cation of the biological changes, par-
ticularly expression of genes, associated with ovulation, has been 
a challenging and intriguing subject for many years. Whereas 
progress has been made in understanding the process of ovulation 
using the mammal, this animal model is limiting because of the 
inability to obtain adequate tissue to measure cellular changes in 
the stigma, the site of rupture, and in nonstigma tissue. The chick-
en’s large preovulatory follicles overcome these difficulties. The 
hierarchical follicles have a distinct stigma area that can be easily 
isolated from the nonstigma area (see Figure 18–3). Furthermore 
comparison of the F1 follicle, the next one to ovulate, with the F2 
follicle, the follicle to ovulate the next day, provides an excellent 
comparable tissue to measure the cellular changes associated with 
ovulation (Figure 18–4).8 The short ovulatory cycle (24–25 h) and 
the accurate prediction of ovulation based on oviposition further 
bring superior precision to measuring the changes associated with 
ovulation. In the chicken follicle, unlike the mammalian follicle, 
there is no dilution of the measured endpoints due to the use of a 
large amount of ovarian tissue not associated with ovulation.

OVARIAN FUNCTION WITH AGING A longer interval 
between ovulations, hence a lengthening of the ovulatory cycle, 
occurs as the chicken ages. The follicle requires a longer time to 
gain competency to ovulate.9 This delay in ovulation represents 
changes at the level of the follicle as well as at the level of the 
hypothalamus, which becomes less responsive to the positive 
feedback of progesterone to induce the luteinizing hormone surge. 
The accuracy with which the time of ovulation based on oviposi-
tion can be determined and the large amount of tissue available 
from individual follicles facilitate the investigation of changes in 
gene expression with age. The chicken is a particularly good 
model to study the role of clock genes at the level of the hypo-
thalamus and the ovary in the aging process.

THE CHICKEN AS A MODEL FOR 
OVARIAN CANCER

Progress in eliminating a disease depends heavily upon the 
availability of an appropriate model. For many years scientists 

Figure 18–3. Ovulation of a chicken follicle. (A) A picture of the 
F1 follicle (largest) and the F2 follicle (smaller) several minutes 
before ovulation. The nonvascular stigma, the site of follicular 
rupture, is very obvious. (B) Ovulation of the F1 follicle as the stigma 
is ruptured. Note the size of the clear stigma in both the F1 follicle 
and the F2 follicle, which allows for easy isolation of the stigma and 
nonstigma parts of a follicle.

A

B
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have attempted to develop a mammalian model to investigate 
ovarian cancer in humans. Human ovarian cancer is the most 
common fatal gynecologic malignancy with a 5-year survival rate 
of 25–30%. One of the reasons for this low survival rate is the 
inability to detect ovarian cancer early. For example, the avail-
ability of a blood marker such as the prostate-specific antigen in 
males would be a significant advancement in early detection of 
ovarian cancer. Therefore a model that would make it possible to 
determine if there are markers in the blood for ovarian cancer and 
also the use of the presence of these markers to follow the effec-
tiveness of chemotherapy would be ideal. To date, despite the use 
of specific hormone treatments of rat to induce ovarian cancer and 
the recent availability of a transgenic mouse model, a mammalian 
animal model that spontaneously develops ovarian cancer has not 
been developed.

In contrast, the chicken does develop ovarian cancer spontane-
ously and the types of cancers are similar to those that occur in 
the human.10 The chicken seldom develops ovarian cancer before 
2 years of age, but does develop it with increasing age. It has been 
hypothesized that women and chickens develop ovarian cancer 
because they are persistent ovulators.11 The number of ovulations 
that occur in a woman’s lifetime, which in most cases may be 

interrupted by one or two pregnancies, is similar to the number 
of ovulations a chicken will have during a 2-year period, with the 
chicken ovulating 80% of the time. In contrast, most mammals 
are either pregnant or nursing and therefore are not persistent 
ovulators.

Fredrickson12 provides an early report of cancer in chickens. 
He biopsied 466 hens, ages 2–7 years, and found that 24% 
had malignant ovarian adenocarcinomas and that the incidence 
increased with age. He observed that the ovarian adenocarcino-
mas at their early stages are firm white cauliflower-like nodules 
that resemble atrectic follicles (Figure 18–5). Histological studies 
done by Fredrickson12 indicated a similarity between the germinal 
epithelium and the ovarian adenocarcinoma cells. This observa-
tion supports the current hypothesis that the ovarian superfi cial 
epithelial (OSE) cells are the cellular source of the ovarian adeno-
carcinomas. Recent studies by Johnson and Giles10 show that 
ovarian cancer in the chicken has a glandular growth pattern and 
simple columnar epithelium lines the glands (Figure 18–6). It is 
hypothesized that at the time of ovulation, cells located at the 
rupture site may have DNA damage; along with defective DNA 
repair mechanisms, this mutagenesis results in malignant trans-
formation followed by clonal expansion and metastasis.13 Another 
hypothesis that has a great deal of support is the epitheliomesen-
chymal conversion of OSE cells that occurs following ovulation 
when the OSE cells are displaced from the surface to the stroma.11

This displacement can also occur in the aging ovary due to an 
invagination of the OSE. The epithelial cells that are converted to 
mesenchymal cells can be incorporated into the stroma. However, 
if the OSE remain epithelial, they can aggregate and form inclu-
sion cysts that are the preferred sites of metaplastic and dysplastic 
changes that can lead to tumorigenesis. With malignant progres-
sion and depending upon the genetic predisposition of the woman, 
fewer of the OSE will become mesenchymal cells and be incor-
porated into the stroma.

The use of two chicken strains, C and K, that have a different 
incidence of ovarian cancer, different concentrations of estrogen 

Figure 18–5. Ovarian cancer of the hen. Gross appearance is char-
acterized by firm, white nodules. Cystic or hemorrhagic follicles are 
also often present. (From Johnson and Giles,10 reprinted with permis-
sion from the Poultry Science Association.)

Figure 18–4. Plasminogen activity (PA) in (A) the stigma region 
(S) of the theca layer and (B) the nonstigma region (NS) of the theca 
layer of F1 and F2 preovulatory follicles, which will ovulate next and 
26 h later, respectively. Follicles were obtained at 8 h (before the LH 
surge), 2 h (immediately after the LH surge), and 0.5 h immediately 
before ovulation. Each bar represents the mean ± SE of three to fi ve 
experiments. a, significant differences in PA activity compared to 8 h 
before ovulation (p < 0.05); b, significant difference in PA activity in 
F1 versus F2 (p < 0.05). (From Jackson et al.,8 reprinted with permis-
sion from the Society for the Study of Reproduction.)
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in the blood, and a different amount of mRNA expression for the 
α-subunit of inhibin in the granulosa layer suggests that there may 
be a genetic basis for ovarian cancer.10 The use of these two strains 
of chickens should be helpful in exploring the etiology of ovarian 
cancer.

Immunohistochemical expression of molecular markers asso-
ciated with ovarian cancer in humans was performed on chicken 
ovarian cancer tissue.14 A number of different antigens (cytokera-
tin AE1/AE3, pan cytokeratin, EGFR, Lewis Y, CEA, Tag 72, 
PCNA, p27, and TGF-α) were identified, which indicated the 
immunohistochemical similarity between human and chicken 
ovarian cancer tissue. Also this study demonstrated the potential 
utility of the avian model for the testing of chemoprevention 
agents.

THE CHICKEN AS A MODEL FOR TOXICOLOGY
Silent Spring, the book written by Rachel Carson in the late 

1960s, indicates the value of birds to make us aware of dangerous 
toxicants in our environment. Rachel Carson called attention to 
the dangers of the pesticide, DDT. Birds were laying soft shelled 
eggs, which made it impossible for these eggs to hatch and 

produce the next generation of birds. Without these birds, spring 
would be silent. Just as the canary in the coal mine can detect 
dangerous gases before humans can smell them, wild birds can 
act as sentinels to alert us to dangerous chemicals in our environ-
ments. Whereas wild birds are not a good research animal for 
toxicology, the chicken is an excellent model. In fact, in many 
cases, the chicken is a more sensitive model with easily observ-
able outcomes when compared to rodent models.

The list of xenobiotics and toxicants is long; however, a select 
few will be cited: DDT, polychlorinated biphenyl (PCB), and 
phenobarbital (PB). These lipophilic chemicals are metabolized 
by the mixed-function oxidases (MFO) present in the liver. The 
MFO metabolize substrates including drugs, lipophilic substances, 
and steroids. Hepatic cytochrome P450 (P450) is an indicator for 
the activity of this enzyme system. Exposure to these lipophilic 
substances results in an increase in the activity of the P450 in an 
effort to remove the toxic substances from the body. However, 
because these enzymes are not highly specific, an increase in their 
activity will increase steroid metabolism, thus lowering systemic 
concentrations of these steroids. Therefore physiological activities 
in the body that depend upon a certain blood concentration of 
steroids will be modified, which in the chicken would be the 
laying of soft shelled eggs or even complete cessation of egg 
laying.

The chicken, as an egg-producing species, is dependent upon 
a properly functioning ovary, liver, and shell gland to produce 
eggs. The ovary is the site of steroidogenesis and formation of 
yolky follicles. Ovarian estrogens act on the liver via an estrogen 
receptor to cause the synthesis of yolk proteins, which are then 
secreted into the blood and taken up by the ovarian follicles. Once 
the follicle has attained its proper size and is competent to respond 
to luteinizing hormone to ovulate, the egg is released and enters 
the oviduct where it obtains albumen and shell membranes. The 
egg then enters the shell gland where the shell, rich in calcium, 
is laid down. The mobilization of calcium from the medullary 
bone to the shell gland and its secretion into the shell gland are 
dependent primarily on estrogen. Therefore any chemical that 
changes the synthesis of estrogen by the ovary, its metabolism and 
ability to stimulate yolk synthesis in the liver, and the availability 
of estrogen to make available adequate calcium and its accretion 
for shell formation will affect the laying of eggs. Simply stated, 
the chicken has three specific tissues whose function can be 
altered by exposure to xenobiotics and toxicants. Furthermore, the 
response of chickens to these chemicals is rapid, occurring in 5–7 
days, and can be easily determined by observing the number of 
eggs laid, measuring the thickness of the shell, and determining 
the absence of a hard shell.

Two toxicology studies done in the chicken15,16 demonstrate 
the usefulness of the chicken for these types of studies. The objec-
tives of these studies were to investigate the effect of xenobiotics 
on the induction or depression of the MFO, changes in hepatic 
cytochrome P450, blood concentration of estradiol-17β (E2),
plasma calcium (Ca), rate of egg lay, and thickness of egg shell 
in laying Leghorn hens.15 They used PB and carbon tetrachloride 
(CCl4) as the xenobiotics of choice. There was a dose–response 
decrease in E2 concentrations in the blood (Figure 18–7) and an 
increase in the liver P450 concentration in response to feeding 
increasing amounts of PH (0–100 mg for 3 or 7 days; Figure 
18–8). The response to CCl4 for the concentration of P450 was 

Figure 18–6. Hematoxylin and eosin photomicrographs of ovarian 
cancer in the hen. The cancer is characterized by a glandular growth 
pattern. The glands are generally lined by a simple columnar epithe-
lium. Scale bar = 50 µm. (From Johnson and Giles,10 reprinted with 
permission from the Poultry Science Association.)



166 SECTION III  /  WELL-ESTABLISHED MODELS

similar to the data obtained following phenobarbital. In the second 
study, Chen et al.16 tested the effectiveness of four environmental 
toxicants that affect liver P450 concentrations. Three of the toxi-
cants (aroclor 1254, a PCB, DDT, and benzo[α]pyrene) were 
hypothesized to induce different isoenymes of P450 and one 
toxicant, lead acetate, inhibited the induction of the P450. The 
PCB and DDT significantly increased P450 with a consequent 
depression of circulating E2. Data from this study indicated that 
the environmental effects of these toxicants are an elevation of 
P450, which increases steroid metabolism by the liver and 

decreases circulating concentrations of E2 with negative effects 
on reproduction.

CONCLUSIONS
This chapter has provided a brief overview of the chicken’s 

reproductive physiology to introduce scientists in biomedical 
research to a valuable model. Examples of three specific areas 
of research were presented, namely, basic reproductive biology of 
ovarian function and ovulation, ovarian cancer, and toxicology. 
The size of the follicles, availability of ample tissue, and accurate 
prediction of ovulation make the chicken an ideal model to probe 
basic questions about ovarian function. The fact that it is the only 
animal model that spontaneously develops ovarian cancer with 
histological changes and expression of genes similar to that 
observed in human ovarian cancer makes the chicken an extremely 
important model to investigate this serious gynecological disease 
in humans. Finally, with the increasing need to determine the 
toxicity of substances in our environment, the chicken has a 
number of attributes that makes it an invaluable model. Only a 
few select references regarding these studies in chickens were 
cited in this chapter; however, the interested scientist will fi nd 
many more informative references in the published literature. 
The author of this chapter who has used chickens in research 
for 30 years is also a resource person to anyone needing help 
or having unanswered questions. She can be reached at jbahr@
uiuc.edu.
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19 Rat Knockout and Mutant Models
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ABSTRACT
The development of rat genetic models has rapidly progressed 

over the past decades and has become an important strategy to 
connect gene function to various aspects of health and disease. 
Reverse genetics or gene-driven genetics is a broadly accepted 
approach to study gene function. An indispensable reverse genetic 
tool is the generation and characterization of knockout and mutant 
animals for the genes of interest. Recently, the laboratories of Dr. 
Michael Gould (Madison, WI) and Dr. Edwin Cuppen (Utrecht, 
The Netherlands) have independently developed methods using 
N-ethyl-N-nitrosourea (ENU) mutagenesis to make rat knockouts 
and mutants in any gene of interest. This chapter describes expe-
rienced-based considerations from both laboratories that could 
serve as a guideline for initiating ENU mutagenesis-based screens 
in the rat.

Key Words: ENU mutagenesis, Point mutation, Reverse 
genetics, Inbred and outbred strain, Target gene, TILLING, CEL 
I, High-throughput resequencing, Yeast-based truncation assay.

INTRODUCTION
THE RAT AS A GENETIC MODEL ORGANISM Not long 

after rats were first captured for experimental purposes in the fi rst 
half of the nineteenth century, rat genetic research (genetics of 
coat color) made its introduction.1 Despite the early foundation, 
rat genetic research lost popularity, mainly since the early mam-
malian geneticists preferred the mouse for genetic experiments 
because of its smaller size and excellent reproductive character-
istics. The rat with its larger size became the first choice for 
physiologists and nutritionists. Many inbred strains have been 
created to resemble specific aspects of human health and disease. 
The Rat Genome Database (http://rgd.mcw.edu/strains) currently 
contains over 500 rat strains. It is now the geneticist’s turn to 
identify the genetic factors underlying the clinically relevant traits 
for which these strains have been bred. Comparative genomics by 
means of genetic mapping and positional cloning of quantitative 
trait loci (QTLs) in animal models has become a general strategy 
to genetically dissect these traits.2,3 The possibility of rapidly 
creating congenic, consomic, and recombinant inbred strains has 
undoubtedly facilitated the annotation of genomic loci of impor-
tance to a phenotype. In addition to that, the availability of the rat 

genome,4 a high-density radiation hybrid map,5 and the ongoing 
generation of dense genetic marker sets6–9 are completing the set 
of rat genomic resources.

Although these important advances in rat genetic research over 
the past decades have accelerated the identification and annotation 
of hundreds of QTLs, the next critical step in the process of cou-
pling the clinically relevant trait to the genome is the identifi cation 
of the causative genetic element(s).10 Frequently, traditional 
positional cloning efforts result in the identification of a large 
locus containing many putative functional genetic elements, such 
as genes, enhancers, and noncoding RNAs. At the stage where 
continuing positional cloning becomes inefficient due to the lack 
of recombination events, the accessibility of genetic tools, such 
as knockout technology, is needed to evaluate the contribution of 
these functional genetic elements to the QTL.10

FUNCTIONAL GENOMICS Mammalian genomics in the 
years around the millennium change was characterized by the 
collecting of tremendous amounts of sequencing data culminat-
ing in the publication of the human,11,12 mouse,13 and rat4 genomes. 
The “functional genomics” era aims for the identification and 
characterization of the functional genetic elements in these 
genome sequences, which will always require genetic approaches. 
Genetic approaches can roughly be divided into two categories: 
forward genetics and reverse genetics. Forward or classical genet-
ics starts with a phenotype. To reveal the genetic variant that is 
causing the phenotype, genetic mapping and positional cloning 
are performed. Many model organisms have been subjected to 
large-scale phenotypic screening, including Drosophila,14 zebra-
fi sh,15,16 and mice.17,18 These immense efforts have resulted in 
many interesting phenotypic mutants for which the underlying 
gene mutations have been identifi ed.

On the other hand, reverse genetics is a gene-driven approach. 
For many genes the sequence is currently annotated or predicted. 
Hence, the gene of interest can be knocked out or mutated in the 
model organism of choice and the phenotype can be studied. For 
a long time, mammalian knockouts were composed solely of 
mice. The technology relied on homologous recombination in 
embryonic stem cells (ES cells) to replace an exon of interest with 
a selectable marker, thereby creating a nonfunctional allele of the 
target gene.19 Rat embryonic stem cells capable of producing 
viable embryos have not been found thus far. This has hampered 
the production of rat knockouts for many decades, until recently. 
The first rat knockouts reported were generated by ENU 
mutagenesis-driven reverse genetics.20–22

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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N-ETHYL-N-NITROSOUREA MUTAGENESIS Mamma-
lian N-ethyl-N-nitrosourea (ENU) mutagenesis was first devel-
oped in the mouse. Large-scale forward genetic screens could not 
rely on spontaneous mutation rates, since these are far too low to 
make this approach viable. Early work by Russell and colleagues23

at Oak Ridge demonstrated that the mutation rate could be dra-
matically increased by germ-line mutagenesis. Several mutagenic 
agents, including chemical mutagens and X-irradiation, were 
examined using the specific locus test in mice. ENU was found 
to be the most favorable germ-line mutagen for three reasons.24

First, ENU was the most potent mutagen in producing loss-of-
function mutations. It is a directly acting alkylating agent not 
requiring metabolic activation to elicit its effect. Second, in con-
trast to X-irradiation, which produces larger deletions, ENU 
induces point mutations that merely affect single loci. Nonethe-
less, researchers should take into account that multiple back-
ground mutations could potentially distort phenotypic analysis. 
Third, ENU is considered a stem cell mutagen. When injected in 
males, DNA adduct formation occurs primarily in the spermato-
gonial stem cells,25 which triggers misincorporation of bases 
during spermatogenesis, and ultimately results in fi xed 
mutations.26

Additionally, repetitive application of lower doses of ENU 
gave a higher hit rate in the single locus test compared to a single 
high dose.27,28 Above a certain threshold, the relationship between 
dose of ENU and hit rate in the specific locus test is linear, sug-
gesting that at lower doses the DNA repair system in the sper-
matogonia is apparently capable of fixing the majority of 
ENU-induced DNA damage.29 Finally, ENU-induced mutagenic-
ity and toxicity are strongly strain dependent in the mouse.24

Recently, ENU mutagenesis has been utilized for gene-driven 
knockout/mutant production in several vertebrate species, such as 
zebrafi sh,30 mice,31 frogs,32 and rats.20–22 The universal methodol-
ogy known as target-selected mutagenesis, gene-driven mutagen-
esis, or targeting local lesions in genomes (TILLING) is outlined 
in Figure 19–1. Male founder animals are mutagenized and mated 
with wild-type females to produce a large library of F1 animals, 
carrying many random heterozygous point mutations across their 

genome. From each F1 animal a tissue sample is taken and DNA 
or RNA is isolated and screened for induced point mutations in 
the genes of interest using a high-throughput mutation discovery 
platform. Mutations are randomly distributed across the genome, 
but only coding regions are screened. Missense mutations could 
potentially be very interesting, as amino acid changes could result 
in hypermorphic or hypomorphic proteins. Nonsense mutation 
that introduce a premature stop codon lead to an early truncated 
protein that is likely nonfunctional, thereby creating a knockout 
animal. This methodology allows for the generation of an allelic 
series, i.e., a nonsense allele, hypermorphic/hypomorphic alleles, 
and the wild-type allele, which is highly informative to study the 
function of the gene. Finally, the animals harboring interesting 
mutations are selected from the library and the mutation is out-
crossed to reduce the amount of background mutations and 
incrossed to homozygosity.

PRODUCTION OF RAT KNOCKOUTS 
AND MUTANTS

Recently, Dr. Michael Gould’s laboratory (Madison, WI) and 
Dr. Edwin Cuppen’s laboratory (Utrecht, The Netherlands) have 
independently developed ENU mutagenesis protocols for several 
rat strains, resulting in the identification of the first rat knockouts 
and mutants worldwide. The Gould laboratory focused on genes 
related to breast cancer, whereas the Cuppen laboratory screened 
mainly genes involved in neurological processes and diseases. 
Although the technology seems rather uncomplicated, implement-
ing it in the rat model system requires careful preparations. Which 
strain will be most suitable? Which doses of ENU and what muta-
tion detection strategy could be used? After an interesting mutant 
has been identified, what follow-up will be performed? This 
section describes results and experiences from these two labora-
tories and can serve as a stepwise guideline for initiating an ENU 
mutagenesis-based screen in the rat.

STRAIN SELECTION Currently, over 500 rat strains have 
been developed to resemble a wide variety of aspects of human 
health and disease. It is often highly desirable to target candidate 
genes in the genetic background of interest, since numerous 

Figure 19–1. Schematic representation of a universal rat reverse 
genetic ENU mutagenesis screen. Mutagenized male founder animals 
are mated with untreated females to produce a large library of F1

animals that contain random heterozygous point mutations in their 
genome. From each F1 animal a tissue sample is collected from which 
DNA or RNA is extracted and screened using high-throughput muta-
tion discovery technology for induced mutations in the genes of 

interest. Animals harboring interesting mutations are identified. The 
mutation is first outcrossed to the wild-type background and subse-
quently incrossed to homozygosity. Outcrossing for at least six gen-
erations will eliminate most (>98.5%) of the background mutations 
on other chromosomes and will on average leave <35% of the donor 
chromosome surrounding the mutation.
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modifi ers could influence phenotypic analysis dramatically. 
However, not every strain is equally suitable for ENU mutagene-
sis. Data from mouse ENU mutagenesis experiments have unam-
biguously shown a strong strain-dependent susceptibility toward 
the effects of ENU.24 The Gould and Cuppen laboratories have 
independently established ENU mutagenesis protocols for a total 
of five inbred strains, Brown Norway (BN), Fischer (F344/Crl and 
F344/NHsd), Lewis (LEW), Wistar–Fürth (WF), and Wistar–
Kyoto (WKy), as well as for two outbred strains, Sprague–Dawley 
(Hsd:SD; SD), and Wistar (Wistar/Crl). Table 19–1 shows the 
results of several titration experiments using split doses of ENU. 
The strains were awarded a “suitability score” based on three 
criteria: reproductive capabilities (RC), tolerability toward ENU 
(ET), and mutation/mutant phenotype rate (MR).

First, the reproductive capabilities of outbred strains are gener-
ally better than those of inbred strains. Among the inbred strains, 
F344 showed the best reproductive performance (http://rgd.mcw.
edu/strains; on average 7–10 pups/litter in our hands, compared 
to 11–14 pups/litter for Wistar and SD). BN, WF, and WKy are 
known to be the moderate breeders (http://rgd.mcw.edu/strains), 
which make those strains less efficient for production of large 
libraries of mutant offspring.

The second criterion is the tolerability toward ENU (Table 
19–1). The optimal split dose of ENU for the above-mentioned 
strains was determined. We define the optimal dose as the highest 
dose for which at least half of the males are fertile 10 weeks after 
the ENU treatment. A dose group in which less than half of the 
males are fertile will not be able to extensively contribute to the 
library. In general, the outbred strains Wistar and SD appear to 
tolerate higher doses of ENU compared to the inbred strains; 
however, inbred F344 animals appear equally tolerable toward 
ENU. The recommended doses for these strains are 2 × 60 (mg 
of ENU per kg body weight) or 3 × 40. The recommended doses 
for BN is 3 × 20. WF never reached a fertility percentage of over 
50. The inbred strains LEW and WKy became completely sterile 
at the lowest split doses injected. The latter three strains are there-

fore considered less efficient for ENU mutagenesis screens. If a 
knockout or mutant in those genetic backgrounds is absolutely 
essential, two possibilities can be explored. First, the optimal 
dose for these strains could be determined by titrating a series 
of even lower split doses or single doses of ENU. The Gould 
laboratory obtained viable offspring from WF males injected 
with single doses of 25, 35, and 50 mg/kg, but only 33% or less 
of the males in all dose groups regained fertility (Table 19–2). 
However, it remains questionable if these low doses are capable 
of inducing mutations in these strains, knowing that ENU muta-
genesis is efficient only above a certain threshold in mice.29 Alter-
natively, the mutation of interest could be induced in a different 
genetic background and subsequently introgressed into the 
desired genetic background. Pitfalls of this procedure are 
discussed later on.

Finally, the suitability of using a certain strain in an ENU 
mutagenesis-based screen is dependent on the induced mutation 
rate. A higher mutation rate means that on average fewer animals 
need to be screened to find the desired mutant. The data from the 
Cuppen laboratory gives an accurate reflection of the molecular 
mutation frequencies in genes of interest in the F344/Crl and 
Wistar strains (Table 19–1). Given the optimal doses of ENU, the 
mutation frequencies were one mutation per 1.76 and 1.24 Mb, 
respectively.21 The mutation frequency for the BN strain treated 
with its optimal dose of ENU was not reliable (only eight muta-
tions with most of them derived from a single founder).

The Gould laboratory has estimated the mutagenicity of ENU 
to a strain from the rate of visible mutants produced.22 A large-
scale phenotypic screen in offspring of mutagenized SD (2 × 60) 
and F344/NHsd (2 × 60) animals revealed a visible mutant phe-
notype rate of 1 in 64 pups, respectively, compared to 1 in 283 
abnormal phenotypes in untreated animals. To test the heritability 
of the induced mutant phenotypes, approximately half of the 
mutant phenotypes could be bred to the next generation.22

To summarize, based on these three criteria the two outbred 
strains were awarded the highest scores (Table 19–1). Among the 

Table 19–1
Guidelines for choice of strain in N-ethyl-N-nitrosourea (ENU) mutagenesis experiments

Straina Optimal doseb Sterility doseb Mutation ratec

Suitability(0–6)d

ReferenceRC ET MR Total

BN 3 × 20 3 × 40 1 in 2.91 × 106 0 1 1 2 Smits et al.21

F344/Crl 3 × 40 3 × 60 1 in 1.76 × 106 2 2 1 5 Smits et al.21

F344/NHsd 2 × 60 2 × 75 1 in 59 1 2 2 5 Zan et al.22

LEW Unknown 3 × 20 Unknown 1 0 – 1 Smits et al.21

WF Unknown 2 × 50 Unknown 0 0 – 0 Zan et al.22

WKy Unknown 2 × 50 Unknown 0 0 – 0 Zan et al.22

SD 2 × 60 2 × 100 1 in 64 2 2 2 6 Zan et al.22

Wistar 3 × 40 3 × 60 1 in 1.24 × 106 2 2 2 6 Smits et al.21

aThe first six strains are inbred; the last two strains are outbred.
bDose of ENU in mg per kg bodyweight. 2× or 3× are weekly spaced injections. Optimal dose is determined as the dose at which at least half of 

the founder males are fertile at 10 weeks after the ENU treatment. Sterility dose is the dose at which none of the founder males is fertile at 10 weeks 
after the ENU treatment.

cMutation rates BN, F344/Crl, and Wistar are molecular mutation rates determined by resequencing. The rates for F344/NHsd and SD are visible 
mutant phenotype rates, as determined by physical examination of the offspring. Nonmutagenized SD results in a visible mutant phenotype rate of 
1 in 283.

d0 = not suitable, 6 = very suitable. Suitability is determined using three criteria: reproductive capabilities (RC), tolerability to ENU (ET), and 
induced mutation/mutant phenotype rate (MR). Each criterion is awarded 0, 1, or 2.
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inbred strains tested, F344 gave the highest scores. Hence, we 
recommend using Wistar, SD, or F344 for ENU mutagenesis-
based genetic screens in the rat.

N-ETHYL-N-NITROSOUREA MUTAGENESIS Proper ap-
plication of an exactly measured amount of ENU to the rats is 
critical for reproducibility in consecutive mutagenesis experi-
ments. Hence, it is important to establish a standardized procedure 
for dissolving, measuring, and administering ENU. The Gould 
and Cuppen laboratories have used the same protocol with some 
minor differences.

ENU was always freshly dissolved less than 1 h prior to injec-
tions. ENU comes as a powder in a sealed vial (SIGMA; 1 g). It 
is predissolved by vigorous shaking in 95% (v/v) ethanol (Gould 
laboratory 10 ml; Cuppen laboratory 5 ml) and diluted with phos-
phate/citrate buffer (Gould laboratory: 90 ml of 0.2 M Na2HPO4,
0.1 M citric acid, pH 5.0; Cuppen laboratory: 95 ml of 0.1 M 
NaH2PO4, 0.05 M citric acid, pH 5.0). The concentration is deter-
mined by measuring the optical density (OD) of a 10 times dilu-
tion at 395 nm wavelength. Preferentially, vials with the same lot 
number are used for all injections. One OD unit equals a concen-
tration of ∼1 mg/ml. Final concentrations typically varied between 
6 and 8.5 mg/ml, but were relatively constant for vials with the 
same lot number. The desired dose is injected intraperitonially in 
weekly intervals. The male germ-line should be fully developed 
(∼8 weeks of age) at the first ENU treatment. The Gould labora-
tory started the first ENU treatment at 9 weeks of age, whereas 
the Cuppen laboratory started at 10 and 11 weeks of age, which 
in all cases resulted in successful mutagenesis.

The number of males to be mutagenized depends on the repro-
ductive capabilities of the selected strain, as outlined above, on 

the fertility rate of the selected strain treated with the optimal dose 
of ENU, and on the mutation/mutant phenotype rate. Fertility 
rates of the rat strains tested by the Gould and Cuppen laboratories 
are listed in Table 19–2. For example, if researchers decide to 
mutagenize BN males with a dose of ENU of 3 × 20, they should 
envision that nearly 20% of the mutagenized males will become 
sterile and that BN has less than one-third of the reproductive 
capabilities of either the Wistar or SD strains. Additional males 
have to be mutagenized to compensate for the resulting moderate 
litter size.

LIBRARY PRODUCTION Using a mutation rate of roughly 
1 in ∼1.2 Mb, the Cuppen laboratory estimated that a knockout 
probability of 96% for an average-sized rat gene (∼1300 bp of 
coding region) requires an F1 library of ∼50,000 mutant animals.21

This estimation is based on a total coding region size of ∼28.4 Mb, 
of which ∼1.7 Mb could be mutated into a stop codon by the three 
most frequently occurring ENU-induced mutations (AT-TA, AT-
GC, GC-AT).21 Nonetheless, the Gould laboratory experimentally 
showed that the library sizes to find a truncation in breast cancer 
genes 1 and 2 (Brca1 and Brca2) were 1965 and 788, respec-
tively.22 F1 libraries of thousands of animals take considerable 
time to generate and require an adequate logistical plan. Most 
laboratories do not have sufficient housing capacity. Since suc-
cessful rat sperm cryopreservation is still limited to a single labo-
ratory worldwide33 and is certainly not a routine procedure, we 
suggest a rolling-circle model for the library production, which 
means that preweanling pups are produced to be consistent with 
the screening capacity. Only the pups harboring interesting muta-
tions are kept and all other pups are discarded shortly after screen-
ing to prevent accumulation in the animal facility.

Table 19–2
Effects of N-ethyl-N-nitrosourea (ENU) treatment on male rat fertilitya

Inbred strain Dose (mg/kg) Fertile males
Fertile

males (%) Outbred strain Dose (mg/kg) Fertile males
Fertile

males (%)

BN 3 × 20 20 / 24  83% SD 1 × 75  3 / 3 100%
3 × 30  7 / 24  29% 1 × 100  4 / 5  80%
3 × 40  0 / 24   0% 1 × 120  2 / 6  33%

F344/Crl 3 × 20 20 / 24  83% 1 × 150  0 / 3   0%
3 × 30 19 / 24  21% 2 × 60  5 / 5  100
3 × 40 17 / 24  71% 2 × 75  1 / 5  20%
3 × 60  0 / 10   0% 2 × 100  0 / 3   0%

F344/NHsd 1 × 75  3 / 3 100% Wistar 3 × 25 10 / 10 100%
1 × 100  4 / 6  67% 3 × 30  8 / 10  80%
1 × 120  0 / 6   0% 3 × 35  9 / 9 100%
2 × 50  3 / 5  60% 3 × 40  6 / 10  60%
2 × 60  2 / 5  40% 3 × 60  0 / 10   0%
2 × 75  0 / 3   0%

LEW 3 × 20  0 / 24   0%
WF 1 × 25  3 / 10  30%

1 × 35  2 / 6  33%
1 × 50  3 / 12  25%
1 × 75  0 / 3   0%
2 × 15  1 / 6  17%
2 × 25  1 / 6  17%
2 × 50  0 / 3   0%

WKy 2 × 50  0 / 10   0%
aA founder is considered fertile if it produces more than one litter between 10 and 26 weeks after the ENU treatment.
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The Gould and Cuppen laboratories set up matings with the 
mutagenized founder males every 2 or 3 weeks and each male 
was paired with one or two females. Using combinations of these 
two variable conditions, the pup production speed could be cus-
tomized depending on the screening capacity. Mutagenized fertile 
males gave viable offspring up to 15 months of age, although 
some males experience a reduced life span due to tumor formation 
resulting from the mutagenesis.

To fix the mutations that are induced in the spermatogonial 
stem cells, it is important to let the mutagenized males undergo a 
full round of spermatogenesis (∼60 days). However, to monitor 
fertility and to stimulate sperm production of the mutagenized 
founders, both laboratories have started matings as soon as 3 and 
5 weeks after the ENU treatment. Pups born earlier than 10 weeks 
after the ENU treatment could be chimeric resulting from ENU-
induced DNA adducts in spermatozoa and were subsequently 
discarded. These pups could be used to optimize the high-through-
put mutation detection assay. Typically, the optimal dose of ENU 
for a certain strain is characterized by a dip in the pup production 
around 9 weeks after mutagenesis (Figure 19–2A), which is less 
pronounced or absent at suboptimal doses of ENU (Figure 19–
2B). Unlike many mouse strains that might regain fertility up to 
26 weeks after the ENU treatment,24 ENU-treated male rats rarely 
regain fertility after a long period of sterility.

MUTATION DISCOVERY Due to the recent intensifi cation 
of interest in genome-wide genetic variation, many high-
throughput mutation discovery technologies became available. To 
date, three mutation discovery strategies have been applied to 
mutagenized rat libraries, namely CEL I-mediated heteroduplex 
cleavage,20 high-throughput resequencing,21 and a yeast-based 
screening assay.22 This section will describe the most important 
pros and cons of each methodology (Table 19–3).

The Cuppen laboratory adopted the CEL I-mediated enzymatic 
heteroduplex cleavage method (CEL I) from the Arabidopsis
fi eld34 and initially applied it to screening zebrafish in a high-
throughput fashion.35 The method relies on an exon-specific poly-
merase chain reaction (PCR) (∼500–800 bp) with fl uorescent 
primers that label both sides of the product with a different fl uo-
rophor. If a mutation was induced in the exon of interest, two 
alleles are present in that sample. Denaturing and reannealing of 
the samples will result in heteroduplexes in the mutant sample, 
which are specifically cut by the endonuclease CEL I. Denaturing 

polyacrylamide gel electrophoresis using an LI-COR DNA ana-
lyzer will detect the fluorescently labeled full-length and digested 
products. The mutations will appear as extra dots on a gel image, 
which are easily recognized by the eye. The corresponding sample 
is then resequenced to reveal the nature of the mutation.

An advantage of the method is that all reactions can be per-
formed in an automated fashion, which makes the procedure 
easily scaleable (Table 19–3). In addition, after PCR amplifi cation 
samples can be pooled up to four times to increase throughput. 
Investment costs are reasonably low. The assay requires a PCR 
machine, an LI-COR DNA analyzer, and depending upon the 
anticipated throughput, a liquid handling station for automation. 
The running costs are also low, especially if samples are pooled 
and PCRs are standardized using primers with universal adapters 
and universal fluorescent primers that fit these adapters. The dis-
advantages are that in our hands LI-COR gel images of variable 
quality (resolution, signal intensity) were produced. This was 

Figure 19–2. Average litter size for three different strains, Wistar/
Crl, Sprague–Dawley (Hsd:SD), and Fischer (F344/NHsd), measured 
from 3 to 17 weeks (wks) after the ENU treatment (Hsd:SD, F344/
Nhsd: wks after the first injection; Wistar/Crl: wks after the last injec-

Table 19–3
Overview of mutation discovery strategies applied to 

mutagenized rat libraries

CEL I Resequencing Yeast-based assay

Automationa + ++ −−
High-throughputb ++ ++ −
Scalabilityc + ++ −
Flexibilityd − + −
Robustnesse − ++ +/−
Accuracyf − ++ +/−
Investment costs + −− ++
Running costs + + ++

aAutomation: Can the method be run in a fully automated fashion, 
i.e., without manual operations?

bHigh-throughput: Does the method allow for the screening of large 
amounts of bases per day?

cScalability: Can the amount of genomic DNA/RNA samples easily 
be scaled up or down?

dFlexibility: Does the method easily allow for the screening of addi-
tional amplicons/exons?

eRobustness: Is the quality of the data constant between amplicons, 
samples, or runs?

fAccuracy: Does the method produce false positives/negatives?

tion). The dip in pup production manifests between 8 and 9 weeks 
after the last ENU injection. (A) Strains mutagenized with an optimal 
dose of ENU (in mg per kg body weight). (B) Strains mutagenized 
with a suboptimal dose of ENU (in mg per kg body weight).
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partially amplicon dependent and partially unknown, which makes 
the assay score lower in robustness. Additionally, researchers 
planning to use this technology should take into account that it is 
not 100% accurate. The CEL I method does miss some mutations 
and produces a considerable amount of false-positive dots that 
have to be followed up by an independent PCR and sequencing 
reaction.35

Dideoxy sequencing is considered the gold standard for the 
discovery of genetic variation.36 The Cuppen laboratory has devel-
oped a cost-effective high-throughput automated resequencing 
platform that allows for the screening of literally millions of bases 
per day.21 All reactions are performed in an automated fashion and 
data are analyzed using Polyphred software.37 Polyphred awards 
a score to putative heterozygous positions, for which the original 
sequence trace was individually scanned by the eye. All potential 
mutations that pass this manual selection are repeated by an inde-
pendent PCR and sequencing reaction for verifi cation.

Resequencing is the most direct way of finding induced muta-
tions and the method is extremely robust and scaleable (Table 
19–3). Very few if any mutations are missed and the false-positive 
rate is low, making this method highly accurate. On the other 
hand, the investment costs are high, since the method requires a 
capillary sequencing machine, PCR machine, and liquid handling 
robot. As all reaction are standardized by the use of universal 
adapters and diluted to limited conditions, the running costs are 
surprisingly low.

The yeast-based screening assay employed by the Gould labo-
ratory to generate knockouts in Brca1 and Brca2 allows for the 
identifi cation of only truncations, caused by premature stop 
codons or frame shifts, induced by splice site mutations or inser-
tions/deletions (INDELs). The advantage is that only those muta-
tions that have the highest chance to alter gene function are found. 
However, potentially interesting functional missense mutations 
are neglected by this method. There are two versions of the 
method, namely the cDNA (copy DNA) version and the gDNA 
(genomic DNA) version. PCR-amplified fragments of the cDNA 
target or the large gDNA exon are transformed into competent 
yeast cells together with a linearized customized gap-repair vector 
containing sequences of the fragment of interest. Upon transfor-
mation, the amplified fragment is “cloned” in vivo into the gap-
repair vector by homologous recombination, which places it 
behind the yeast ADH1 promoter and in frame with the reporter 
gene ADE2. Yeast cells that produce the functional chimeric 
protein grow efficiently and form large white colonies on plates 
with selective medium. If the fusion protein is truncated due to a 
premature stop codon or frame shift mutation in the cloned frag-
ment, the yeast cells will grow inefficiently and produce small red 
colonies. Since the original mutation is heterozygous, such a plate 
should theoretically contain half white and half red colonies. The 
corresponding sample is resequenced to reveal the nature of the 
mutation.

The yeast-based assay does involve substantial manual opera-
tion, especially the cDNA version, which includes isolation of 
total RNA and a reverse transcriptase reaction, and is not easily 
automated. In the final step, the transformed yeast cells have to 
be plated out manually and read by the eye. This also negatively 
affects the throughput and scalability of the method (Table 19–3). 
The method is not flexible, since it requires a different customized 
gap-repair vector containing a gDNA/cDNA product for every 
gene of interest. The method produces a background rate of red 

colonies, which is generally higher for the cDNA version (12.5–
15%) compared to the gDNA version (0.5%).22 Both versions do 
produce false positives, which are initially repeated in the same 
assay and subsequently followed up by resequencing. The main 
advantage of the yeast-based screening method is that the verifi ed 
mutations will in almost all cases result in loss of gene function. 
Additionally, the cDNA version allows for the screening of larger 
fragments (up to the full-length cDNA). Finally, the investment 
costs are low, since only a PCR machine is needed. The running 
costs are also low; however, if the method is scaled up, personnel 
costs become a considerable issue due to many manual steps in 
the procedure.

These are three examples of mutation discovery platforms used 
in the rat, but many other methods not discussed here are avail-
able. Every mutation discovery platform has its own advantages 
and disadvantages. Depending on the purpose of the screening, 
the desired throughput, and the available personnel/funds, a 
method can be selected.

OUTCROSSING OF AN INTERESTING MUTATION All
mutations identified in the F1 library will be heterozygous. To 
obtain a homozygous mutant, the corresponding rat must first be 
outcrossed to an untreated rat. Progeny of the outcross are geno-
typed to ensure germ-line passage of the mutation in a Mendelian 
fashion. Although generating a homozygous mutant seems 
straightforward, a repeatedly posed question about the ENU muta-
genesis-mediated knockout/mutant procedure is whether back-
ground mutations that are inevitably induced by ENU are a major 
concern. Given a mutation rate of 1 in ∼1.2 Mb, a genome size of 
∼2.5 Gb, and a coding region size of ∼28.4 Mb, of which ∼1.7 Mb 
could be mutated into a stop codon by the three most common 
ENU-induced mutations, every mutagenized genome will on 
average contain ∼2000 mutations, of which ∼24 are located in 
coding regions, of which one or two will change an amino acid 
into premature stop codon. Theoretically, for every backcross the 
number of background mutations is reduced by on average 50%. 
Thus, after five backcrosses mutant animals will consist of ∼97%
of the wild-type genome and will contain approximately 1 muta-
tion in coding regions and 63 mutations elsewhere in the genome. 
Although this may hold true for all unlinked background muta-
tions, potentially confounding mutations that are linked to the 
mutation of interest will remain, as they are located nearby on 
the same chromosome. For the mouse, Keays et al.38 modeled the 
decay of linked mutant DNA to a randomly selected position on 
a chromosome (e.g., a mutation) over the number of backcrosses 
and found that after 10 backcrosses there is still on average ∼20%
of mutant DNA linked to the selected site, which depending 
on the size of the chromosome corresponds to ∼53.6 (chr 1)–9.4
(chr 12) Mb in the rat. These segments could still contain ∼45–8
background mutations, which, depending on the proportion of 
coding or other functional regions surrounding the mutation of 
interest, could have a small chance of influencing phenotypic 
analysis.

In the case of introgressing an induced mutation into a different 
genetic background, the animal harboring the smallest portion of 
the mutant genome could be traced in each cross by marker-
assisted selection,38 thereby speeding up the backcrossing process. 
This procedure could more efficiently abandon confounding 
mutations and give insight in the amount of mutant DNA ac-
companying the mutation of interest; however, it could never 
eliminate all possibly linked mutations. Thus, while backcrossing 



CHAPTER 19  /  RAT KNOCKOUT AND MUTANT MODELS 177

to a wild type background is an effective strategy to eradicate 
unlinked mutations and to a certain extent linked mutations, the 
small chance of a closely linked confounding mutation contri-
buting to the phenotype can be excluded only by functional 
experiments.

First, the phenotype–genotype relationship must always be 
1 : 1, meaning that all homozygous mutant animals in every cross 
of the entire experiment must display the phenotype under study. 
If one homozygous animal does not display the phenotype, a 
closely linked mutation is most likely involved. This test becomes 
less penetrant if modifiers attenuate the phenotype. The gold stan-
dard to demonstrate the phenotype–genotype relationship is the 
generation of a second functional allele of the same gene that 
should give rise to a comparable phenotype. This is a rather 
common strategy in organisms with high induced mutation rates, 
like worms and zebrafish. However, for the rat, which allows for 
a fairly moderate mutation rate, it might not be feasible to find an 
additional functional allele, especially for below average-sized 
genes. Alternatively, a transgenic animal harboring a wild-type 
copy of the gene in the mutant background could be generated, 
which should rescue the phenotype. Technologies to produce 
transgenic rats are broadly established.39,40 Finally, a phenocopy 
could be made by stable transgenic RNA interference-mediated 
gene silencing.41

RAT KNOCKOUT/MUTANT STATUS AND 
FUTURE PERSPECTIVES

Since the first publication of rat knockout technology in 2003, 
a total of 18 ENU-induced knockout rats have been reported by 
the Gould laboratory, the Cuppen laboratory, and the PhysGen 
program (http://pga.mcw.edu; Milwaukee, WI). In addition, 121 
amino acid-replacing mutants have been reported. Several knock-
outs currently undergo detailed phenotypic characterization.42

Recent publications on the rat knockouts for the adenomatous 
polyposis coli (APC) gene generated in a collaborative effort by 
the Gould and Dove laboratories (Madison, WI)43 and the sero-
tonin transporter (SERT) gene generated by the Cuppen labora-
tory44 indicate that these models reflect human biology better than 
the corresponding mouse knockouts. The Brca2 knockout, recently 
characterized by the Gould laboratory, does not provide an 
improved model for human BRCA2-related predisposition to 
breast cancer. However, it has a novel ocular phenotype (cata-
racts) never seen before in existing mouse Brca2 knockouts.45 In 
addition, homozygous knockout rats live longer compared to 
knockout mice with a truncation at a similar position in the Brca2
gene. Finally, a rat knockout for Myosin7a, the gene affected in 
patients suffering from Usher syndrome Type 1B, was identifi ed 
by an ENU mutagenesis-driven forward genetic approach.46 In 
this case, the rat knockout model is phenotypically similar to 
existing mouse knockout models. However, due to the rat’s greater 
size it provides better access to the affected organs, such as the 
inner ear, vestibular organ, and retina, and is also more suited for 
(micro)surgical manipulation.

This initial evidence suggests that rat knockouts could cer-
tainly complement other existing knockout models to study the 
genetics of specific aspects of human health and disease. Cur-
rently, the PhysGen program and the Cuppen laboratory are still 
pursuing ENU mutagenesis-based reverse genetics for genes 
involved in human cardiovascular processes, possibly resulting in 
novel interesting knockouts and mutants.

In addition to the reverse genetic approaches that have been 
discussed in this chapter, rat forward genetics could also lead to 
novel insights in gene function. Many rat strains have been thor-
oughly characterized in the past and are currently being systemati-
cally phenotyped (e.g., PhysGen program; The National Bio 
Resource Project in Kyoto, Japan; http://www.anim.med.kyoto-
u.ac.jp/nbr). If these validated assays are converted into a stream-
lined high-throughput screening pipeline, they could be well 
suited for a large-scale systematic ENU mutagenesis-based screen. 
Previous ENU mutagenesis experiments have already produced a 
number of dominant and recessive mutant phenotypes, such as 
polydactyly, tail and eye aberrations, hip dysplasia, diphally, and 
circling behavior.20,22,46 Only for the circling mutant (Tornado) has 
the underlying gene defect been found. This appeared to be a 
premature stop codon in Myosin7a, as mentioned above.

Despite the lack of embryonic stem cell-related technologies 
for the rat, the genetic toolbox has recently been filled rapidly. 
Historically, the rat has always been the model of choice for 
physiology rather than for genetics. However, because of these 
recent advances in ENU mutagenesis-based forward and reverse 
genetics, as well as the development of other genetic technologies 
for the rat, such as transgenesis,40 and transient and permanent 
RNAi-mediated gene-silencing,41 rat genetic and genomic 
approaches have recently gained momentum.2,10
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ABSTRACT
Laboratory mice (Mus musculus) and rats (Rattus norvegicus)

are the most commonly used animals in biomedical and behav-
ioral research. Today, there are many inbred, outbred, hybrid, 
congenic, and genetically modified mouse and rat models that 
have made essential contributions to advances in the diagnosis, 
prevention, and control of human disease. Routine genetic moni-
toring of these animals is essential to their successful use. Herein, 
we discuss the basic structure of the mouse and rat genome; 
common breeding protocols to preserve innate and exogenous 
genetic backgrounds; and the methods used for creating specifi c 
types of mutant model, research applications, and current geno-
typing methods.

Key Words: Genetics, Genotyping, Genetically modifi ed, 
Microsatellite marker, Single nucleotide polymorphism, Poly-
merase chain reaction, Allelic discrimination.

MODEL USE AND HISTORY
Laboratory mice (Mus musculus) and rats (Rattus norvegicus)

are the most commonly used animals in biomedical and behav-
ioral research.1 Mice and rats have made essential contributions 
to advances in the diagnosis, prevention, and control of human 
disease.2–5 Mice and rats originated in Asia and then spread 
throughout the world as they became commensal with humans. 
M. musculus is most likely the result of a hybrid of several species 
of the species, Mus. The laboratory mouse is a subspecies of M.
musculus; M. musculus musculus. In 1664, Robert Hooke was the 
fi rst to use the mouse in the laboratory while studying the proper-
ties of air and oxygen. Albino mutant rats (R. norvegicus) were
fi rst brought into the laboratory in Germany in the 1870s, and 
thus, are the first mammal domesticated for experimental 
purposes.4

Many of the strains and stocks of mice and rats used today in 
research were initially started by coat color breeding fanciers (or 
pet breeders) in Asia (Chinese mouse fanciers are recorded as 
early as 307 ad), Europe, and the United States (Abby Lathrop). 
The first inbred mouse strain (DBA/1) was developed by C.C. 
Little in 1909. The Wistar Institute in Philadelphia is the original 
source of many of the currently used rat stocks and strains. Com-
mercial and government supported breeding colonies of mice and 
rats were established throughout the world to supply a broad range 

of characterized genotypes for support of broad-based scientifi c 
studies. Standard nomenclature rules for mice and rats stocks and 
strains have been published.6 Specifi c sources for mice and rats 
models are also available,6 and genome databases have been 
established.7–9

Mice and rats have been widely used in the study of immunol-
ogy, cancer, cardiovascular disorders, metabolic disorders, neuro-
logical disorders, organ transplantation, renal disease, genetics, 
toxicology, and behavior, just to name a few. The ever growing 
use of genetically modified mice and rats (transgenic, knockout, 
knockin, conditional mutants), in addition to the use of the stan-
dard stocks and strains of outbred, inbred, hybrid, congenic, con-
somic, and recombinant strains, has made major contributions to 
the advancement of genomic medical knowledge in the past 20 
years.10–14 The first transgenic mammal created by pronuclear 
injection was a mouse.15 Recently, to ensure that unique strains 
will be available to future generations of scientists, a number of 
government sponsored repositories have been established in the 
United States, Europe, and Japan.16–19 Improvements in genetic 
engineering technology and methodology are continuing for the 
development of inducible transgenics, conditional mutations, 
speed congenic production, transgenic and knockout rats, and 
chemical-induced and radiation-induced mutants. The need for 
evolving genetic testing services and technologies continues to be 
of utmost importance.20,21

BASIC RODENT GENETICS
THE MOUSE GENOME Scientifi c interest in the study of 

the mouse genome dates back to at least 1866 when Gregor 
Mendel began investigating coat color alleles in mice. Upon 
hearing of the monk’s activities, a local bishop forbade Mendel 
to share his living quarters with any creature that engaged in 
sexual intercourse, and thus Mendel was forced to use pea plants 
for his now famous genetics research.22 In 1902, Lucien Cuénot 
became inspired by reading Mendel’s Laws of Independent 
Assortment and Segregation, and he began his own experiments, 
using the mouse to study segregation of the albino and yellow 
coat color alleles.23 This work was continued by Cook and Little, 
who described nine color coat loci in mice.24,25

The mouse genome consists of 19 pairs of autosomes and the 
X and Y sex chromosomes. Each chromosome is acrocentric, 
meaning that the centromere, or “waist” of the chromosome, is 
positioned at one end. The short arm of acrocentric chromosomes 
have structures called “satellites,” which are round, circular 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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fi gures on the end of a stem that code for ribosomal DNA. The 
organization of the mouse genome consists of approximately 8% 
highly repetitive DNA, 76% repetitive DNA, 15% semirepetitive 
DNA, and 1% fold back DNA.26,27

THE RAT GENOME The scientific study of the rat dates 
back to as early as 1828. The first genetic experiments were per-
formed on the rat by Crampe from 1877 to 1895 and focused 
on the inheritance of coat color alleles. In 1908 the first inbred rat 
(PA strain) was developed by King.28

In the early 1990s, many scientists argued that sequencing the 
rat genome would be redundant because the mouse and human 
genome had already been sequenced. It was assumed that the rat 
genome would be quite similar to the genome of the mouse. 
Despite scientific protest, investigators led by the Baylor College 
of Medicine Human Genome Sequencing Center sequenced the 
DNA from the Brown Norway rat (BN/RijHsd) obtained by the 
Medical College of Wisconsin from Harlan. The entire genome 
of the rat has not yet been sequenced; however, a high quality 
draft representing 90% of the DNA sequence is currently avail-
able. Despite the gaps in the DNA sequence, it is still quite evident 
that the organization and size of the rat genome were much dif-
ferent than first expected.29

The rat genome consists of 21 pairs of autosomes and the X 
and Y sex chromosomes. The size of the rat genome is approxi-
mately 2.75 gigabases (Gb), as compared to the mouse genome 
of 2.6 Gb and the human genome of 2.9 Gb.30

BREEDING METHODS
INBREEDING Each individual animal in an inbred strain is 

genetically uniform, thus eliminating experimental variability 
due to genetic effects. An inbred strain is defined as having at 
least 20 generations of brother × sister matings. An inbreeding 
program begins with breeding siblings produced from a fi rst 
fi lial mating (F1). Inbreeding is continued by performing full 
sibling matings at each successive generation. As the fi lial 
number increases, the level of heterogeneity in the colony 
decreases, and after 20 successive generations of brother ×
sister matings (F20), a colony is considered to be fully inbred,31

although many currently available strains are over 100 
generations.

OUTBREEDING A rodent outbreeding program is the oppo-
site of an inbreeding program with the goal being to retain 
maximum heterogeneity by avoiding matings between closely 
related individuals. Although outbred rodents (referred to as 
stocks) are not genetically defined, advantages for some investiga-
tors include increased body weight, larger size and frequency of 
litters, increased life expectancy, increased resistance to disease 
in some cases, and lower cost due to higher reproduction. Outbred 
stocks are useful in experiments in which the genetic background 
of the experimental model is not the major factor in the outcome 
of the study and they are used extensively in toxicology and safety 
assessment.32

F1 HYBRIDS Fully inbred strains often display undesirable 
characteristics, including low fecundity, small litter sizes, reduced 
life span, and increased susceptibility to disease due to homozy-
gosity. It is possible, however, to create a colony of rodents that 
is genetically identical without suffering the consequences of 
homozygosity. This is accomplished by crossing two inbred 
strains to produce an F1 hybrid animal that is heterozygous at 
almost all loci. These animals display hybrid vigor for the char-

acteristics mentioned above. F1 hybrid strains also exceed the life 
span of either of the inbred parent strains.33

CONGENICS Congenics are created by backcrossing a 
“donor” strain that contains the gene of interest to an inbred 
“recipient” strain for 10 or more generations. With each genera-
tion, the allele of interest from the donor strain is maintained in 
a heterozygous state, while the rest of the genome is bred to 
homozygosity during the 10 generations. The resulting offspring 
are genetically identical to the recipient strain, except for a small 
chromosomal region that carries the gene of interest from the 
donor strain. Congenics are useful in studying multiple gene 
effects and also for studying a particular mutation of interest on 
various inbred strain or outbred stock genetic backgrounds.32

Marker-assisted breeding, or speed congenics, can reduce the 
time necessary to produce a transgenic by 50%. Speed congenics 
is performed by utilizing a genome wide screen at each generation 
to select breeders (typically males) for the next generation of 
backcrossing. Selected breeders not only carry the gene of inter-
est, but are also the most genetically similar to the recipient 
strain.34,35 Backcrossing using standard breeding methods and 
speed congenic techniques are commonly used today in most 
research institutions.

CONSOMICS Consomic strains are a variant on the 
congenic; they differ from the recipient strain by an entire 
chromosome instead of just a single gene of interest. They are 
created by performing complex long-term breeding schemes. 
These strains are useful in associating specific phenotypic 
traits with a particular chromosome, and also for studying and 
mapping complex genetic traits, such as quantitative trait loci 
(QTLs).36

SELECTED MUTANT MODELS
SPONTANEOUS MUTANTS A spontaneous mutation in 

the genome of an organism typically occurs due to errors made 
by the DNA replication and repair mechanisms in the cell, thus 
altering the gene nucleotide sequence. Chromosomal mutations 
arise due to a structural change or a change in the number of 
chromosomes in an organism. Scientists usually recognize muta-
tions when they have some effect on the phenotype of the organ-
ism. Rodents that carry spontaneous mutations are very important 
in the study of basic biological processes, in studying gene rela-
tionships, and as human disease models.

A strain with a spontaneous mutation that has been extremely 
useful in the study of immunology, tumor cell growth, and trans-
plantation studies is the C.B-17/Icr-Prkdcscid inbred mouse. These 
mice accept grafts and tumors from other species of animals as 
well as mice. The Prkdcscid mutation was first discovered when it 
was noted that several C.B-17 pups from a litter were defi cient 
in IgM, IgG1, and IgG2α.37 The mutation, termed scid or severe 
combined immunodeficiency disease (SCID), was shown to be a 
recessive, single nucleotide polymorphism (SNP) located on 
mouse chromosome 16.38,39 The scid mutation affects normal T 
and B cell development, and these mice are highly susceptible to 
opportunistic infections, similar to the severe combined immuno-
defi ciency disease in humans.37,40 The scid mouse is available 
on a variety of genetic backgrounds from several commercial 
breeders.

TRANSGENIC (MICROINJECTION) MODELS Trans-
genic models are created by modifying the genetic material 
by insertion of genetic material from another organism by 
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nonbreeding methods. The most common technique used for cre-
ating a transgenic model is microinjection. This technique involves 
injection of foreign DNA directly into the male pronucleus of a 
fertilized oocyte.41

There are many examples of important rodent disease models 
that have been created by using microinjection techniques. One 
such model is the HLA-B27 transgenic rat. This model expresses 
human HLA-B27 and β2M, and is useful in studying HLA-B27-
related diseases in humans, including psoriasis, reactive arthritis, 
and inflammatory bowel disease.42

TARGETED MUTANTS Although microinjection is a pow-
erful method, a major limitation is that it does not permit creation 
of targeted mutants. Several techniques, such as targeted muta-
genesis and gene trapping, have now been developed to overcome 
this limitation. Through these techniques, investigators can create 
mutations at any locus of interest, and thus study the function of 
cloned genes.43

KNOCKOUT MUTANTS Knockout mice are generated by 
inactivating or “knocking out” the function of a single gene 
of choice without affecting any other gene in the genome. 
These techniques include homologous recombination and gene 
trapping.

Homologous recombination is performed by introducing a 
segment of DNA that has an identical sequence to the gene of 
interest, but also includes a mutation that renders it inactive, into 
an embryonic stem (ES) cell. ES cells from the 129 mouse strain 
are typically used. The cell’s DNA replication and repair machin-
ery recognizes the artificial DNA sequence and exchanges it with 
the target gene, thus “knocking out” the function of the gene of 
interest.44

The gene-targeted mouse ES cells are then microinjected into 
mouse blastocysts that are transferred to pseudopregnant female 
mice and permitted to develop to term. After the pups are born, 
some pups may be chimeric and they are usually identified by 
their coat color. The chimeric mice are bred to appropriate wild-
type mice and the resulting pups are screened for germ-line 
transmission by identifying the heterozygous targeted allele. 
Homologous recombination is the most commonly used method 
for generating knockout mice.45

Gene trapping is a similar method, except that the artifi cial 
DNA sequence is designed to be inserted into any gene and disrupt 
the cell’s RNA splicing mechanism. This technique prevents the 
gene that harbors the foreign DNA from producing a functional 
protein, and thus knocks out its function.

An example of an important knockout model is the p53 knock-
out mouse. The p53 gene codes for a protein that arrests cell 
division and thus halts tumor growth. Humans who have a mutated 
form of the p53 gene have a much higher risk of developing 
many types of cancer at an early age, including breast cancer 
and leukemia. The p53 knockout mouse has been an important 
tool for studying tumor growth and regulation of cell 
division.46,47

Rat ES cells are not available and homologous recombination 
and gene trapping are feasible only in mice. Until recently, the rat 
lagged behind the mouse in the development of genetic baseline 
information; however, the rat is now catching up.7 Knockout rats 
have been developed. The recent advances in rat genetics will 
permit broader use of the rat in genomic studies with links to 
phenotypes and comparative mapping to both the mouse and the 
human.

A concerted effort to create a knockout for every gene in 
the mouse genome is currently being undertaken by major 
research institutions around the world, including Canada, 
Europe, the United States, and China. In the United States, the 
National Institutes of Health (NIH) has announced the Knock-
out Mouse Project (KOMP), which aims to create and identify 
approximately 10,000 knockout mouse lines for scientifi c 
research.48

KNOCKIN MUTATIONS Knockin mice are also created by 
microinjecting gene-targeted mouse ES cells into mouse blasto-
cysts. The injected blastocysts are transferred to pseudopregnant 
female mice and allowed to develop to term. The chimeric mice 
are bred to appropriate wild-type mice and the resulting pups are 
screened for germ-line transmission.

One well-studied knockin mouse model is the APOE2 mouse. 
The apolipoprotein E2 (APOE2) allele is recessive and is the 
cause of human Type III hyperlipidemia in humans. In the 
APOE2 knockin mouse, the endogenous mouse Apoe gene has 
been replaced by the human APOE2 gene. This mouse develops 
a severe diet-induced hyperlipidemia and shows marked 
cholesterol and triglyceride lowering upon treatment with fi brate, 
an agonist of peroxisome proliferator activator receptor α
(PPAR-α).49

CONDITIONAL MUTANTS A variety of techniques are 
used to create conditional gain and loss of function mutations, but 
the most popular current method is the Cre-loxP recombinase 
system. The Cre recombinase enzyme functions like molecular 
scissors, cutting out the gene of interest that has been flanked by 
two loxP sites. Cre recombinase can be expressed in a spatial and 
temporal manner conveying cell type specificity, and allowing 
the targeted gene to be eliminated (or added) in specific cell 
types.50,51

The BRCA1 conditional knockout mouse is an important model 
for the study of breast cancer tumorigenesis in women. Loss of 
function of the BRCA1 tumor suppressor gene predisposes women 
to both breast and ovarian cancer. Knocking out the function of 
this gene in mouse tissue types results in embryonic lethality. To 
overcome this obstacle, a model was created by use of the Cre-
loxP recombinase system, which knocked out the function of the 
gene in a tissue-specific manner.52

ETHYLNITROSOUREA MUTANTS Mutations in the DNA 
sequence of an organism can be induced by chemical mutagene-
sis. Ethylnitrosourea (ENU) is the most commonly used chemical 
mutagen, and it causes multiple untargeted point mutations. ENU 
mutants are created by exposing males to ENU and then breeding 
those males to normal females. Using high-throughput phenotyp-
ing methods, the offspring are screened for phenotypic traits of 
interest that originate from the point mutations inherited from 
their ENU-treated male parent.53–55

IRRADIATION MUTANTS By exposing an animal to ion-
izing radiation in the form of X-rays, gamma rays, or neutrons, 
multiple untargeted mutations in the DNA sequence can be 
induced.56 Ionizing irradiation most often induces rearrangements, 
translocations, or deletions in the genome as much as 100 times 
higher than the rate of spontaneous mutation.57 Although higher 
than the rate of spontaneous mutation, the frequency of mutation 
induced by ionizing radiation is still considered relatively low, 
and is practical only for laboratories with the means to screen 
large numbers of exposed animals using high-throughput pheno-
type screening programs.28
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GENETIC MONITORING/GENOTYPING

HISTORICAL BACKGROUND The need for routine 
genetic monitoring of the thousands of rat and mouse strains used 
today in biomedical research is well established.13,58–61

Genetic quality control and monitoring of these animals are 
essential to their successful use. Continual change in the gene pool 
of inbred strains is unavoidable due to residual heterozygosity and 
spontaneous mutations that continually occur. In addition, genetic 
contamination due to mismating is a continuing threat in breeding 
colonies and must be prevented by appropriate husbandry tech-
niques. The experimental use of nonauthentic or genetically con-
taminated rats and mice has been identified as the cause of 
erroneous research results.62–69

It is generally expected that genetically authentic or genetically 
modifi ed animals will arrive as expected from the collaborating 
investigator, institutional source, or commercial supplier; however 
authenticity should be ascertained by the receiving laboratory. 
Information regarding the genetic background, genetic 
modifi cation(s), and relationship to the background strain should 
be understood prior to research use. Genetic authenticity of strains 
should be ensured by appropriate testing and the results compared 
to those published for the reference strain. Increased transfer of 
animals between research institutions has resulted in an increased 
potential for genetic and microbiological contamination.

Institutional policies for the importation of mice and rats from 
outside sources should be developed and carefully followed to 
prevent potential genetic or health problems. Many strains and 
stocks (embryos, ovarian tissue, sperm) of mice and rats are now 
cryopreserved at repositories or individual institutions to protect 
their long-term genetic and microbiological quality.

Previously, biochemical markers;13,59 strain-specifi c typing 
sera;70,71 immunological methods using monoclonal and poly-
clonal antibodies to major histocompatibility haplotypes and 
lymphocyte antigens;72–74 skin grafting;63,75 phenotypic, morpho-
logical markers and characteristics (mandible shape);62 coat color; 
behavior; and reproductive characteristics were used to monitor 
genetic quality. More recently, as our understanding of the mouse 
and rat genome has evolved, DNA from individual mice and rats 
is now used for genetic evaluation, and once the DNA has been 
extracted, it can be preserved indefinitely to perform a variety of 
analyses.

DNA fi ngerprinting,76–79 using multilocus probes [also known 
as minisatellites or restriction length polymorphisms (RFLP)], 
microsatellite markers, and SNP markers 80,81 are now routinely 
used to replace the older methods that were primarily based on 
phenotypic expression.

DNA fingerprinting is useful for comparing different colonies 
of the same inbred strain. It is reassuring that the multiple bands 
observed using DNA fingerprints of inbred rat and mouse strains 
bred in different countries by the same supplier are similar, and 
that strains, known to differ at many biochemical loci as a result 
of past genetic contamination, have different DNA fi ngerprints. 
DNA fingerprinting is technically quite demanding even when 
nonisotopic fingerprinting protocols are used. The approach 
requires some time to become technically proficient in routinely 
producing high-quality Southern blot gels, preparing high-quality 
large-molecular-weight DNA, sample well loading, and mem-
brane handling, not to mention data analysis and interpretation. A 
high mutation rate of visible bands implies that segregation of 

such bands within an inbred strain can be confused with genetic 
contamination. DNA fingerprinting also requires a longer period 
of time to obtain results than other techniques that are currently 
available.82

When microsatellite markers were introduced in the early 
1990s, they greatly improved the efficiency of genetic evaluation. 
These tests are readily performed using polymerase chain reaction 
(PCR), and batteries of microsatellite markers, amplified using 
PCR, have been developed for both mice and rats. This method 
provides single locus DNA-based methods without the time limi-
tation of fingerprinting and without having to amass large numbers 
of cloned probes. Microsatellites involve tandem repeat units, 
typically of one to five bases, and are detected using unique 
sequence DNA that flanks the tandem repeats. Only one or two 
bands are produced in each sample because DNA is amplified by 
unique sequence primers instead of the multiple primer sets used 
in DNA fi ngerprinting.

The availability of even greater numbers of SNPs provides the 
opportunity for greater resolution between DNA-based informa-
tion. Over three million SNPs have been characterized in humans 
and one million SNPs in the mouse and rat. The resolution of 
SNPs in rodents is approximately 3 kb, allowing this information 
to be used in more detailed genetic mapping scenarios. SNP detec-
tion is currently becoming the method of choice for genetic evalu-
ation of rats and mice.

MICROSATELLITE MARKERS The utilization of microsat-
ellite markers has been a valuable tool and subsequently has been 
applied to many applications in genetics research laboratories. In 
the context of this review, the primary application being exploited 
is the use of microsatellite markers for monitoring genetic back-
grounds in laboratory strains of mice and rats. Identifying well-
defi ned polymorphic regions provides the information needed 
to distinguish the genetic background in most inbred strains. 
Although many public repositories exist to mine sequence infor-
mation, the Center for Inherited Disease Research (CIDR) data-
base (see Additional Web Links) is among the richest resource for 
selecting markers to characterize rodents. Once genetic regions of 
interest are identified, which include those that show the largest 
polymorphic differences between the strains being evaluated, a 
standard set of PCR conditions is often employed to “screen” 
animals. The sizing of the PCR products is aligned with reference 
controls in order to determine the genetic background of the 
animals of interest.83

The sizing of PCR products from microsatellite markers can 
be conducted in many ways. A variety of technologies can be 
employed depending on the resolution, throughput, and cost 
restraints of the experimentalist. Below is a review and descrip-
tion of the most commonly used techniques for sizing PCR prod-
ucts produced by microsatellite marker amplifi cation.

Polymerase Chain Reaction The PCR is based on a molec-
ular principal defined by Kary Mullis in the 1980s. The synthesis 
of DNA is used to make qualitative and, in some instances, quan-
titative measurements of nucleic acid. PCR, as defined by the 
1989 editor of Science, Daniel Koshland Jr., is as follows:

The starting material for PCR, the “target sequence,” is a gene or segment 
of DNA. In a matter of hours, this target sequence can be amplified a 
million fold. The complementary strands of a double-stranded molecule 
of DNA are separated by heating. Two small pieces of synthetic DNA, 
each complementing a specific sequence at one end of the target sequence, 
serve as primers. Each primer binds to its complementary sequence. 
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Polymerases start at each primer and copy the sequence of that strand. 
Within a short time, exact replicas of the target sequence have been pro-
duced. In subsequent cycles, double-stranded molecules of both the origi-
nal DNA and the copies are separated; primers bind again to complementary 
sequences and the polymerase replicates them. At the end of many cycles, 
the pool is greatly enriched in the small pieces of DNA that have the target 
sequences, and this amplified genetic information is then available for 
further analysis.

For most microsatellite marker PCR protocols, a standard set of 
reaction conditions is used to amplify products that range from 
80 to 300 bp.

The main reason primers are designed with similar melting 
temperatures is to allow for many sequences to be amplifi ed 
simultaneously. Following PCR, the analysis of PCR product 
sizes allows for the assessment of genetic contributions to segre-
gate specific strains.

Visualization of DNA products: Capillary Electrophoresis, 
Traditional Gel Electrophoresis, and Lab-on-a-Chip Technol-
ogies A number of technologies exist to determine the size of 
DNA fragments produced during PCR. Although the importance 
of specificity and sensitivity of PCR is a given, the mechanism 
by which the results are measured is equally important. Until 
recently, gel electrophoresis in an agarose matrix was the technol-
ogy of choice for measuring the size of DNA in a low-throughput 
manner. The resolution of detection is achieved by varying the 
percentage of agarose in the gel matrix. Lower concentrations of 
agarose lead to better resolution of larger DNA fragments (1 kb 
and higher), whereas higher concentrations of agarose lead to 
better resolution of smaller fragments (500 bp and lower) while 
resolution of even smaller fragments (100 bp and lower) requires 
a different matrix (i.e., polyacrylamide or PAGE gels).

Given that most microsatellite markers yield products that 
range from 80 to 250 bp, the resolution of PCR product sizes is 
of paramount importance when using absolute fragment sizes to 
compare PCR band sizes for the same marker between different 
inbred rodent strains because the strains typically differ by only 
a few base pairs. Traditional gel electrophoresis can be somewhat 
variable, leading to absolute differences between different 
markers, gels, and screens. Lastly, electrophoresis anomalies such 
as bowing, skidding, and smearing lead to variable interpretations 
that can confound important observations regarding the genetic 
integrity of a rodent colony. To this end, there are two new 
approaches that convey the sensitivity, specificity, and throughput 
to perform the sizing needed for this application.

The first is a capillary electrophoresis approach that is com-
monly employed by forensic laboratories for fragment analysis. 
Fragment analysis requires the use of a modified forward primer 
that results in a fluorescent PCR product that is resolved on a 
capillary electrophoresis DNA sequencer. In an optimal environ-
ment, markers can be multiplexed by using different fl uorescently 
labeled oligonucleotides (primers) to distinguish marker-specifi c 
PCR products. Another slightly more cost effective option is 
Caliper’s Lab-on-a-Chip technology.84 Hundreds of samples can 
be run in 1 day, achieving resolution of less than 5 bp. This method 
allows for the most sensitive and efficient sizing of a wide variety 
of markers. Data are represented via an electropherogram, which 
depicts a sensitive array of all DNA products in a mixture. Either 
capillary electrophoresis or Lab-on-a-Chip technologies greatly 
increase the throughput and resolution to make accurate measure-
ments that ensures reliable data interpretation.

SINGLE NUCLEOTIDE POLYMORPHISMS DETECTION 
TECHNOLOGIES SNPs are becoming a preferred method for 
monitoring the genetic basis of disease. In human studies, SNP 
profi ling has become the primary source of genetic inquiry, sur-
passing the use of microsatellite markers for many clinical and 
forensic applications. As additional sequence information becomes 
available for different strains of rodents, the trend toward adapta-
tion of SNP measurement to determine genetic purity is rapidly 
increasing. Currently, a large number of technologies can be 
employed to measure individual SNPs, thus enabling investigators 
to analyze over 500,000 SNPs at one time in a single 
sample.85,86

Low-, moderate-, and high-throughput techniques are avail-
able when using SNP analyses. Low-throughput analysis 
approaches are primarily PCR based and used for allelic discrimi-
nation applications as described later.

Moderate-throughput applications are capable of measuring up 
to several thousand SNPs in as many samples. Detection tech-
nologies range from high-order multiplex PCR (Applied Biosys-
tems SNP-plex), single base extension technologies (Beckman 
Coulter SNPstream), and more recently, detection using mass 
spectrometry (Sequenom). All of these technologies provide 
robust data sets and use different detection technologies, which 
relate heavily to the cost associated with data generation.

High-throughput applications are currently microarray based. 
The Affymetrix GeneChip and Illumina bead-based arrays are the 
densest arrays available and allow for the simultaneous detection 
of over 500,000 genotypes in a single assay. Regardless of the 
mechanism for generating data, it is imperative to emphasize that 
the analytical tools used for analyzing genotyping data transcends 
the technology used for data acquisition. Since most panels for 
distinguishing inbred strains of rodents require at least several 
hundred SNPs for a concrete segregation, moderate-throughput 
technologies are typically employed for genetic monitoring and 
speed congenic applications.87,88

Allelic Discrimination Determination Allelic discrimina-
tion is an approach used to determine the zygosity of a spontane-
ous or genetically targeted single base pair mutation. One of the 
most commonly used technologies for this application is the 
Taqman fluorogenic 5′ nuclease assay. A single nucleotide poly-
morphism is identified through differential binding of two dual 
labeled probes designed to distinguish a single base pair mutation 
in the DNA sequence. The level of fluorescence generated by the 
cleaving of each probe (once bound to the template) allows for a 
sensitive and accurate detection of heterozygotes and homozy-
gotes for the genetic mutation of interest. There are a number of 
real-time thermal cyclers capable of making measurements that 
range in capacity from 24 to 384 samples at a time.

Inbred Strain Verification and Speed Congenic Pro-
grams Animal models of disease are a critical component of 
most biomedical research programs. A major advantage of utiliz-
ing rodents in these paradigms is the ability to control most 
genetic contributions across generations. In addition, genetic 
diversity across inbred strains provides critical information regard-
ing the genetic component of disease onset and progression. To 
this end, studying specific biological perturbations in the context 
of an a priori selected strain of rodent is of paramount 
importance.

Traditional backcrossing can require 3 years of breeding to 
transfer a gene of interest onto a genetic background different 



184 SECTION III  /  WELL-ESTABLISHED MODELS

from the donor strain. Speed congenic or marker-assisted back-
crossing methodologies reduce this time by 50% (or more), result-
ing in a new congenic strain in as few as five generations. Once 
a mutation has been characterized in a new genetic background, 
it is necessary to perform routine genetic monitoring to ensure the 
genetic integrity of the congenic strain. Both inbred strain verifi -
cation and speed congenic programs employ microsatellite and 
SNP-based technologies.

The utilization of these approaches requires a fine balance 
between identifying the optimal resolution generating genetic 
information and the cost associated with data generation. Typi-
cally, chromosomal regions that require a finer resolution will 
benefi t from the informatics and technology utilized in an SNP 
profi ling panel. When using a panel that consists of several 
hundred SNPs, an investigator can cover all autosomes at approxi-
mately 15-cM intervals, to convey a level of specificity needed 
for most inbred strain and speed congenic applications. In addi-
tion to selecting a technology suitable for genetic monitoring, it 
is essential that a comprehensive husbandry strategy is employed 
to ensure the genetic integrity of any rodent colony.

GENE EXPRESSION ANALYSIS: DNA MICROARRAYS 
AND QUANTITATIVE POLYMERASE CHAIN REAC-
TION Gene expression analysis has become a widely used 
approach for making predictions, characterizing biological pertur-
bations, and defining the molecular mechanisms of complex dis-
eases. Similar to SNP profiling, there are now a plethora of 
technologies that measure gene expression in a variety of tissue 
types.

Irrespective of the technology being used to measure gene 
expression, it is important to underscore the importance of RNA 
quality. Additionally, RNA is a labile and depletable resource, so 
many laboratories archive cDNA that is the stable template used 
for measuring gene expression. NuGEN Inc. has developed a 
technology (Ovation) that amplifies cDNA from limiting amounts 
of RNA in a regionally unbiased manner. This technology allows 
an investigator to use any downstream gene expression technolo-
gies and still archive a precious resource for future investigation. 
Assuming that the quality of RNA is acceptable, the use of DNA 
microarrays is widely accepted for high-throughput gene expres-
sion measurements. A number of array manufactures, including 
Affymetrix, Applied Biosystems, and Agilent Technologies, offer 
full genome expression arrays. These arrays simultaneously 
measure the entire transcriptome in a single assay. Many caveats 
associated with performing microarray studies are outside the 
scope of this review; nevertheless, the technology has now been 
accepted globally for a variety of profiling and mechanistic dis-
covery programs.

The most commonly used validation technique is that of real-
time quantitative (Q) PCR. There are a number of chemistries that 
can be used for QPCR that range from SYBR dyes that intercalate 
double-stranded DNA to probe-based technologies such as Taqman 
and Roche’s Universal Probe Library. Quantitative real-time PCR 
has become a standard for measuring the most sensitive changes 
in gene expression when interrogating a handful of genes in large 
numbers of samples. It is necessary to proceed cautiously with 
gene expression experiments and be certain to create and execute 
a solid experimental design while confirming the quality of RNA 
before making any measurements. Lastly, the analysis of gene 
expression experiments requires significant bioinformatics tools 
and resources to maximize the use of these large data sets.89,90

CONCLUSIONS
Mice and rats are the animal models of choice in biomedical 

research due to the ability to understand, manipulate, and study 
their genome with relative ease not to mention the strong genetic 
relationship with humans allowing for the development of direct, 
translational models of human disease. Newer techniques for 
genotyping and genetic manipulation continue to evolve, ensuring 
that the mouse and rat will remain important in furthering our 
understanding of human disease, leading to earlier and more accu-
rate diagnosis, the development of cutting edge therapeutics, and 
disease prevention through a better understanding of genetic pre-
disposition and gene–environment interactions.91
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21 The House Mouse in 
Biomedical Research

JOHN G. VANDENBERGH

ABSTRACT
The house mice has become the primary rodent model in much 

of biomedical research because of its ability to adapt to a variety 
of environments. They are omnivorous, adapt to the environment 
with varied social structures, show considerable genetic variabil-
ity, and share many similar physiological functions with humans. 
Recently the mouse has become the species of choice in trans-
genic studies because of the relative ease to transfer genes from 
other species, including humans. This chapter reviews the origins 
of the laboratory mouse, the use and care of the mouse, and its 
social structure and adaptability to different environments. Fur-
thermore, it discusses the influence of pheromones on puberty 
onset, ovarian synchrony, and social communication. By making 
appropriate genetic selections and genetic manipulations, and 
providing an appropriate environment for the laboratory mouse, 
it will continue to serve the biomedical research community.

Key Words: Laboratory mouse, Origins, Adaptability, Social 
structure, Reproduction, Pheromones, Puberty, Ovarian syn-
chrony, Husbandry.

INTRODUCTION
The laboratory mouse is to biomedical research as Mickey 

Mouse is to Disneyland. Just as Mickey has captured the attention 
of children and adults around the world, the laboratory mouse has 
captured the attention of biomedical scientists. In fact, it is the 
most commonly used nonhuman mammal in biomedical research 
with over 32 million mice in use per year (estimate by J. Zurlo, 
ILAR). Rats, which are often associated with biomedical research 
by the public, are used less often, about 8 million per year. The 
ability to alter the genome in the mouse resulted in a sharp increase 
in their use and the numbers are likely to continue into the future. 
A detailed description of the use of genetically altered mice is 
given elsewhere in this volume. Here the focus will be on the 
natural biology of the mouse and how this relates to its life in the 
laboratory.

In the hands of cartoonists the mouse is cute and frisky. For 
researchers it is small, easily bred, often tame, and has proven 
to be a useful model of human physiology and pathology (see 
Table 21–1 for a list of attributes). In this chapter I will discuss 
the origins of the laboratory mouse, the natural history of the 
species that relates to its use as a laboratory animal, and how the 

adaptability of the mouse makes it useful as a mammalian model 
for biomedical research.

ORIGINS OF THE LABORATORY MOUSE
The Order Rodentia has a world-wide distribution and has 

been classified into over 2000 species grouped into 28 families.1

The Family Muridae consists of approximately 1300 species. 
Three subspecies of this family in the complex of Mus musculus
are pertinent to readers interested in the “laboratory mouse.”

The M. musculus complex originated in the Indian subconti-
nent and moved throughout Eurasia and into northern Africa 
before humans began serving as a vector for species distribution. 
The M. musculus complex consists of M. m. domesticus originally 
found in Europe, parts of Africa, and the near East, M. m. casta-
neus from Asia, and M. m. molossinus originally from the 
Japanese archipelago.2 Mice of the M. musculus complex rarely 
hybridize, but where they are sympatric some genetic exchange 
occurs.3,4 Thus, the taxonomy is complex with many authors 
using M. musculus and others using M. m. domesticus to identify 
the species being used. The latter is apparently utilized because 
much of the early research with the mouse occurred in Europe, 
the distribution of the domesticus subspecies. The majority of 
papers reporting on research involving the mouse simply use 
“mouse” or “house mouse” to identify the animal. The laboratory 
mouse is now available in many strains and with a number of 
genetic backgrounds,5 so stain identity may be the most pertinent 
taxonomic designation for many studies. For more information 
on specific strains that have been developed see Chapter 22, 23, 
and 24.

The mouse has been associated with humans since the begin-
ning of agriculture and the rise of cities. The earliest association 
between man and mouse is apparently in neolithic communities 
at around 6500 bc in what is now Turkey.6 The mouse’s associa-
tion with agriculture may be reflected in the name for its genus, 
Mus. “Mus” came to Latin via Greek and before that from the 
ancient Sanscrit word “Mush,” a word that means “to steal.” 7 The 
mouse has been “stealing” food from humans for thousands of 
years. Its adaptability allowed it to disperse along with human 
hosts and, as the humans penetrated new environments, the mouse 
accompanied them. The house mouse, often seen as a pest species, 
is found throughout most of the world commensally with humans 
and as feral animals in a variety of natural habitats.8

The laboratory strains of mice used today derive from the 
activities of mouse breeders producing “fancy” mice, primarily 

From: Sourcebook of Models for Biomedical Research
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in Japan, England, and the United States.9 Mice were bred for 
unusual pelage and for striking behaviors such as “waltzing.” An 
important source of the laboratory mouse strains in the United 
States resulted from the activities of Abbie Lathrop. Miss Lathrop 
was a retired school teacher who bred fancy mice on her farm in 
Massachusetts at the turn of the twentieth century.10 She obtained 
mice from dealers, other mouse fanciers, and from the wild. A few 
animals in her colony developed tumors and, in collaboration with 
Leo Loeb, she attempted to learn more about this condition. The 
work resulted in two early scientific reports on cancer in mice.10,11

She further collaborated with William Castle and his student Clar-
ence C. Little at Harvard. C.C. Little went on to found the Jackson 
Laboratory in Bar Harbor, Maine. The result of their collaboration 
is the founding of inbred strains, usually credited to C.C. Little.11

The first named mouse strain emerged from Little’s research: the 
dba,12 with dba standing for dilute brown nonagouti. The strain is 
ancestral to the currently used DBA1 and DBA2 among others.5

Little’s line “C” was the origin of the C57/58 strains, which gave 
rise to the commonly used C57BL/6 and other strains (see Chapter 
22 for more information on strains). The work of C.C. Little and 
his co-workers and successors resulted in the Jackson Laboratory 
growing into a primary source of mouse strains as well as a major 
research center.11,13 Phylogenetic analyses of 144 separate loci 
confi rm this historical record on the origin of strains and provide 
an accurate picture of the genealogical relationships among the 
mouse strains.14

Mice have been used as mammalian models to help explain 
biological phenomena from the earliest days of modern scientifi c 
research. Robert Hooke, for example, used mice in 1664 to 
determine the biological consequences of high air pressures.8 With 
the mouse emerging over the past few decades as the primary 
mammalian genetic model, it is interesting to note that Gregor 
Mendel may have begun his selection studies to examine the 
inheritance of coat colors in the mouse.13,15 His superiors appar-
ently objected to the monk’s use of mice. Their obvious interest 
in sex plus their odor probably made them unwelcome cooccu-
pants of Mendel’s cell. Under pressure to give up the mouse, 
Mendel switched to the pea as a model organism and, as they say, 
the rest is history.

ADAPTABILITY AND SOCIAL STRUCTURE
The adaptability of the house mouse allows it to live in the 

wild as a pest consuming or damaging agricultural products, or 

commensally in human habitations, or as a laboratory animal. 
The house mouse is considered to be the most adaptable of all 
mammals, especially for its reproductive traits.16,17 It can adjust 
to the major factors that influence reproductive ability: diet, physi-
cal environment, and social environment, as well as the interac-
tions among these factors.

The importance of diet was tested by creating bioenergetic 
stress on mice of both sexes through restricting caloric intake 
under different thermal conditions.18 The surprising results showed 
that bioenergetic restriction affected reproduction only in the 
female. Both sexes showed a high tolerance to restriction, but the 
females showed delayed puberty and impaired reproduction in 
adulthood.17 The males continued reproductive development even 
to the point of ceasing growth.17 The genetic or hormonal mecha-
nism for this remains unknown. Such a striking sex difference in 
the mouse should be considered in the design of biomedical 
studies on diet, environmental stress, and other bioenergetic 
issues.

Maintenance of laboratory mice in a relatively stable thermal 
neutral zone is important for their health and well being and may 
have an important effect in studies such as those of feeding behav-
ior or with drugs having a thermoregulatory influence. The recom-
mended dry bulb ambient temperature for housing mice is 
18–26°C. 19 A review of studies on the laboratory mouse indicated 
that animals have a thermoneutral zone of about 26–34°C, 20 so it 
seems that the upper end of the recommended range is more 
appropriate for thermoneutrality. However, the use of covered 
cages, air flow-regulated racks, cage material, type and quantity 
of bedding used, and the number of mice housed in a cage can all 
infl uence the ambient temperature to which the mouse is exposed. 
The effects of different types of bedding and the depth of the 
bedding on core temperature, metabolic rate, and motor activity 
have been investigated.21 Mice housed on deep wood shavings 
compared to shallow wood shavings or beta chips were able to 
maintain a significantly higher core temperature during the day, 
when they are relatively less active, than at night. The CD-1, an 
outbred strain, was used in this study.21 Other strains or genetically 
modifi ed mice may have specific thermal and metabolic 
requirements.

Another anomalous finding emerging from studies of mouse 
reproduction21 is that reproduction in the house mouse does not 
seem to respond to seasonal changes in photoperiod. Seasonal 
breeding is strongly influenced by photoperiod in many mammals,22

but not no in the mouse. Several stocks of mice have been main-
tained under constant day length for extended periods of time 
without apparent effect on reproduction. In addition, a study of 
wild-caught mice held under constant darkness for 75 days showed 
the same reproductive productivity as mice held under a 14:10 
L:D schedule.18 Though some seasonal variability occurs in 
feral populations with a peak in late spring/early summer, many 
breed throughout the year. In a meta-analysis of the breeding 
seasonality in feral and commensal (human structures) popula-
tions of mice in the temperate zone, Bronson17 reported that four 
of five feral populations examined were seasonal breeders, 
whereas none of the four commensal populations were seasonal. 
The important variable regulating reproduction seems to be the 
continuous availability of food to females, rather than photo-
period. Despite the apparent absence of an effect of photoperiod 
on reproduction in the mouse, other physiological functions with 
a circadian cycle may be affected, so the usual laboratory 

Table 21–1
Laboratory-friendly attributes of the house mouse

Life history traits Reproduction Genetic

Small size Breed year-round Tolerates inbreeding 
well

Omnivorous Large litters Inbred strains 
available

Short generation 
time

Ease of cross-
fostering

Genetic sequence 
described

Adapt to social 
grouping

Totipotent
embryonic stem 

Short life span Cells can be grown 
in vitro
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light : dark cycle of 12:12 or 14:10 in laboratory colonies is prob-
ably warranted.

Mice are nocturnal rodents showing most activity in the dark; 
however, they will also show sporadic bursts of activity during 
daylight hours. Mice can control exposure to light and tempera-
ture by burrowing or building a nest if given an opportunity, 
which is seldom available to laboratory caged mice.

Under natural circumstances mice commonly live in a deme, 
a small group usually consisting of kin. As with reproduction, 
variability in social grouping is the rule. Individual feral male 
mice have been found to have home ranges of up to 400 m2.23 At
the other extreme, mice can be found in extremely dense popula-
tions as in a mouse plague of 100 mice per hectare.24 Under condi-
tions of high food availability such as in corn ricks in England, 
Southwick25 found populations of over 2000 mice per corn rick 
or 15 adult mice per cubic meter. From these field studies of the 
mouse, it is apparent that the high degree of social fl exibility 
available to the mouse allows it to adapt to and breed in a wide 
variety of captive conditions.

Although the importance of pheromonal communication is 
much greater in the mouse than in humans, attention to or manipu-
lation of chemical signals can be useful in the laboratory setting. 
Mice use pheromones both to signal information to conspecifics
and to prime several developmental and reproductive traits. 
For example, mice signal by marking continuously with urine 
as they move on a new substrate. Males show more intense 
marking behavior than females.17 Such marking results in the 
deposition of pheromones that are important for territorial bound-
ary marking among house mice. Signaling pheromones also 
provide information concerning an individual’s sex, gonadal state, 
and social status.26,27 The primary source of signaling pheromones 
seems to be urine, and that may help explain the commonly 
observed anogenital sniffing of strangers. However, mice also 
attend to the face area of a stranger, due perhaps to a sex identifi -
cation pheromone that has recently been identified in lacrimal 
glands of the mouse.28 It seems that tears can also convey olfac-
tory information.

Pheromones can also induce developmental or physiological 
changes and are thus called “priming pheromones.” Temporal 
regulation of ovulation in the female seems to be strongly infl u-
enced by such pheromones. The onset of puberty in the female is 
particularly sensitive to a chemical stimulus contained in male 
urine.29,30 Female mice denied the presence of a male or his urine 
show a prolonged prepubertal period followed by a disorganized 
ovulatory cycle. The production of the puberty-accelerating pher-
omone is androgen dependent and as little as 10 µl of urine per 
day induces onset of puberty as early as 28 days of age. The active 
ingredient in urine that is responsible for puberty acceleration 
seems to be a protein-bound heptone.31

Puberty onset in the mouse is a consequence of both stimula-
tory and inhibitory pheromonal influences. Juvenile females 
housed in a group of four or more or those exposed to urine of 
grouped females show delayed onset of first ovulation.32,33 The 
puberty-inhibiting pheromone has not been identified, but is 
known to result from grouping of the females and possibly from 
adrenal activation.33

One priming pheromonal effect that may have little relevance 
in wild populations17 but may be useful in laboratory populations 
is the ovarian synchronicity effect. Inhibition of adult ovarian 
cycles occurs in all-female groups. In addition, if grouped females 

are exposed to an adult male or male urine, ovulation usually 
occurs 3 days later.34 Thus, conception can be at least partly syn-
chronized to a specific date by grouping females four or more per 
cage for 2 weeks prior to mating with a male.

CARE AND USE OF MICE IN THE LABORATORY
The Guide for the Care and Use of Laboratory Animals19

contains the information needed and often required for maintain-
ing mice used in biomedical research. Mice, rats, and poultry are 
not included in the Federal Animal Welfare Act of 1987 as 
amended, but many institutions have placed mice and rats under 
the same restrictions and oversight as other mammals covered in 
the Animal Welfare Act.35 Details on housing conditions, diet, and 
use of mice can be found in the Guide.19 To be useful as a labora-
tory model, mice should be maintained to allow as much normal 
behavior as possible in a cage. “Normal” is difficult to define in 
the case of the house mouse since it is such an adaptable animal 
as noted above. Certain behaviors, such as stereotypic actions 
expressed in confinement, may interfere with the usefulness of the 
animals as a model for biomedical research.36 However, as a 
recent review suggests,37 stereotypic behavior may also serve as 
a model for abnormal brain function and be useful in elucidating 
underlying causes of certain mental illnesses.

Avoidance or reduction of abnormal behaviors in experimental 
subjects is important in the majority of studies. Even though the 
house mouse is a highly adaptable species, it can show environ-
mentally induced abnormal behaviors38 that may interfere with the 
outcome of studies. An array of environmental enrichment proce-
dures, both social and physical, includes housing animals in 
groups and providing nesting materials; providing some complex-
ity to the cage environment may reduce or eliminate such 
behaviors.39

CONCLUSIONS
Both rats and mice are highly adaptable animals. As is true for 

humans, they are omnivorous, adapt to the environment with 
varied social structures, show considerable genetic variability, 
share many similar physiological functions, and show many of 
the same diseases. Perhaps for these reasons and others listed in 
Table 21–1 mice and rats, but especially mice, have become the 
model of choice for an array of biomedical studies.

By making appropriate genetic selections, genetic manipula-
tions, and providing an appropriate environment for the laboratory 
mouse, it will continue to serve the research community just as 
the cartoon character, Mickey, continues to provide entertainment 
for the public. Humans must deal with the house mouse as a pest, 
but also should appreciate the role of the mouse in helping to 
understand the origins and cures of human and animal diseases. 
It seems that such an appreciation was attempted when C.C. Little 
tried to arrange a joint 25th birthday celebration at Walt Disney 
for both Mickey Mouse and the JAX mouse.13 Unfortunately, 
Disney showed little interest in Little’s proposal and Mickey got 
all the attention.

ACKNOWLEDGMENTS
I thank the W.M. Keck Center for Behavioral Biology at NCSU 

for support and the following colleagues for helpful suggestions: 
M.D. Engell, A.K. Hotchkiss, B.C. Ryan, D.J. Vandenbergh, and 
B.D. Vandenbergh.



190 SECTION III  /  WELL-ESTABLISHED MODELS

REFERENCES
1. Hutchon D, Madsden O, Sibbald MJ, Ament K, Stanhope MJ, 

Catzefl is F, de Jong WW, Douzery EJP. Rodent phylogeny and a 
timescale for the evolution of Glires: Evidence from an extensive 
taxon sampling using three nuclear genes. Mol Biol Evol 2002;
19:1053–1065.

2. Guenet JL, Bonhomme F. Wild mice: An ever-increasing contribution 
to a popular mammalian model. Trends Genet 2003;19:24–31.

3. Boursot P, Auffray JC, Britton-Davidian J. The evolution of house 
mice. Annu Rev Ecol Syst 1993;24:119–152.

4. Yonekawa H, Moriwaki K, Gotoh O, Miyashita N, Matsushima Y, 
Shi LM, Cho WS, Zhen ZL, Tagashira Y. Hybrid origin of Japanese 
mice “Mus musculus molossinus”: Evidence from restriction analysis 
of mitochondrial DNA. Mol Biol Evol 1988;5:63–78.

5. Linder CC, Davisson MT. Strains, stocks, and mutant mice. In: 
Hedrich HJ, Bullock G, Eds. The Laboratory Mouse. Amsterdam: 
Elsevier, 2004:25–46.

6. Brothwell D. The Pleistocene and Holocene archeology of the house 
mouse and related species. In: Berry RJ, Ed. Symposium of the Zoo-
logical Society of London, The Biology of the House Mouse, Vol. 47. 
London: Academic Press, 1981:1–13.

7. Silver LM. Mouse Genetics. New York: Oxford University Press, 
1995.

8. Berry RJ. House mouse. Biologist 1987;34:177–186.
9. Morse HC III. Origins of Inbred Mice. New York: Academic Press, 

1978.
10. Davisson MT, Linder CC. Historical foundations. In: Hedrich HJ, 

Bullock G. The Laboratory Mouse. Amsterdam: Elsevier, 2004:15–
24.

11. Little CC. The dilute forms of yellow mice. Science 1911:33:896–
897.

12. Rader KA. Making Mice. Princeton: Princeton University Press, 
2004.

13. Paigen K. One hundred years of mouse genetics: An intellectual 
history. I. The classical period (1902–1980). Genetics 2003;163:
1–7.

14. Atchley WR, Fitch WM. Gene trees and the origins of inbred strains 
of mice. Science 1991:254:554–558.

15. Henig RM. The Monk in the Garden: The Lost and Found Genetics 
of Gregor Mendel, the Founder of Genetics. Boston, MA: Houghton 
Miffl in, 2000.

16. Bronson FH. The reproductive ecology of the house mouse. Quart
Rev Biol 1979;54:265–299.

17. Bronson FH. The adaptability of the house mouse. Sci Am
1984;250:116–125.

18. Perrigo G, Bronson FH. Foraging effort, food intake, fat deposition, 
and puberty in female mice. Biol Reprod 1983;29:455–463.

19. Guide for the Care and Use of Laboratory Animals. ILAR, NAS/
NRC, Washington, DC, 1996.

20. Gordon CJ. Effect of cage bedding on temperature regulation and 
metabolism of group-housed female mice. Compara Med 2004;
54:63–68.

21. Gordon CJ. Temperature Regulation in Laboratory Rodents. New 
York: Cambridge University Press, 1993.

22. Elliott JA. Circadian rhythms and photoperiodic time measurement 
in mammals. Fed Proc 1976;25:2339–2346.

23. Quadagno DM. Home range size in feral house mice. J Mamm
1968;49:140–151.

24. Pearson OP. History of two local outbreaks of feral house mice. 
Ecology 1963;44:540–549.

25. Southwick CH. Population characteristics of house mice living in 
English corn ricks: Density relationships. Proc Zool Soc Lond
1958;131:163–175.

26. Harrington JE. Recognition of the territorial boundaries by olfactory 
cues in mice. Z Tierpsychol 1976;41:295–306.

27. Jones RB, Nowell NW. The effect of urine on the investigatory 
behavior of male albino mice. Physiol Behav 1973;11:35–38.

28. Kimoto H, Haga S, Sato K, Touhara K. Sex-specific peptides from 
exocrine glands stimulate mouse vomeronasal sensory neurons. 
Nature 2005;347:898–901.

29. Vandenbergh JG. Effect of the presence of the male on the sexual 
maturation of female mice. Endocrinology 1967;81:345–348.

30. Vandenbergh JG. Acceleration and inhibition of puberty in female 
mice by pheromones. J Reprod Fert 1973;19:411–419.

31. Dulac C, Torello AT. Molecular detection of pheromone signals in 
mammals: From genes to behaviour. Nat Rev Neurosci 2003;4:
551–562.

32. Vandenbergh JG, Drickamer LC, Colby DR. Social and dietary 
factors in the sexual maturation of female mice. J Reprod Fertil
1972;28:397–405.

33. Drickamer LC. Sexual maturation of female house mice. Dev Psy-
chobiol 1974;7:257–265.

34. Whitten WK. Modifications of the oestrus cycle of the mouse by 
external stimuli associated with the male. J Endocrinol 1956;13:
399–404.

35. VandeBerg JL, Williams-Blanchero S, Wolfle TL. US laws and norms 
related to laboratory animals. ILAR J 1999;40:15–21.

36. Garner JP. Stereotypies and other abnormal repetitive behaviors: 
Potential impact on validity, reliability, and replicability of scientifi c 
outcomes. ILAR J 2005;46:106–117.

37. Garner JP. Perservation and stereotypy–systems-level insights from 
clinical psychology. In: Rusen J, Mason G, Eds. Stereotypic Animal 
Behaviour: Fundamentals and Applications to Welfare. Wallingford, 
UK: CABI, 2007, Chapter 5.

38. Baumans V. Environmental enrichment for laboratory rodents and 
rabbits: Requirements of rodents, rabbits and research. ILAR J
2005;46:162–170.

39. Baumans V. The welfare of laboratory mice. In: Kaleste E, Ed. 
The Welfare of Laboratory Animals. Dordrecht: Kluwer Academic 
Publishers, 2004:119–152.



191

22 Mouse Model for Alzheimer’s Disease

M. AZHAR CHISHTI AND SHAHEEN M. NAKEEB

ABSTRACT
Transgenic mouse models for Alzheimer’s disease (AD) are 

now extensively used to understand the physiological and bio-
chemical mechanisms of the disease as well as to discover new 
potential therapeutics. The identification of disease-causing muta-
tions in proteins such as amyloid precursor protein (APP) and 
presenilins (PS1 and PS2) as well as pathogenic mutations in 
the tau protein has led to the creation of several transgenic mice 
including those expressing bigenic and trigenic constructs. Each 
model has unique pathologies that provide insight into disease 
mechanisms and features of neuropathologies and cognitive func-
tions. Therapeutic hypotheses are now testable in these transgenic 
mice and the effectiveness of these therapeutics is testable in 
preclinical and clinical trials in AD patients. A number of thera-
peutic approaches including active and passive immunization, 
small molecule monoclonal antibodies, and nonviral DNA vac-
cines are available. It is hoped that in the near future a treatment 
for AD will be available as a result of these advancements.

Key Words: Transgenic mice, Amyloid plaques, Tau protein, 
Amyloid β peptide, β-APP, Pathology, Cognitive deficits, Immu-
nization, Therapeutics.

INTRODUCTION
Alzheimer disease (AD), a progressive neurodegenerative dis-

order that is the most common cause of dementia, is characterized 
by a deterioration in mental functions leading to dementia and 
pathologically by two hallmark lesions: diffuse and neuritic 
amyloid plaques and neurofibrillary tangles composed of fi lamen-
tous aggregates of hyperphosphorylated tau protein in the cerebral 
cortex and hippocampal region of the brain. The clinical manifes-
tations of AD are mild cognitive impairments at the early stage 
leading to severe cognitive deficits, generalized behavioral impair-
ments, and, ultimately, death. The typical course of the disease is 
6–10 years.1 AD may be characterized as early onset (30–60 
years) or late onset (60 years and above). At least 10% of AD 
cases are of the early-onset type, which shows a strong genetic 
linkage and is transmitted as autosomal dominant traits with 
almost 100% penetrance. Since there is no naturally occurring 
rodent form of AD, there has been great interest in creating accu-
rate transgenic facsimiles of AD. Such models have the potential 
to mirror the key pathological events and practical utility for 

testing interventions directed against the synthesis or deposition 
of the Aβ peptide or tau protein.

BIOCHEMICAL PATHWAY
AD amyloid β peptide is derived from two endoproteolytic 

“secretase” cleavages of the Alzheimer amyloid precursor protein 
(APP) encoded by the APP gene on chromosome 21. Familial 
Alzheimer’s disease (FAD) mutations enhance proamyloidogenic 
cleavages at the β- and γ-secretase sites that release Aβ from APP,2

while FAD mutations in presenilin 1 and 2 enhance γ-secretase
cleavages (Figure 22–1).3–6 The phenotypic ablation of presenilin 
1 results in skeletal defects and accumulation of APP C-terminal 
fragments (CTFs) due to processing of notch signaling via a 
defi cit in cleavage at the juxtamembrane “site3,” further under-
scoring the connections between presenilins and endoproteoly-
sis.7–9 An anonymous FAD locus on chromosome 10 has been 
identifi ed on the basis of presymptomatic elevations in plasma 
levels of Aβ peptide.10 ApoE, a genetic modifier associated with 
the incidence of late onset AD,11 also affects the biochemistry of 
Aβ peptide in vitro12 and in transgenic mice.13–14

Thus FAD provides overwhelming evidence that an accumula-
tion of Aβ peptide stands at the head of the pathogenic cascade 
that accounts for the hallmarks of the disease. This perspective 
adds two further pieces of information that help to clarify the roles 
of Aβ and tau in the cognitive deficits seen in AD.15–17 First, this 
indicates that cognitive dysfunction is well correlated with the 
levels of soluble Aβ present within the parenchyma, and other 
studies have documented increased burdens of Aβ at earlier time 
points in the development of AD18–22 and in Down syndrome 
patients (with trisomy 21 and hence three copies of the APP gene) 
prior to dementia.23 The second concerns the pathogenic effect 
of mutant tau in frontotemporal dementia with Parkinsonism 
(FTPD17). A plethora of mutations in the tau gene indicate the 
pathogenic effects of an excess of “four repeat” tau, and in some 
cases missense mutations in the C-terminal region of tau.24

These findings, as well as the generation of neurofi brillary 
tangle-like pathology and cell loss in transgenic mice expressing 
the P301L mutant form of human tau,25 demonstrate a potential 
pathogenic role of tau. It is important to bear in mind that tau 
mutations do not exist within FAD kindred and that tau patholo-
gies occur in many different diseases. In sum, penetrating 
FAD mutations causing AD indicate that Aβ must lie upstream 
of tau in a pathogenic pathway, with tau pathologies arising 
as a consequence of Aβ overaccumulation, perhaps contribut-
ing to the cognitive dysfunctions observed in the later stage 
of AD.

From: Sourcebook of Models for Biomedical Research
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DIAGNOSIS OF ALZHEIMER’S DISEASE
The definitive diagnosis of AD is made on postmortem exami-

nation. The pathological hallmarks of this disease are extracellular 
amyloid plaques composed of amyloid β protein (Aβ), a meta-
bolic product of amyloid precursor protein (APP), and intracellu-
lar neurofibrillary tangles composed of hyperphosphorylated tau 

protein.26 This pathology shows a distinct spatial–temporal pattern, 
initially affecting areas of the temporal cortex, notably the tran-
sentorhinal region, before extending to the hippocampus and 
certain other cortical zones. At the latter stages, a more wide-
spread pathology may be seen in certain brain areas, particularly 
cortical (frontal, temporal) and limbic regions, although other 
areas, such as the cerebellum, show no such signs.27 Biochemical 
processes not completely understood, the accumulation of Aβ, and 
neurofi brillary tangles produce local neurodegeneration, which 
ultimately accounts for the clinical signs of this disease.

GENERATION OF TRANSGENIC MICE
Transgenic mice are produced by the introduction of a human 

gene sequence or mutated sequence into the mouse genome, 
resulting in the expression of a human protein. This is most com-
monly achieved by the microinjection of complementary DNA 
constructs of genomic fragments (with or without known altered 
mutations) complete with promoters, introns and exons, which 
have been used for the better expression of a single whole gene. 
Other methods are also used to manipulate endogenous genes to 
“knockin or knockout” a human sequence. Regardless, the chal-
lenge of creating a mouse model of AD involves recapitulating a 
chronic, progressive disease that takes decades to develop in 
humans, but develops in a short period of time, from 3 to 9 
months, in a mouse that has a short life span of less than 2 years. 
Mice expressing pathogenic mutations of human genes have 
become a critical tool for biomedical research in testing hypothe-
ses of AD pathogenesis and testing novel therapeutic strategies. 
The pathological and behavioral characteristics of AD transgenic 
mice are summarized in Table 22–1.

Figure 22–1. Schematic diagram showing that sites of secretase 
cleavage of amyloid precursor protein lead to generation of Aβ40 and 
neurotoxic Aβ42.

Table 22–1
Key features of transgenic mouse models for Alzheimer’s diseasea

Transgenic
line Mutation Promoter Pathology Behavior Immunotherapy Reference

PDAPP APPV717F PDGF-β Astrocytosis,
microgliosis, Aβ
deposits, and synaptic 
loss

Age-independent
and age-related 
defi cits in 
spatial learning

M266, more than 50% 
plaque reduction and 
cognitive
improvement

28

Tg2576 APPSwedish Hamster PrP Aβ elevation and plaque 
deposition

Age-related
defi cits in 
spatial learning

Amyloid β 1–42, 50% 
plaque reduction, 
and cognitive 
improvement

29

TgAPP23 APPSwedish Murine Thy-1 Amyloid plaques 
immunoreactive
with tau 
hyperphosphorylation,
angiopathy

Age-related
defi cits in 
spatial learning

Nonviral amyloid β
DNA vaccine, 
30–50% reduction

30

TgCRND-8 APPSwedish 
and V717F

Hamster PrP Early onset amyloid 
plaques, neurotic 
pathology

Early impairment 
in learning 
acquisition

Amyloid β 1-42, 50% 
plaque reduction and 
cognitive
improvement

33

PS/APP APPSwedish 
and PS1M146L

Hamster
PrP/PDGF-β

Elevated levels of 
amyloid β 42 or 43

No information 
is available

Amyloid β 1-42, 50% 
plaque reduction, 
and cognitive 
improvement

35

JNPL3 TauP301L

(4R,2-,3-)
Murine PrP Development of 

neurofi brillary tangles
Age-related

motor and 
behavioral
defi cits

N/A 41

Two pathways for APP processing

Alpha-secretase
pathway

APPSα
neurotrophic

APPSβ

Ab40 Ab42
neurotoxic

b-stuba-stub

p3

g-secretase g-secretase g-secretase

TM

Beta-secretase
pathway

β-peptide (Aβ)

β α γ
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TRANSGENIC LINES ON THE BASE OF THE 
AMYLOID CASCADE

Most current animal models of AD are built upon early-onset 
genetic forms of the disease. However, familial AD cases number 
only about 10% of all cases of AD, with the sporadic form con-
stituting the remaining 90%. The assumption that current models 
are reasonable facsimiles of nonfamilial forms of AD is based 
upon a variation in the theme that Aβ is the key pathogenic moiety 
in all forms of AD. Genetically engineered mice can be created 
by the addition of microinjected transgenes into unselected sites 
in the mouse genome that drive expression beyond the endoge-
nous levels and accelerate the onset of neurodegenerative dis-
eases. The main objective in creating an APP transgenic line is to 
obtain enough expression of human β APP in the central nervous 
system (CNS) to produce amyloid deposits without toxicity and 
mortality.

PDAPP MOUSE Games and co-workers28 created PDAPP 
transgenic mice with a V717F mutation that showed many of the 
pathological features of AD including extensive deposition of 
extracellular amyloid plaques, astrocytosis, and neuritic dystro-
phy. A histological analysis of PDAPP mice revealed that plaques 
are first formed in the cingulate cortex and hippocampus followed 
by spreading to other subcortical areas except for the cerebellum, 
and that amyloid plaque loads increased as a function of age. At 
a later time point the amyloid plaque burden may reach 50% of 
the cortical areas, but clear neurodegeneration has not been dem-
onstrated, except for some synaptic loss in the molecular layer of 
the dentate gyrus, and neurofibrillary tangles have not been identi-
fi ed. Behavioral studies with PDAPP mice describe early cogni-
tive deficits before the amyloid plaques could really be detected. 
Modifi ed Morris water maze testing showed memory impairments 
that were age dependent and correlated with amyloid plaque load. 
At a young age (6–9 months) PDAPP mice showed a level of 
acquisition similar to control mice, but middle-aged (13–15 
months) and old (18–21 months) mice showed slow acquisition 
compared with age-matched controls. The common finding of 
PDAPP mice are both age-related (plaques) and age-unrelated 
cognitive changes. Test selection seems critical for their 
detection.

TG2576 MOUSE In 1996, Hsaio and colleagues29 devel-
oped an APP695 transgenic line with a K670N/M671L (Swedish) 

mutation under the control of the prion protein promoter to ensure 
high CNS expression. Initially the development of this mouse was 
emphasized due to background strain effects in FVB/N or C57B/6 
mice on pathology and early death, but changing the genetic 
background to C57B6XSJL resulted in better survival and depos-
its of thioflavin S-positive amyloid burden at age of onset of 9–12 
months. The earliest deposition of amyloid plaques appears in the 
entorhinal and pyriform cortices and then the hippocampus, thus 
showing subtle differences from the PDAPP mouse possibly 
related to a different promoter. The Tg2576 mouse has since 
become the most widely used transgenic mouse in the AD fi eld. 
With aging, Tg2576 mice exhibit a phenotype that includes learn-
ing and memory deficits, an abnormal pattern of glucose metabo-
lism in the brain, and pathological changes including amyloid 
plaque deposits, elevated Aβ40 and Aβ42 levels, neuritic changes, 
phosphorylated tau epitopes, A-synuclein-positive dystrophic 
neuritis, gliosis, and inflammatory changes; however, these mice 
did not show any neurofibrial tangles and neuronal loss. A variety 
of inflammatory and oxidative markers have also been studied in 
these mice to examine the involvement of these processes in AD-
like pathology.

APP23 MOUSE These transgenic mice were developed at 
Novartis30 with an hAPP751 construct containing the Swedish 
mutation, under the control of the Thy-1 promoter for high neu-
ronal expression. These mice were characterized extensively in 
terms of pathology and have features similar to PDAPP and 
Tg2576 mice such as neuritic plaques with local astrocytosis and 
microgliosis mainly in the neocortical and hippocampal regions. 
Interestingly, neurodegeneration has been reported in the CA1 
region of the hippocampus and neocortex in 14- to 18-month-old 
mice that was not seen in the above lines. The other feature of the 
APP23 mouse is the development of cerebral amyloid angiopathy 
(CAA), which is significantly correlated clinically with hemor-
rhagic stroke in up to 90% of AD patients. Modest cholinergic 
defi cits have also been reported in aged App23 mice.31 Behavioral 
characterization of these mice showed no sensorimotor changes 
at 3, 18, and 25 months. However, visible and hidden platform 
acquisition performance was impaired at 3 and 25 months, sug-
gesting transgene-induced neophobia and sensory changes.32

Although soluble Aß levels did not change across the age range, 
subtle qualitative changes in the Aß form, such as conversion 
into small oligomers/protofibrils, may contribute to behavioral 

Table 22–1
(continued)

Transgenic
line Mutation Promoter Pathology Behavior Immunotherapy Reference

TgTauP301L TauP301L Hamster PrP Development of 
neurofi brillary tangles 
with gliosis, neuronal 
loss, and atrophy

Cognitive
impairments

N/A 45

Triple
transgenic

APPSwedish,
PS1M146L,
and TauP301L

Thy-1.2 Development of amyloid 
plaques, neurofi brillary 
tangles, and synaptic 
dysfunction

Age-related
cognitive
defi cits; LPT 
severely
impaired at 6 
months

Clearance of early 
hyperphosphorylated
tau

46

aBehavioral and pathological features of different transgenic models of Alzheimer’s disease (AD) and effects of immunotherapy in these AD 
transgenic mice.52
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changes. The APP23 model has similarities to plaque-related 
changes in the PDAPP and Tg2576 models, but these are unre-
lated to cognitive changes.

CRND8 MOUSE The CRND8 mouse was created from a 
double mutated form of hAPP695 under the control of the hamster 
prion protein promoter. The combination of the Swedish K690N/
M671L and V717F Indiana APP mutation results in extremely 
high levels Aß42, and a very early onset of thioflavin S-positive 
amyloid deposits becomes evident in all mice at 3 months of age.33

These plaques are associated with dystrophic neurites and gliosis. 
A number of genetic backgrounds was used to overcome the 
early lethality evident in other lines. The most satisfactory is 
C57B6XC3H and 129 SvEv-Tac, with approximately 50% of 
CRND8 mice surviving by 12 months of age. The lethality may 
be associated with the increase in seizure liability, which is pos-
sibly related to the very high Aß levels attained in these mice. The 
amyloid burden in 6-month-old transgenic CRND8 mice is similar 
to that found in a human AD brain from a 70-year-old AD patient 
(Figure 22–2). In terms of cognitive status, at 11 weeks of age the 
CRND8 mice showed impaired acquisition of spatial learning in 
a Morris water maze test. Most recently, separate cohorts of 6- to 
8-week old (preplaque) and 9- to 22-week old and 40-week old 
(postplaque) CRND8 mice showed spatial learning impairments 
increasing with age and a considerable burden of corticohippo-
campal plaques.34

PS/APP MOUSE Following the identification of pathogenic 
mutations in the presenilin (PS) genes in AD, transgenic animal 
models have been generated to address the role of PS1 and PS2 
in APP processing in vivo. FAD mutant forms either alone (PS1) 
or in combination with APP and knockout of endogenous prese-
nilin genes were tested. PS1 knockout mice are not viable and 
develop skeletal defects and CNS phenotype due to defects in the 
notch pathway. This lethal phenotype was rescued by expression 
of the FAD mutant PS1M146L. Transgenic mouse lines overexpress-
ing the PS1 gene containing the M146L mutation were established 
in the hPS1M146L mouse;35 although these mice do not appear to 
develop plaques, they show an increase in extracellular Aβ1-42
levels. Subsequently, the crossing of the Tg2576 with the hPS1M146L

transgenic mouse resulted in a novel mouse line (PS/APP) that 
showed greatly accelerated plaque pathology and concomitant 

gliosis.36 For example, in contrast to the 9- to 12-month onset of 
plaque deposition seen in the Tg2576 line, by 3 months of age 
thiofl avin-S-positive plaques are invariably detected in the cingu-
late cortex of PS/APP mice. By 6–8 months of age, amyloid 
deposition and plaque size increased and extended to most cortical 
regions as well as the hippocampus. Beyond this time point, Aβ
deposition appeared in the thalamus, striatum, and occasionally 
the cerebellum. Despite the extensive amyloid pathology by 12 
months of age (an approximately 30% amyloid burden in the 
frontal cortex), no clear evidence for neurodegeneration in either 
frontal cortex or CA1 hippocampus was evident.37 In common 
with all the aforementioned APP transgenic mouse models, neu-
rofi brillary tangles have not been identified in the PS/APP mouse 
at any time. The behavioral phenotype of the PS/APP mouse has 
been described: a reduced Y-maze alternation in age-matched 
(12–14 week) PS/APP and Tg2576 mice compared to wild-type 
controls, a finding that clearly suggests no relationship to Aβ
pathology. A subsequent study comparing hPS1M146L, Tg2576, and 
PS/APP mice in cognitive and sensorimotor tests at 3, 6, and 9 
months of age38 showed Y-maze alternation was at chance levels 
in the PS/APP mice at each time point, and there was evidence of 
hyperactivity, since total arm entries were increased. Both of these 
behaviors were suggestive of impaired hippocampal function, 
although curiously, water maze performance (acquisition and 24 
h probe test) was similar in all groups at the 6- and 9-month time 
points. In later studies, the clearest cognitive deficits emerged at 
15–17 months of age, a time point at which there was intense 
amyloid deposition and signs of local oxidative stress and neuro-
infl ammation.39 This age of onset seems later than that described 
for the PDAPP and Tg2576 lines, which display less amyloid 
pathology, although an inverse correlation between cognitive per-
formance and Aβ plaque load (frontal cortex and hippocampus) 
has been described.40

TRANSGENIC LINES ON THE BASES OF THE 
TAU CASCADE

In FAD, no mutations have been identified in the tau gene. 
However, exonic and intronic mutations were identified in 
the tau gene that were linked to frontotemporal dementia and 

Figure 22–2. Amyloid plaque deposition is a pathological hallmark 
for Alzheimer’s disease. (A) Human AD brain (70 years old): the 
deposition of amyloid-β plaques is visualized on cortical brain sec-
tions after immunolabeling with antiamyloid-β antibodies (4G8 

monoclonal diluted 1 : 400). (B) Animal model (6 month old): trans-
genic CRND8 mice express human mutated amyloid precursor protein 
recapitulated pathological features of amyloidogenesis present in 
AD.
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Parkinsonism (FTDP-17), a familial dementia related to AD. In 
comparison to the various lines of APP transgenic mice, relatively 
few tau-based transgenic mice have been reported to date. The 
transgene contains the most common tau mutation associated with 
the FTDP-17 P301L mutation under the control of the mouse or 
hamster prion protein promoter.

JNPL3 (TAU) MOUSE Hemizygous JNPL3 mice express 
the transgenic tau at levels equivalent to endogenous tau, while 
homozygous mice express double this amount. From 6 to 7 
months, a neurological phenotype becomes manifest in hemizy-
gous JNPL3 mice, consisting of a delayed righting reflex, hypo-
locomotion, and muscular weakness;41 within 4 weeks of symptom 
onset, the mice become moribund. In terms of pathology, in con-
trast to APP transgenic mice, the JNPL3 mice develop neurofi bril-
lary tangle (NFT) pathology, confirmed by tau immunostaining, 
silver staining, and electron microscopy (EM). No amyloid 
plaques have been identified. Astrogliosis also becomes evident 
in regions containing NFTs, which include the spinal cord and 
pons, and to a lesser extent the amygdala, cortex, and hippocam-
pus.41,42 Indeed, spinal cord pathology seemed to correlate with 
neurological phenotype. Not surprisingly, given the severity of 
this phenotype, no cognitive data have yet been described for the 
JNPL3 mouse. The TAPP mouse, a combination of mutant tau and 
APP, also supports the view of APP mismetabolism as the central 
event in the disease cascade. The JNPL3 mice develop relatively 
little NFT pathology in limbic areas; however, in age-matched 
TAPP mice, limbic NFTs are increased 7-fold.42 Furthermore, 
Götz et al.43 reported that discrete CNS microinjections of 
Aβ peptide into a mutant tau line44 resulted in a 5-fold increase 
in NFTs in areas innervated by neurons originating from the injec-
tion site. Consequently, these studies support the view that APP/
Aβ overexpression promotes NFT formation.

TGTAUP301L MOUSE This transgenic line (TgTauP301L)
expresses a frontotemporal dementia with Parkinsonism linked to 
chromosome 17 (FTPD-17) mutations within the longest form of 
tau (2N, 4R) under the hamster prion protein promoter. TgTauP301L

mice developed florid pathology including neuronal pretangles, 
numerous Gallyas-Braak-positive neurofibrillary tangles, and 
glial fibrillary tangles in the frontotemporal areas of the cerebrum, 
in the brainstem, and to a lesser extent in the spinal cord.45 These 

features were accompanied by gliosis, neuronal loss, and cerebral 
atrophy. Accumulated tau was hyperphosphorylated, conforma-
tionally changed, ubiquitinated, and Fn1 sarkosyl-insoluble, with 
EM demonstrating wavy filaments. Aged TgTauP301L mice exhib-
ited impairment in hippocampally dependent and independent 
behavioral paradigms, with impairments closely related to the 
presence of tau pathologies and levels of insoluble tau protein. 
These TgTauP301L mice recreate the substantial phenotypic varia-
tion and spectrum of pathologies seen in FTDP-17 patients. Iden-
tifi cation of genetic and/or environmental factors modifying the 
tau phenotype in these mice may shed light on factors modulating 
human tauopathies. These transgenic mice may aid therapeutic 
development for FTDP-17 and other diseases featuring accumula-
tions of four-repeat tau, such as Alzheimer’s disease, corticobasal 
degeneration, and progressive supranuclear palsy. These mice 
showed neurofibrillary tangles at 1 year of age that were similar 
to those seen in a 76-year-old human AD brain (Figure 22–3).

TRIPLE TRANSGENIC MOUSE To study the interaction 
between Aβ and tau and their effect on synaptic function, a triple 
transgenic model harboring the PS1M146V, APPswe, and TauP301L

transgene was developed. Rather than crossing independent lines, 
two transgenes DNA was microinjected into single cell embryos 
from homozygous PS1M146V knockin mice, resulting in a triple 
transgenic mouse with the same genetic background.46 These 
triple transgenic mice progressively developed plaques and 
tangles. Intraneuronal Aβ immunoreactivity is first detected in 
neocortical regions and subsequently in CA1 pyramidal neurons. 
Extracellular amyloid plaques first become apparent at 6 months 
in the frontal cortex but there was no tau immunoreactivity, and 
were readily available by 12 months in the hippocampus and other 
regions. Synaptic dysfunction and phosphorylated and hyperphos-
phorylated tau were revealed in age-related progression between 
12 to 15 months of age, but PHF1 did not become evident until 
the mice were 18 months of age. Tau-reactive dystrophic neurites 
were also evident surrounding globular structures in 18-month 
older brains. The triple transgenic mice develop a progressive and 
age-dependent Aβ and tau pathology, although Aβ deposits mani-
fest prior to tangle formation. It is likely that Aβ pathology affects 
the development of tau pathology including LTP deficits in an 
age-related manner but before plaque and tangle pathology.

Figure 22–3. Alzheimer’s disease brain reveals an intracellular 
accumulation of hyperphosphorylated tau. (A) Human AD brain (76 
years old) cortical neurons showing neurofibrillary tangles. (B) A 

tauP301L transgenic mouse (1 year old) showed similar neurofi brillary 
tangles in a cortical section immunolabeled with AT8 monoclonal 
antibodies.
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TRANSGENIC MICE WEB SITES
The Alzheimer Research Forum website (http://www.alzaf-

orm.org) contains important up-to-date information on the numer-
ous strains of mice used in biomedical research related to 
Alzheimer’s disease. Information is presented in chart format 
including the name or symbol, strain name, transgene or promoter 
and regulatory elements, genetic background, behavioral pheno-
type, neurological characteristics, availability, and primary cita-
tions for each of the mice strains related to APP, APOE, 
α-synuclein, Cox-2, PS1, PS2, tau, Double-Cross, and Triple-
Cross. Furthermore, Jackson Laboratory (http://www.jax.org) 
data sheets on available strains contain essential information 
on the genetics, phenotypes, husbandry, and production; the same 
applies to Taconic (http://www.taconic.com), which provides 
data sheets on numerous available strains on AD. Transgenic 
animals require conventional care and do not need any special 
care.

THERAPEUTIC APPROACHES
The most widely replicated and thoroughly investigated 

approaches in these preclinical studies have involved the use of 
anti-Aβ immunotherapies47 using AD transgenic mice. In 1999, 
the Schenk group described the preventive effects of AD neuro-
pathology associated with immunizing the PDAPP transgenic 
mouse with Aβ peptide; this reduced amyloid plaques and pre-

served synaptophysin levels, important correlations to human 
AD.48 Further studies in our laboratory and by other groups dem-
onstrated a reduction of amyloid plaques and improvement of 
cognitive functions in a water maze test in hβAPP and PS1 trans-
genic mice. Passive immunization studies in which Aβ antibodies 
were given for short-term treatment resulted in positive cognitive 
changes in transgenic mice. The possible mechanism of action of 
these immunotherapies is still not clear, but antibodies may be 
capable of clearing plaques through both a monocyte-mediated 
and a direct effect on the clearance of soluble Aβ species that are 
neuroactive/toxic.49 Immunization with Aβ1-42 peptide (AN-
1792) was tested in human AD patients with noteworthy effects. 
These clinical trials were suspended due to the development of 
meningioencephalitis in a few cases.50 These side effects highlight 
a limitation of animal models, which may not perfectly predict 
clinical outcomes due to limitations in the models’ pathology as 
well as the more genetically varied human population. Interest-
ingly, several cases from these studies have gone to autopsy and 
showed a strikingly similar reduction in AD neuropathologies as 
predicted in animal models. Recently, the cerebrospinal fluid bio-
marker tau showed an encouraging improvement of cognitive 
function and a robust reduction in pathology and passive immu-
nization of Aβ monoclonal antibodies used in the original trials 
to avoid inflammatory responses. In a recent study, nonviral Aβ
DNA vaccines against Alzheimer’s disease were administered 
to model (APP23) mice and the reduction in Aβ burden was 

Table 22–2
Therapeutic approaches to reduce the pathology of Alzheimer’s disease (AD) in transgenic mouse modelsa

Test compound
Mechanism of 
action Dose and route Duration AD model

Age/amyloid
burden at start of 
therapy

Reduction in 
plaque burden Reference

Curcumin Amyloid binding 
antioxidant in 
curry powder

160 and 
5000 ppm in 
chow

6 months Tg2576 10 months with 
few plaques

At low dose 
more than 
50%

53

iAβ5p β-Sheet
disrupting
peptide

1.0 mg 
intravenously
3 times/week

8 weeks APPV717I ×
PS1A246E

9 months (3 
months after 
plaques start to 
appear)

45% in cortex 
and 29% in 
hippocampus

54

Lithium GSK3ß kinase 
inhibition

2.4 g/kg in chow 7 months PDAPP 1 month old 
before plaques

More than 75% 55

CP-113,818 ACAT inhibitor 7.2 mg/kg/day 
2 month 
subcutaneous
implant

2 months APPSwedish 
+ London

Plaques are just 
beginning

More than 90% 56

Clioquinol Copper-zinc 
chelator

30 mg/kg/day 
orally

9 weeks Tg2576 21 months of age; 
well after 
plaques start

49% 57

NCX-2216 NO-releasing 
NSAID;
microglial
activator

375 ppm in 
chow

5 months APPSwedish 
+ PS1M146L

7 months; plaque 
formation is 
evident at this 
age

45% 58

Cyclohexanehexol Amyloid peptide 
inhibitor

0.3–30 mg/kg/
day oral 
gavage twice 
daily

6 months 
and 1 
month

TgCRND8 6 weeks (just 
before plaques) 
to 6 months and 
5 months full 
plaques

30–55% 59

aTherapeutic agents showed efficacy in reducing, at a minimum, amyloid plaque load after chronic treatment (more than 2 weeks). Although there 
are different mechanisms of action, all have reported effi cacy.52
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evaluated. Prophylactic treatments started before Aβ deposition 
reduced Aβ burden to 15.5% and 38.5% of that found in untreated 
mice at 7 and 18 months of age, respectively. Therapeutic treat-
ment started after Aβ deposition reduced Aβ burden to approxi-
mately 50% at the age of 18 months. Importantly, this therapy 
induced neither neuroinflammation nor T cell responses to Aβ
peptide in both APP23 and wild-type B6 mice, even after long-
term vaccination. Although it is reported that other anti-Aβ thera-
pies have pharmacological and/or technical difficulties, nonviral 
DNA vaccines are highly secure and easily controllable and are 
promising for the treatment of Alzheimer’s disease.51

A wide range of therapies in addition to immunotherapy has 
been tested in several different AD transgenic models. Small 
molecules are orally bioavailable and have shown effectiveness 
by approaches ranging from natural products that bind to Aβ,
metal chelation, lipid metabolism inhibitor, and infl ammatory 
modulators. Preliminary results from these approaches involving 
more than 2 weeks of chronic treatment using transgenic models 
are summarized in Table 22–2.52 The source of these compounds 
ranges from curry spice to drugs in clinical trials for other indica-
tions. These studies vary widely in the choice of model, duration 
of therapy, and, most importantly, the age/amyloid burden present 
when therapy was initiated. The great variability in paradigms 
excludes head-to-head efficacy assessments and predictions. Our 
experience with immunotherapy suggests that preventing amyloi-
dosis may be easier than reducing existing burdens of older 
plaques. It is interesting to note in Table 22–2 that none of the 
tested compounds has the same proposed mechanisms of action 
or direct inhibition of secretases; this indicates that potential 
amyloid-directed therapies are quite diverse and effective thera-
pies validated clinically will emerge in the near future.
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23 Guinea Pigs as Models for Human 
Cholesterol and Lipoprotein Metabolism
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ABSTRACT
Lipoprotein anabolism and catabolism are highly complex 

when considering the multifaceted aspects that regulate the syn-
thesis and removal of lipoproteins from plasma. In addition, 
lipoproteins undergo multiple modifications in the intrava-
scular compartment leading to atherogenic or antiatherogenic 
subclasses. The use of an appropriate animal model mimicking 
human lipoprotein metabolism is critical to the understanding of 
how dietary interventions, drug treatment, sex, menopausal state, 
and exercise regulate these intricate processes. This chapter will 
discuss in detail the guinea pig as an appropriate animal model to 
determine the effects of different diets, lipid-lowering drugs, and 
life style modifications on hepatic and plasma cholesterol metabo-
lism, and atherosclerosis. One of the most salient features of this 
animal model is that guinea pigs carry the majority of the choles-
terol in low-density lipoprotein and possess cholesterol ester 
transfer protein and lipoprotein lipase activities, which result in 
reverse cholesterol transport and delipidation cascades equivalent 
to the human situation. Furthermore, the activities of hepatic 
enzymes involved in cholesterol metabolism and the mechanisms 
involved in secretion and removal of lipoproteins mimic those of 
humans. The similarity in plasma lipid responses to dietary inter-
ventions, drug treatment, and exercise between guinea pigs and 
humans further suggests the relevance of this model to elucidate 
the mechanisms involved.

Key Words: Guinea pigs, Animal models, Lipoprotein 
metabolism, Atherosclerosis, Dietary interventions, Drug therapy, 
Sex, Exercise.

INTRODUCTION
This chapter will provide a useful insight into the suitability 

of guinea pigs as animal models for cholesterol and lipoprotein 
metabolism. A discussion of the metabolic advantages plus the 
usefulness of this model to elucidate mechanisms by which dietary 
factors, drug therapy, exercise, gender, and menopause alter the 
regulatory pathways involved in the synthesis, catabolism, and 
intravascular processing of lipoproteins is presented.

There is some controversy as to whether guinea pigs (Cavia
porcellus) should be classified as rodents.1 While this issue is not 
relevant to the present discussion, there is one aspect of guinea 
pigs that makes them stand out from other rodents, the fact that 

they carry the majority of cholesterol in low-density lipoprotein 
(LDL).2 This outstanding difference raises the question of whether 
guinea pigs present other similarities to humans in cholesterol and 
lipoprotein metabolism. Our laboratory and other investigators 
have found that indeed guinea pigs do have some analogies to 
human cholesterol metabolism that merit discussion.

USE OF ANIMAL MODELS FOR CHOLESTEROL 
AND LIPOPROTEIN METABOLISM

In addition to the guinea pigs, several animal models have been 
used to study lipoprotein metabolism and atherosclerosis includ-
ing nonhuman primates, hamsters, mice, rats, and rabbits. Choos-
ing the appropriate model to test a hypothesis is an important 
decision that should be based on the benefits and limitations 
of each particular model. In this section of the chapter we outline 
the advantages and disadvantages of several commonly used 
animal models in cholesterol and lipoprotein metabolism research. 
Advantages and disadvantages will be based on similarities 
and dissimilarities between the particular animal models and 
humans.

ADVANTAGES AND DISADVANTAGES OF 
OTHER MODELS

Nonhuman Primates Several types of nonhuman primates 
have been used in lipoprotein metabolism research including 
cebus monkeys,3 squirrel monkeys,4 baboons,5 and owl monkeys.6

One commonly used model for lipoprotein metabolism is the 
African green monkey, which is known to develop atherosclerosis 
in a fashion similar to humans with respect to morphology and 
cytology.7 Like humans, African green monkeys express only 
apolipoprotein (apo) B 100 in the liver. A high cholesterol diet 
leads to a reduction in hepatic LDL receptor mRNA and down-
regulation of cholesterol 7α-hydroxylase activity.8 Feeding 
African green monkeys an atherogenic diet high in saturated fat 
led to the enrichment of LDL particles with cholesteryl oleate and 
predicted the magnitude of atherosclerotic development.9,10 Ath-
erosclerotic development appears to be less pronounced when 
these animals consume a diet composed largely of polyunsatu-
rated fats (PUFA) when compared to monounsaturated fats or 
saturated fatty acids (SFA).11 However, development of athero-
sclerosis in this animal model takes years (as opposed to weeks 
in other models), and these animals are expensive to obtain and 
maintain. Furthermore, African green monkeys tend to have 
higher plasma concentrations of HDL cholesterol (HDL-C) than 
LDL cholesterol (LDL-C), opposite to the human situation.12

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.



202 SECTION III  /  WELL-ESTABLISHED MODELS

Rats There are numerous dissimilarities in lipoprotein 
metabolism between rats and humans. Wild-type rats do not have 
cholesterol ester transfer protein (CETP) activity,13 which plays a 
major role in intravascular lipoprotein particle processing and 
lipid exchange in humans.14 As such, CETP transgenic rats have 
been used.15 Rats also have a very high activity of cholesterol 
7α-hydroxylase (CYP7),16 thus they readily eliminate excess 
body cholesterol. Furthermore, rats carry the majority of choles-
terol in HDL particles,17 which also differs from humans. LDL-C 
does not increase in rats fed saturated fat unless very high cho-
lesterol (0.5–1.0% of diet) is fed in conjunction with cholic acid.18

The densities of LDL and HDL particles overlap in rats, making 
isolation of these lipoproteins difficult. As a result of these char-
acteristics of rat lipoprotein metabolism, rats are very resistant to 
atherosclerosis.

Mice Like rats, wild-type mice are not good models of 
human lipoprotein metabolism, thus several transgenic and knock-
out mice have been created. These genetic manipulations can 
affect the viability of these animals and increase the cost of the 
experiments. Wild-type mice carry the majority of cholesterol in 
HDL particles rather than in LDL particles.17 Two commonly used 
genetically modified mouse models are the apo E-deficient and 
LDL receptor-deficient animals, which have been shown to 
respond to dietary and pharmacological interventions; however, 
the lipoprotein profile of these models is quite different from 
humans.19 Like rats, mice respond to high dietary cholesterol by 
downregulating cholesterol synthesis and upregulating bile acid 
synthesis, which serves to maintain plasma cholesterol homeosta-
sis. Mice also express apo B 48 in the liver,20 which does not occur 
in humans.

Hamsters Signifi cant research regarding LDL transport has 
been derived from the hamster model.21 Compared to the rat, 
hamsters have moderate levels of expression of CYP7.22 When 
fed a high cholesterol diet, hamsters develop hypertriglyceride-
mia, opposite to humans. Insulin resistance has been induced in 
hamsters that consumed a high fructose diet for 2 weeks, resulting 
in an increased mass of microsomal transfer protein (MTP) and 
increased very-low-density lipoprotein (VLDL) apo B secretion 
from the liver.23 When fed a normal chow diet, hamsters carry 
cholesterol predominantly in HDL particles (56%) rather than in 
LDL particles (26%), though the majority of triglycerides circu-
late in VLDL.24 The hamster is not a good model for dietary fi ber 
since these animals have a forestomach where fiber is fermented 
prior to reaching the small intestine. Though fibrates function 
similarly in hamsters and humans,24 hamsters are not a good 
model for 3-hydroxy-3-methylglutaryl coenzyme A (HMG-CoA) 
reductase inhibitors.25

Rabbits Both wild-type and transgenic rabbits are often used 
in cardiovascular disease research. Rabbits are susceptible to diet-
induced atherosclerosis, perhaps due to their high activity of 
CETP. However, rabbits have almost no hepatic lipase. Like 
humans, the rabbit liver does not edit apolipoprotein B mRNA. 
Also, like hypertriglyceridemic patients, rabbits produce β-VLDL,
which are large, triglyceride-laden VLDL particles characteristic 
of hypertriglyceridemia. Rabbits transgenic for lipoprotein (a), 
apolipoproteins AI, B, E2, and E3, hepatic lipase, and lecithin:
cholesterol acyltransferase (LCAT) have all been used to study 
lipoprotein metabolism. The Watanabe Heritable Hyperlipidemic 
rabbits are a good model for familial hypercholesterolemia and 

St. Thomas’ Hospital rabbits are a good model for familial com-
bined hyperlipidemia.26

GUINEA PIGS
COMPARISONS OF GUINEA PIGS WITH HUMANS
Lipoprotein Metabolism In addition to carrying the major-

ity of cholesterol in LDL, guinea pigs have other similarities in 
lipoprotein distribution and metabolism including a higher LDL 
to HDL ratio;27 they possess plasma CETP,28 LCAT,29 and lipo-
protein lipase (LPL)30 activities for intravascular processing of 
plasma lipoproteins.

Females have higher HDL-C levels than males;31 ovariecto-
mized guinea pigs, a model for menopause, have elevated triglyc-
erides (TG) and higher LDL-C similar to the plasma lipid profi les 
of postmenopausal women.31 Guinea pigs during exercise lower 
their plasma TG and increase their plasma HDL-C.32 Guinea pigs
also respond to dietary interventions33–35 and drug treatment36–38

by lowering plasma LDL-C concentrations.
Hepatic Cholesterol Metabolism Compared to humans, 

guinea pigs have higher concentrations of free than cholesterol 
ester (CE) in the liver.27,39 They also exhibit comparable moderate 
rates of hepatic cholesterol synthesis27,40 and catabolism.41,42

Similar to humans, the binding domain for the LDL receptor dif-
ferentiates between normal and familial binding defective apo B-
100.43 Most importantly, apo B mRNA editing in liver is present 
in negligible amounts (<1%) compared to 18–70% in other 
species.44 Table 23–1 illustrates the similarities of guinea pigs and 
humans compared to other animal models in several aspects of 
cholesterol and lipoprotein metabolism.

USE OF GUINEA PIGS FOR 
DIETARY INTERVENTIONS

DIETARY FIBER It has been well established that dietary 
soluble fiber is one of the major components in food, which has 
been associated with a decreased risk of coronary heart disease.45

The hypocholesterolemic properties of dietary fiber are a result of 
the primary action of fiber in the intestinal lumen.46 These mecha-
nisms involve interruption of the enterohepatic circulation of bile 
acids and decreased absorption rate of lipids including choles-
terol.47 Based on this action of fiber, plasma LDL-C concentra-
tions are reduced. Guinea pigs have been useful models to 
elucidate the secondary mechanisms associated with plasma cho-
lesterol lowering.48,49

As a result of fiber’s primary action in the small intestine, 
cholesterol delivered to the liver via the chylomicron remnant is 
reduced.50 In addition, the interruption of bile acid cycling causes 
a major effect on hepatic cholesterol. Cholesterol hydroxylation 
at the alpha position is the initial and rate-limiting step in this 
process. This step is catalyzed by CYP7, the main regulatory 
enzyme in the bile acid synthesis pathway.51 Due to these major 
alterations in hepatic cholesterol concentrations, CYP7 is upregu-
lated leading to a greater depletion of the hepatic cholesterol 
pools. To maintain hepatic cholesterol homeostasis, the LDL 
receptor is upregulated to remove cholesterol from circulation 
leading to the decreases in LDL-C.

The expression of the LDL receptor gene in liver is regulated 
by a feedback mechanism involving hepatic cholesterol. When the 
demand for cholesterol increases, the liver cells express high 
levels of LDL receptor mRNA and when cholesterol accumulates 



CHAPTER 23  /  GUINEA PIGS AS MODELS FOR HUMAN CHOLESTEROL AND LIPOPROTEIN METABOLISM 203

in the cell, the activity and expression of the LDL receptor are 
suppressed.52 Depletion of hepatic cholesterol concentrations as a 
result of fiber intake leads to an upregulation of LDL receptors as 
demonstrated by in vitro measurements50 of hepatic LDL receptor 
or in vivo determinations of LDL turnover.46

Dietary Fiber and Hepatic Cholesterol Metabolism In
guinea pigs, significant reductions of hepatic cholesterol due to 
intake of different sources of soluble fiber including pectin, guar 
gum, psyllium,53,54 or fiber from lime-treated corn husks have been 
reported.55 Furthermore, increases in hepatic CYP7 activity and 
mRNA abundance have also been observed after pectin and psyl-
lium intake,56 which confirm the postulated mechanisms. Another 
important metabolic alteration is increased synthesis of choles-
terol within the hepatocyte as demonstrated by higher activity of 
HMG-CoA reductase.49 Such a compensatory increase in hepatic 
synthesis occurs when intestinal cholesterol absorption is impaired 
or when bile acid synthesis is stimulated. Under these conditions, 
acyl CoA cholesteryl:acyltransferase (ACAT) activity is down-
regulated50 because the availability of free cholesterol for esteri-
fi cation is substantially reduced.57,58

Dietary Fiber and Lipoprotein Metabolism Lipoprotein 
metabolism is also altered by dietary fiber as a result of depleted 
hepatic pools. The decreases in hepatic cholesterol have been 
related to lower rates of hepatic apo B secretion and to a faster 
LDL turnover rate in guinea pigs.46,47 In addition, the composi-
tions of both the VLDL and LDL are significantly altered and 
these compositional modifications have metabolic implications.59

Soluble fiber intake results in the formation of a large TG-enriched, 
CE-depleted VLDL particle, compositional changes associated 
with less conversion to IDL and LDL in the delipidation cascade.6

It has also been postulated that large VLDLs are catabolized faster 
by the apo B/E receptor.61 In addition, LDL fractional catabolic 
rates (FCR) in vivo are faster in guinea pigs fed soluble fi ber.2

Other important modifications that take place in the intravascular 
compartment are a significant decrease in CETP activity, which 
can be associated with the CE-depleted VLDL and LDL.59 Lower 

CETP activity may contribute to the mechanisms of hypocholes-
terolemia attributed to soluble fi ber.

The guinea pig model has been useful in elucidating the 
complex mechanisms by which soluble fiber lowers plasma LDL-
C (Figure 23–1).

DIETARY CHOLESTEROL Guinea pigs, similar to humans, 
present different responses to dietary cholesterol62 demonstrating 

Table 23–1
Comparison of humans, guinea pigs, hamsters, mice, rabbits, and African green monkeys in parameters of 

lipoprotein metabolisma

Parameter Human Guinea Pig Hamster Rat Mouse Rabbit
African Green 
Monkey

LDL-C/HDL-C with no cholesterol 
challenge2,8,17,22,26,57

High High Moderate Low Low Low Moderate

Apo B-48 in liver44 No No ND8 Yes Yes No No
Ratio of free to esterifi ed 

cholesterol8,22,27,39,57
High High Low Low Low Low Moderate

Response to dietary cholesterol8,22,26,62 ↑ LDL-C
↑ HDL-C

↑ LDL-C 
↑ HDL-C

↑ LDL-C 
↑ HDL-C
↑TG

↑ HDL-C
↑ LDL-C

↑ LDL-C
↑ HDL-C

↑ VLDL-C ↑ LDL-C

CETP activity28 Moderate Moderate Moderate None None High Low
Catabolism of cholesterol to bile 

acids8,22,41,42
Low Low Moderate High High ND1 Low

Develops atherosclerosis9,26,70 Yes Yes Yes No No Yes Yes
aLDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; apo B, apolipoprotein B; CETP, cholesterol ester transfer protein; ND, not 

determined.
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Figure 23–1. Mechanisms by which dietary fiber lowers plasma 
LDL cholesterol: (1) there is an interruption of the enterohepatic cir-
culation of bile acids and (2) of cholesterol absorption in the intestinal 
lumen. As a result (3) cholesterol 7α-hydroxylase is upregulated to 
synthesize more bile acids. At the same time (4) HMG-CoA reductase 
activity is upregulated and (5) ACAT activity is reduced because of 
less substrate (free cholesterol). This leads to (6) decreased apo VLDL 
secretion. In addition, there is (7) less conversion of VLDL to LDL 
and (8) an upregulation of LDL receptors. All these mechanisms 
contribute to the decrease in LDL cholesterol.
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that the responses are highly individualized in agreement with 
clinical studies.63 Earlier reports on the deleterious effects of 
dietary cholesterol in guinea pigs, including hemolytic anemia 
characterized by accelerated destruction of the erythrocytes64 and 
death before any considerable plaques have been developed, have 
precluded the use of guinea pigs for models of cholesterol and 
lipoprotein metabolism. In addition, these reports focused on the 
appearance of abnormal lipoproteins and changes in lipid metabo-
lism, which were postulated to be species specifi c.65,66 These 
studies failed to stress the fact that the amount of cholesterol 
provided to guinea pigs was 1–2%, which is equivalent to 7500–
15,000 mg/day of cholesterol in the human situation. Thus the 
remarks concerning these earlier studies have to be taken with 
caution and the interpretation of the results viewed on the 
scope that these experiments cannot possibly have any clinical 
signifi cance.

The effects of dietary cholesterol on plasma lipids, lipoprotein 
composition, hepatic LDL receptors, and HDL metabolism have 
been evaluated in guinea pigs fed 0.08, 0.17, or 0.33% dietary 
cholesterol, equivalent to 600–2500 mg cholesterol/day in the 
human situation.62,67,68 These levels of dietary cholesterol corre-
spond to an amount of absorbed cholesterol equal to one-half, one, 
and two times the endogenous cholesterol synthesis in guinea 
pigs.38 Increasing the concentration of dietary cholesterol resulted 
in a dose-dependent increase in plasma cholesterol associated 
with the LDL fraction, which was independent of the dietary fat. 
HMG-CoA reductase activity was significantly downregulated 
with an absorbed amount equivalent to one-half times the endog-
enous cholesterol synthesis (0.08% dietary cholesterol) as a fi rst 
compensatory mechanism. The amount of cholesterol in liver was 
also increased in a dose-dependent manner with higher levels of 
dietary cholesterol. These increases in hepatic cholesterol paral-
leled the increases in ACAT activity.69 Hepatic LDL receptor 
numbers were measured by incubating increasing concentrations 
of 125LDL with hepatic membranes and the number of receptors 
was decreased as the amount of dietary cholesterol increased.67

These studies demonstrate the different compensatory mecha-
nisms of the body when there is a challenge of dietary cholesterol. 

The effects of different levels of dietary cholesterol on major 
regulators of plasma cholesterol homeostasis are presented in 
Table 23–2.

In addition, our laboratory has also demonstrated that guinea 
pigs do present early atherosclerotic development and fatty streak 
accumulation after 12 weeks when challenged with amounts 
of dietary cholesterol in the range of 2000 mg/day human 
consumption.70,71

DIETARY FAT Effects of fatty acids varying in chain length 
and degree of saturation on cholesterol and lipoprotein metabo-
lism have been studied in guinea pigs. Diets high in PUFA (corn 
oil) (CO) lower plasma LDL-C concentrations compared to highly 
SFA palm kernel (PK) rich in short-chain fatty acids or SFA lard 
rich in long-chain fatty acids.33,72,73 Other metabolic alterations in 
lipoprotein assembly and secretion were also associated with the 
observed changes in plasma LDL-C. For instance, guinea pigs fed 
the PK diet had the highest apo B secretion rate.73 The PK group 
also exhibited the slowest LDL FCR in vivo.72 In contrast, guinea 
pigs fed the CO diet had the fastest LDL FCR and the highest 
number of hepatic LDL receptors.72 Intake of CO also resulted in 
the smallest mature VLDL particle, as measured by electron 
microscopy.74

The effects of different types of fatty acids on hepatic enzymes 
involved in cholesterol homeostasis have been evaluated in guinea 
pigs.75 Guinea pigs fed the PK diet had the highest plasma LDL-C 
followed by those fed palm oil rich in palmitic acid and CO intake 
resulted in the lowest plasma LDL-C concentrations. HMG-CoA 
reductase activity varied among groups and was independent of 
plasma LDL-C. In contrast, ACAT activity exhibited a positive 
correlation with plasma LDL-C concentrations. Two possibilities 
may account for these correlations: (1) ACAT activity determines 
rates of incorporation of CE into VLDL, which is subsequently 
converted into LDL, and (2) ACAT activity changes in response 
to rates of hepatic cholesterol influx. In support of the first theory, 
hypercholesterolemic diets are related to the production of a 
greater number of larger LDL particles in African green monkeys9

and in guinea pigs.33 The higher number of CE molecules, incor-
porated into newly secreted lipoproteins, has been correlated with 

Table 23–2
Effects of different doses of dietary cholesterol on plasma and hepatic lipids and 

parameters of lipoprotein metabolism in guinea pigsa,b

Parameter 0 0.08% 0.17% 0.33%

LDL-C (mg/dl)c 40.0 ± 10.0 54.3 ± 20.9 124.7 ± 65.2 253.8 ± 71.1
HDL-C (mg/dl)c 14.0 ± 1.9 17.0 ± 3.1   20.2 ± 1.2   24.0 ± 1.2
Hepatic cholesterol (mg/g)c 1.51 ± 0.31 2.91 ± 0.31   3.53 ± 0.31   4.73 ± 0.70
HMG-CoA reductase
(pmol/min·mg) c

41 ± 28   21 ± 9     11 ± 3       9 ± 1

ACAT (pmol/min·mg) d 16.1 ± 3.1 29.3 ± 10.0 132.3 ± 58.7 218.5 ± 43.7
LDL receptor Bmax (µg/mg)e 2.04 ± 0.11 1.92 ± 0.18   1.47 ± 0.24   1.32 ± 0.07

aLDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; HMG-CoA, 3-hydroxy-
3-methylglutaryl coenzyme A; ACAT, acyl CoA cholesteryl:acyltransferase.

bValues are expressed as mean ± SD for n = 6–8 guinea pigs. Values in the same row with different 
superscripts are significantly different as determined by one-way ANOVA and the Newman-Keules 
post hoc test (p < 0.01).

cAdapted from Lin et al.62

dAdapted from Sun et al.67

eAdapted from Lin et al.69
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increased ACAT and with a higher number of atherosclerotic 
lesions in African green monkeys.51 In support of the second 
theory, dietary fat saturation and chain length affect LDL absolute 
catabolic rate.33,34 In a steady-state condition, LDL flux equals 
total catabolic rate and assuming 80% of LDL uptake by the liver, 
guinea pigs having the greatest influx (PK-fed animals) also had 
the highest ACAT activity. Similar results supporting both theo-
ries have been reported for guinea pigs fed low-fat (2.5%) or 
high-fat (25%) diets.76

These studies demonstrate that the mechanisms by which dif-
ferent fatty acids alter lipoprotein levels and composition and 
possibly atherosclerotic events are related to specific effects of 
these fatty acids on hepatic cholesterol homeostasis, VLDL secre-
tion, alterations in the intravascular compartment, and LDL cata-
bolic rates. In addition, the cholesterolemic response of guinea 
pigs to dietary fatty acids is similar to reports from clinical 
studies77 and they are in agreement with proposed mechanisms 
reported in human studies.78,79

DIETARY CARBOHYDRATES The role of differing carbo-
hydrate types (simple vs. complex) on lipoprotein metabolism in 
guinea pigs has been investigated.80 Guinea pigs were fed isoca-
loric diets in which 52% of the energy from carbohydrates was 
derived from either sucrose or starch. Plasma cholesterol concen-
trations were not different between groups, but triglycerides and 
VLDL-C levels were significantly higher in the group consuming 
the sucrose-based diet. Also in the sucrose group, apolipoprotein 
B secretion was significantly higher, and VLDL contained less 
triglyceride per apolipoprotein B. This indicates that the higher 
plasma triglycerides were likely due to an increased quantity of 
VLDL particles. Guinea pigs consuming a high fat diet with 
complex carbohydrates display a more rapid removal of VLDL 
from plasma and less conversion of VLDL to LDL when com-
pared to guinea pigs fed a high-fat diet with sucrose.81 Similar 
results have been shown in humans where carbohydrate type 
affected plasma TG.

With cardiovascular diseases as the leading cause of death in 
the United States and most industrialized countries, risk manage-
ment interventions often focus on dietary macronutrient composi-
tion. A varying macronutrient composition is known to affect 
lipoprotein metabolism. Low-fat diets appear to be particularly 
effective at lowering LDL-C, but may adversely affect TG and 
HDL-C. Restricting dietary carbohydrate can reduce TG and 
increase HDL-C, while the effects on LDL-C appear to vary 
between individuals.82 We have recently shown that the response 
of dietary carbohydrate restriction in guinea pigs is similar to the 
response in humans.

Male Hartley guinea pigs were fed one of three diets for 12 
weeks: (1) low cholesterol (0.04 g/100 g) with high carbohydrate 
(42% of energy), (2) high cholesterol (0.25 g/10 g) with high 
carbohydrate (42% of energy), or (3) high cholesterol (0.25 g/
100  g) with low carbohydrate (11% of energy).83 The groups 
consuming high cholesterol had significantly higher VLDL-C and 
LDL-C than the low-cholesterol group. Using nuclear magnetic 
resonance, lipoprotein particle size and subclass concentrations 
were determined. Interestingly, the quantity of total LDL particles 
and the quantity of medium and small LDL particles were signifi -
cantly lower in the high-cholesterol, low-carbohydrate group than 
in the high-cholesterol, high-carbohydrate group. Similar results 
have been shown in humans84 where a 12-week carbohydrate-
restricted diet decreased LDL particle atherogenicity by reducing 

the quantity of total, medium, and small LDL particles while 
increasing mean LDL particle size. While future work is needed 
to investigate additional facets of lipoprotein metabolism affected 
by macronutrient distribution in guinea pigs, it appears that LDL 
metabolism is similarly impacted in humans and guinea pigs with 
carbohydrate restriction. In addition, as discussed below, carbo-
hydrate restriction in guinea pigs results in improvements in 
infl ammatory markers similar to those experienced by humans.

VITAMIN C DEFICIENCY Like humans, guinea pigs require 
an exogenous dietary source of vitamin C. Though vitamin C is 
produced in the liver or kidney of most animals, guinea pigs (like 
humans) lack the enzyme gulonolactone oxidase, which is required 
to synthesize it.

Epidemiological studies have shown a negative correlation 
between vitamin C intake and plasma cholesterol concentration.85

Guinea pigs are an ideal model to investigate the effects of vitamin 
C status on hepatic lipid metabolism considering their similarity 
to humans with respect to ascorbic acid requirement and lipopro-
tein metabolism.86 Consuming a diet with suboptimal vitamin C 
has been shown to negatively affect lipoprotein metabolism in 
guinea pigs.87 Guinea pigs were fed diets composed of either high 
SFA or PUFA, while being fed either adequate (500 mg/kg diet) 
or suboptimal (50 mg/kg diet) amounts of vitamin C. Guinea pigs 
that consumed suboptimal vitamin C had 15% lower HMG-CoA 
reductase activity, a 25% reduction in LDL receptor quantity, 20% 
higher ACAT activity, a 28% greater hepatic TG and CE content, 
and a higher VLDL secretion rate in comparison to the vitamin C 
adequate group. Furthermore, the suboptimal vitamin C group 
displayed 45% lower plasma HDL-C concentrations, a 40% 
increase in VLDL-C, a 50% increase in LDL-C, and a 30% 
increase in CETP activity. Guinea pigs consuming suboptimal 
vitamin C and higher SFA showed the most pronounced deleteri-
ous effects on lipid metabolism. A potential mechanism for the 
elevations in TG is based on the role of vitamin C in carnitine 
synthesis. Lower levels of carnitine lead to a reduced transport 
of fatty acids to the mitochondria for oxidation, causing hepatic 
triglyceride accumulation.88 Furthermore, inadequate vitamin C 
status is associated with reduced hepatic cytochrome P45089

which results in decreased CYP7 activity and subsequent 
decreased bile acid formation.90

DRUG TREATMENT
Guinea pigs have been used to study drug effects on plasma 

cholesterol and TG and to clarify their hypocholesterolemic 
mechanisms. These drugs include probucol,37 cholestyramine,91

ACAT inhibitors,92 HMG-CoA reductase inhibitors such as 
pravastatin,93 simvastatin,94,95 lovastatin,36,96 and atorvastatin,59,60,97

apical sodium-dependent bile acid transporter (ASBT) inhibi-
tors,98 MTP inhibitors,38 and rapamycin, a drug used in organ 
transplant patients.99

CHOLESTYRAMINE Cholestyramine is very effective in 
reducing plasma LDL-C concentrations by 55–75% in guinea 
pigs.58 Witztum et al.91 measured cholestyramine effects of LDL 
size and composition and how these affected LDL FCR. Their 
fi ndings suggest that LDL from cholestyramine-treated guinea 
pigs, which were smaller in size, had a slower turnover in plasma 
than LDL derived from control animals. The lowering of plasma 
LDL-C by cholestyramine was due to increases in LDL receptor 
in treated guinea pigs, suggesting that compositional changes in 
LDL have profound metabolic consequences.
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3-HYDROXY-3-METHYLGLUTARYL COENZYME A 
REDUCTASE INHIBITORS Approximately 65% of total cho-
lesterol in the body is endogenously synthesized in extrahepatic 
tissues.100 Like humans, guinea pigs have moderate rates of hepatic 
cholesterol synthesis,27,101 whereas the major site of cholesterol 
synthesis in the rat is the liver.102 HMG-CoA reductase, the rate-
limiting enzyme for cholesterol biosynthesis, is largely regulated 
by cholesterol via negative feedback regulation. Inhibition of 
HMG-CoA reductase activity results in reductions of plasma total 
and LDL-C concentrations.

In agreement with humans, guinea pigs treated with reductase 
inhibitors exhibit significant decreases in plasma LDL-C concen-
trations.93–97 Most of these reductase inhibitors have shown that 
an increase in LDL receptor is a major mechanism for the observed 
hypocholesterolimia.36,97 Lovastatin therapy has been shown to 
increase hepatic LDL receptor activity in guinea pigs and the drug 
induced compositional changes in the LDL particle, which had 
signifi cant effects on removal of LDL from plasma.36 LDL from 
lovastatin-treated guinea pigs had a slower LDL FCR compared 
to control LDL. When these studies were repeated in subjects with 
hyperlipidemia, results similar to those reported for guinea pigs 
were found, a decrease in particle affinity for the receptor and 
increases in receptor activity.103 In our studies with atorvastatin, 
treatment with this reductase inhibitor resulted in decreased secre-
tion of apo B in combination with increases in apo B/E recep-
tors.95,97 Our results are in total agreement with the reported 
mechanisms of LDL-C lowering in hyperlipidemic individuals 
treated with lovastatin,103 confi rming the suitability of guinea pigs 
in mimicking metabolic alterations in plasma lipoproteins induced 
by drug treatment.

APICAL SODIUM-DEPENDENT BILE ACID TRANS-
PORTER INHIBITORS Apical sodium-dependent bile acid 
transporter (ASBT) is a 348-amino acid protein localized on the 
apical surface of epithelial cells lining the ileum104 and has been 
shown to mediate approximately 75% of the bile acids recycled 
in the human body.105 Interruption of ileal bile acid reclamation 
leads to a reduction in plasma total and LDL-C levels via a sig-
nifi cant increase in cholesterol catabolism.50 SC-435 is a potent 
ASBT inhibitor (ASBTi) and has been studied in several animal 
models106,107 including guinea pigs.41,98,108

West et al.41 reported that guinea pigs treated with 13.4 mg/kg/
day SC-435 had 44% lower LDL-C concentrations compared to 
controls. Hepatic CE were significantly reduced by 43, 56, and 
70% in guinea pigs fed 0.8, 3.7, and 13.4 mg/kg/day of the ASBT 
inhibitor, respectively.41 In addition, the highest dose of the inhibi-
tor resulted in a 42% increase in the number of VLDL TG mole-
cules and a larger VLDL diameter compared to controls. ACAT 
activity was 30% lower with the highest dose treatment while 
CYP7 was 30% higher with the highest ASBT inhibitor dose.98

Cholesterol in the aortic arch was significantly reduced by 25 and 
42% in guinea pigs treated with a monotherapy of 45 mg/day SC-
435 and a coadministration of 17 mg/day SC-435 and 16 mg/day 
simvastatin , respectively.98 In addition, SC-435 monotherapy and 
combination therapy also impact important regulatory enzymes of 
hepatic cholesterol homeostasis, which contribute to the lowering 
of plasma LDL-C.98

Taken together, these results indicate that the interruption of 
the enterohepatic circulation of bile acids by ASBTi and combina-
tion therapy may play a significant role in reducing cholesterol 

concentrations. This is a key finding since hypercholesterolemia 
in guinea pigs, like humans, results in an accumulation of choles-
terol in the aortic arch, which ultimately leads to the development 
of atherosclerotic lesions

ACYL COA CHOLESTERYL:ACYLTRANSFERASE INHIBI-
TORS ACAT is the rate-limiting enzyme in the formation of 
cholesteryl esters from cholesterol and long-chain fatty acyl coen-
zyme A. ACAT inhibitors have been shown to reduce plasma 
cholesterol levels by reducing cholesterol absorption109 and 
decreasing the formation of VLDL particles. Furthermore, the 
inhibition of ACAT has been shown to prevent the conversion of 
macrophages to foam cells in the arterial wall.110 The guinea pig 
has been used as a model to examine the effects of two different 
ACAT inhibitors, PD 321301-21 and CL 277,0822. At a lower dose 
(1 mg/kg), PD 321301-2 reduced plasma cholesterol by 21% and 
triglycerides by 25%. At a higher dose (10 mg/kg), VLDL-C was 
reduced by 87%, LDL-C by 64%, HDL-C by 75%, and triglycer-
ides by 54%.111 CL 277,0822 was effective at lowering cholesterol 
only at a high dose (136 mg/kg). Junquero et al.112 tested a sys-
temic ACAT inhibitor (F 125113) using guinea pigs and found 
dose-dependent reductions in plasma cholesterol. These data 
suggest the potential utility of ACAT inhibitors in reducing plasma 
cholesterol, though additional work in humans is required. Fur-
thermore, the effects of these drugs on HDL-C are an important 
consideration.

MICROSOMAL TRANSFER PROTEIN INHIBITORS MTP 
functions by transferring triglycerides and other lipids into the 
lumen of the endoplasmic reticulum. MTP is also a key in the 
assembly of chylomicrons. MTP inhibitors have been used to 
manage dyslipidemia, particularly because they target a different 
pathway of lipoprotein generation than HMG-CoA reductase 
inhibitors. The function of MTP inhibitors is to reduce packaging 
of lipids into chylomicrons and VLDL particles, decreasing 
plasma TG and reducing the formation of LDL particles.

An MTP inhibitor, CP-346086, has been administered to 
healthy humans. A single dose resulted in decreased plasma TG 
and VLDL cholesterol content, in a dose-dependent fashion. Fol-
lowing a 2-week treatment of 30 mg/day, total cholesterol was 
reduced by 47%, LDL-C by 72%, and TG by 75%.113

Though an MTP inhibitor can have profound effects on plasma 
lipids and lipoprotein particle lipid content, much concern still 
existed about hepatic lipid accumulation. JTT-130, an MTP inhib-
itor, was identified as specifically targeting the intestine. To inves-
tigate the effects of this JTT-30, guinea pigs were randomly 
assigned to consume either a control diet (no JTT-130), a low-dose 
diet, or a high-dose diet for 4 weeks.38 In comparison to the 
control group, the low and high dose JTT-130 groups displayed 
signifi cantly lower plasma total cholesterol, TG, and LDL-C. 
Perhaps noteworthy was that no differences between the control, 
low-dose, or high-dose groups were observed in terms of hepatic 
free cholesterol, CE, or TG content. It is believed that the JTT-130 
reduced TG transfer to chylomicrons, leading to a reduced 
hepatic TG uptake via chylomicron remnants. Thus, the guinea 
pig model has been used to demonstrate that an MTP inhibitor 
specifi cally targeting the liver can reduce plasma LDL-C and TG 
without causing deleterious effects on hepatic lipid accumulation. 
Though further investigation in humans is necessary, the simi-
larities between guinea pigs and humans with respect to lipo-
protein metabolism indicate that treatment of humans with an 
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MTP inhibitor targeted to the intestine has the potential to be 
effective.

RAPAMYCIN Rapamycin is a natural compound produced 
by bacteria. Because of its immunosuppressive properties, rapa-
mycin is approved by the FDA for use in preventing organ rejec-
tion in transplant patients. Rapamycin functions by binding to the 
immunophilin FK506 binding protein. Next, this complex inter-
acts with the rapamycin binding domain, which results in the 
inactivation of a serine-threonine kinase known as the mammalian 
target of rapamycin (mTOR).114 mTOR controls proteins that 
regulate mRNA translation initiation and G1 progression, and is 
targeted by numerous signals including insulin, growth factors, 
and amino acids. Through the action of these signals, regulatory 
cascades are adjusted to impact cell growth and proliferation.

Though these powerful immunosuppressive effects are clearly 
important in the prevention of transplant rejection, side effects 
of plasma lipids are known to occur. Specifically, dyslipidemia 
has been reported in 45% of liver transplant patients115 and in 40% 
of kidney transplant patients.116 Given the relationship between 
insulin and rapamycin, and the relationship between insulin resis-
tance and dyslipidemia, the mechanisms behind the deleterious 
effects of rapamycin on lipoprotein metabolism provide insight 
concerning the risk for cardiovascular disease in transplant patients 
using this treatment.

The effects of rapamycin on plasma lipids are similar between 
guinea pigs and humans.99 As such, the guinea pig model has 
provided considerable insight into the mechanisms behind the 
changes in plasma lipids and lipoprotein metabolism resulting 
from rapamycin prescription. To elucidate these mechanisms, 30 
male guinea pigs consumed one of three treatments: control (no 
rapamycin), low dose, or high dose. The two groups treated with 
rapamycin displayed a 2-fold higher plasma triglyceride concen-
tration in comparison to controls, with no difference between 
experimental groups. Guinea pigs treated with rapamycin also 
displayed large VLDL particle size, which contained a higher 
percentage of TG compared to the control group. Aortic choles-
terol concentration and ACAT activity were significantly lower in 
the low-dose group as compared to the control and high-dose 
groups, and aortic triglyceride concentration was higher in the 
experimental than in the control groups. Also, plasma free-fatty 
acids and glucose were higher in the low-dose (65%) and high-
dose (72%) groups in comparison to the control group. Further-
more, aortic tumor necrosis factor (TNF)-α concentrations were 
3.6- and 10.4-fold greater in the low- and high-dose groups in 
comparison to the control groups.99 These results indicate that the 
effects of rapamycin on plasma lipids and atherosclerosis may be 
due to alterations in the insulin signaling pathway. This appears 
to have caused an increased secretion of VLDL and VLDL TG, 
increasing TG accumulation in the aorta. These results also 
suggest that lower doses of rapamycin may reduce the unfavor-
able effects of higher doses of the drug.

EXERCISE AND LIPOPROTEIN METABOLISM
Exercise has been shown to favorably alter lipoprotein metabo-

lism by decreasing plasma TG and increasing HDL-C.117 Guinea 
pigs doing an exercise protocol consisting of running on a rodent 
treadmill at a rate of 33.3 revolutions/min for 30–40 min during 
6 weeks exhibited lower plasma TG and higher HDL-C concen-
trations than sedentary animals.32

Prolonged exercise results in lowering of fasting plasma TG 
concentrations.118 Exercise training increases LPL activity in 
plasma and in parenchymal cells, suggesting a role of exercise in 
increasing the capacity to clear TG from the circulation and sug-
gesting that LPL is involved in the restoration of muscle TG stores 
reduced by exercise.119 In addition, adipose tissue has increased 
LPL activity after exercise.118 In agreement with human studies, 
exercised guinea pigs have been shown to have higher LPL activ-
ity both in heart and adipose tissue.32 Patients who follow an 
exercise regimen in addition to dietary recommendations present 
signifi cant regression and less progression of coronary atheroscle-
rosis compared to usual-care control patients.120 These results 
were correlated with significant decreases in plasma LDL-C and 
TG in the treated group. We have demonstrated that plasma lipid 
changes due to exercise in guinea pigs are similar to humans and 
that these animals develop atherosclerosis.70,71 Based on these 
observations, the guinea pig could be an appropriate model to 
further evaluate the beneficial effects of exercise in the treatment 
of coronary heart disease.

GENDER AND HORMONAL STATUS
Results from the Framingham Heart Study have shown that 

higher plasma TG and low plasma HDL-C concentrations are 
highly associated with cardiovascular disease risk in women, 
while for men the major risk factor is elevated levels of plasma 
LDL-C.121 Studies have shown that responses to dietary factors 
may differ between men and women.122 In addition, postmeno-
pausal women have significantly higher risk factors for the meta-
bolic syndrome, insulin resistance, and increased plasma LDL-C, 
apo B, and TG concentrations.123 Based on these observations, it 
is important to have an animal model with gender-associated 
responses to diet similar to humans. In addition, this model should 
present changes in lipoprotein profile in the absence of estrogen 
similar to postmenopausal women.

Female guinea pigs are more responsive to dietary cholesterol 
than males124 in agreement with reported observations in humans.125

In addition in females, fiber does not alter the regulatory enzymes 
of hepatic cholesterol metabolism, as is the case in males.54

However, a slower apo B secretion rate and faster LDL FCR were 
observed in females compared to males,53 indicating important 
differences in the gender response to dietary treatments.

We have also demonstrated the suitability of the ovariecto-
mized guinea pig to mimic human menopause. Ovariectomized 
guinea pigs had higher levels of plasma TG than either males or 
females, higher concentrations of LDL-C, and overall a more 
detrimental lipoprotein profi le.31,126 In addition, ovariectomized 
guinea pigs exhibited higher susceptibility of LDL to oxidation 
compared to intact female animals. It has been shown that estro-
gen exerts a protective effect against free radical formation,127

which might explain the higher susceptibility of LDL to oxidation 
in the ovariectomized guinea pigs. Gender and hormonal status 
effects on early atherosclerosis development were also evaluated 
in guinea pigs. Male guinea pigs had the greatest fatty streak 
accumulations in aortas, followed by ovariectomized animals, and 
females had the least lesion involvement (p < 0.001).71 A com-
parison of plasma lipids, parameters of lipoprotein metabolism, 
and atherosclerosis among male, female, and ovariectomized 
guinea pigs is presented in Table 23–3.
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GUINEA PIGS AS MODELS FOR 
ATHEROSCLEROSIS AND INFLAMMATION

Chronic dysfunctions of lipoprotein metabolism contribute to 
the formation of atherosclerotic plaque, and, potentially, a clinical 
event. Another important contributing factor to atherosclerosis 
is inflammation. Validation of an animal model with similarities 
to humans in terms of the end results of dysfunctional lipid 
metabolism and inflammation is a valuable resource in athero-
sclerosis research. Recent evidence suggests that the guinea pig 
is an appropriate model for the study of inflammation and 
atherosclerosis.

INFLAMMATION Atherosclerosis has been defined as a 
chronic, low-grade inflammatory condition. There are several 
causes of inflammation including vascular injury, lipid peroxida-
tion, and infection.128 Following such a stimulus, infl ammatory 
cytokines, such as TNF-α, are released, which signal the release 
of messenger cytokines such as interleukin-6 (IL-6). Subsequently, 
systemic markers of inflammation like C-reactive protein (CRP) 
become elevated.129 CRP has gained much attention recently 
in terms of cardiovascular disease risk since plasma CRP con-
centrations have strong predictive power for cardiovascular 
events.130

Our laboratory group has recently validated the guinea pig as 
a model for inflammation resulting from diet-induced atheroscle-
rosis. Protein levels and mRNA expression of proinfl ammatory 
cytokines were measured for guinea pigs that consumed either 
high or low cholesterol diets that were either high or low in car-
bohydrate for 12 weeks. Compared with guinea pigs who con-
sumed low-cholesterol diets, the high-cholesterol groups displayed 
signifi cantly higher aortic cytokine proteins.131 Another interest-
ing finding was that the high-cholesterol, low-carbohydrate diet 
group displayed decreased protein and gene expression (assessed 
using real-time primers for guinea pigs) of interferon-γ, TNF-α,
interleukin-1β, interleukin-8, and MCP-1. These results are similar 
to those reported for humans on a carbohydrate-restricted diet.132

Furthermore, these results indicate that the guinea pig may be a 
promising model for the study of human inflammation resulting 
from diet-induced atherosclerosis.

ATHEROSCLEROSIS Atherosclerotic plaque formation is a 
complex process initiated via the oxidation of LDL particles. 
Once taken up by the arterial intima, LDL particles are susceptible 
to oxidation by free radicals. Oxidized LDLs enhance the adhe-
sion and uptake of monocytes by the arterial intima. Monocytes 
become macrophages and engulf oxidized LDL particles to form 
the foam cells characteristic of atherosclerotic plaque.133 LDL 
particles carried by guinea pigs are similar to those carried by 
humans,134 and the LDL oxidation pattern in guinea pigs is 
more similar to that of humans (when compared to rats) with 
familial hypercholesterolemia.135 Vitamin E has been shown 
to be protective of the integrity of the arterial intima in guinea 
pigs.136 A vitamin C-deficient diet has been shown to increase the 
severity of atherosclerotic lesions, and the lesions were further 
exacerbated with high-cholesterol feeding.137 Soluble fiber sup-
plementation has been shown to reduce lesion development in 
guinea pigs.71 Furthermore, guinea pigs have been shown to 
develop atherosclerosis, and the extent of atherosclerotic lesions 
is affected by gender and hormonal status.71 Drug treatment36 and 
grape polyphenols70 can reduce the concentration of cholesterol 
in the aortic arch even in the presence of high dietary 
cholesterol.

CONCLUSIONS
This chapter presents compelling evidence regarding the suit-

ability of guinea pigs as excellent models to evaluate the mecha-
nisms by which diet interventions, drug treatments, and other life 
style factors alter plasma lipids and lipoprotein metabolism. Fur-
thermore, we have shown that guinea pigs have an infl ammatory 
response and develop atherosclerosis when challenged with a high 
cholesterol diet and that dietary interventions may prove to be 
benefi cial in reducing the expression of inflammatory cytokines 
and the development of atherosclerosis. In addition, many of the 
mechanisms by which guinea pigs regulate cholesterol and lipo-
protein metabolism as a response to diet or drug treatment are 
analogous to those reported in clinical experiments. These studies 
reinforce the importance of the use of guinea pigs rather than 
those more established and utilized animal models.

Table 23–3
Gender/hormonal effects on plasma and hepatic lipids, lipoprotein metabolism, and atherosclerosis in male, female, and 

ovariectomized guinea pigsa,b

Parameter Male Female Ovariectomized

LDL-C (mg/dl)c   69.5 ± 34.1    81.5 ± 53.1  123.4 ± 38.4 
HDL-C (mg/dl)c   13.2 ± 5.4    18.6 ± 8.1    14.7 ± 4.7
Hepatic cholesterol (mg/g)d     2.2 ± 0.1    1.3 ± 0.5      2.3 ± 0.9
Hepatic triglycerides (mg/g)d   53.7 ± 25.1    24.0 ± 4.1    70.3 ± 35.5
TBARS (nmol MDA/non-HDL protein)d     1.4 ± 2.3    2.8 ± 3.4      8.2 ± 4.2
CYP7 activity (pmol/min·mg) e   1.99 ± 0.63    1.69 ± 1.03    0.98 ± 0.35
LDL apo B FCR (pools/h)f,g   0.08 ± 0.01    0.10 ± 0.02 ND
Aortic fatty streak (µm2/mm2)d 20705 ± 4752 14771 ± 2999 16576 ± 2094

aLDL-C, low-density lipoprotein C; HDL-C, high-density lipoprotein C; FCR, fractional catabolic rate.
bValues are expressed as mean ± SD for n = 6–8 guinea pigs. Values in the same row with different superscripts are significantly different as deter-

mined by one-way ANOVA and the Newman–Keules post hoc test (p < 0.01).
cAdapted from Roy et al.31

dAdapted from Cos et al.71

eAdapted from Roy et al.56

f,g Adapted from Fernandez46 and Shen et al.54



CHAPTER 23  /  GUINEA PIGS AS MODELS FOR HUMAN CHOLESTEROL AND LIPOPROTEIN METABOLISM 209

REFERENCES

1. Martignetti JA, Brosius J. Neural BCI RNA as an evolutionary 
marker: Guinea pig remains a rodent. Proc Natl Acad Sci USA
1993;90:9698–9702.

2. Fernandez ML, McNamara DJ. Dietary fat mediated changes in 
hepatic apo B/E receptors in the guinea pig. Metabolism
1989;38:1094–1102.

3. Khosla P, Hajri T, Pronzuc A, Hayes KC. Replacing dietary palmitic 
acid with elaidic acid (t-C18:1 delta9) depresses HDL and increases 
CETP activity in cebus monkeys. J Nutr 1997;127:531S-536S.

4. Morand OH, Aebi JD, Dehmlow H, Ji YH, Gains N, Lengsfeld H, 
Himber J. Ro 48-8.071, a new 2,3-oxidosqualene:lanosterol cyclase 
inhibitor lowering plasma cholesterol in hamsters, squirrel monkeys, 
and minipigs: Comparison to simvastatin. J Lipid Res 1997;38:373–
390.

5. Kushwasha RS, Rosillo A, Rodriguez R, Chang J, VaderBerg JL. 
Expression levels of ACAT1 and ACAT2 genes in the liver and 
intestine of baboons with high and low lipemic responses to dietary 
lipids. J Nutr Biochem 2005;16:714–721.

6. Meydani, SN, Nicolosi RJ, Sehgal PK, Hayes KC. Altered lipopro-
tein metabolism in spontaneous vitamin E deficiency of owl 
monkeys. Am J Clin Nutr 1983;38:888–894.

7. Fincham JE, Benade AJ, Kruger M, Smuts CM, Gobregtz E, Chalton 
DO, Kritchevsky D. Atherosclerosis: Aortic lipid changes induced 
by diets suggest diffuse disease with focal severity in primates that 
model human atheromas. Nutrition 1998;14:17–22.

8. Rudel LL, Deckelm,an C, Wilson M, Scobey M, Anderson R. 
Dietary cholesterol and down-regulation of cholesterol 7α-hydroxy-
lase and cholesterol absorption in African green monkeys. J Clin 
Invest 1994; 93:2463–2472.

9. Carr TP, Parks JS, Rudel LL. Hepatic ACAT activity in African 
green monkeys is highly correlated to plasma LDL cholesteryl ester 
enrichment and coronary artery atherosclerosis. Arterioscler Thromb
1992;12:1274–1283.

10. Wolfe MS, Sawyer JK, Morgan TM, Bullock LC, Rudel LL. Dietary 
polyunsaturated fat decreases coronary artery atherosclerosis in a 
pediatric-aged population of African green monkeys. Arterioscler
Thromb 1994;14:587–597.

11. Rudel LL, Parks JS, Sawyer JK. Compared with dietary monoun-
saturated and saturated fat, polyunsaturated fat protects African 
green monkeys from coronary artery atherosclerosis. Arterioscler
Thromb Vasc Biol 1995;15:2101–2110.

12. Huggins KW, Burleson ER, Sawyer JK, Kelly K, Rudel LL, Parks 
JS. Determination of the tissue sites responsible for the catabolism 
of large high density lipoprotein in the African green monkey. J
Lipid Res 2000;41:384–394.

13. Speijer H, Groener JE, Van Ramshorts E, van Tol A. Different loca-
tions of cholesteryl ester transfer protein and phospholipid transfer 
protein activities in plasma. Atherosclerosis 1991;90:159–168.

14. Barter PJ, Brewer HB Jr, Chapman MJ, Hennekens CH, Rader DJ, 
Tall AR. Cholesteryl ester transfer protein: A novel target for raising 
HDL and inhibiting atherosclerosis. Arterioscler Thromb Vasc Biol
2003;23:160–167.

15. Zak Z, Gautier T, Dumont L, Masson D, Decker V, Duvernuil L, 
Pais de Barros JP, Le Guern N, Schneider M, Moulin P, Bataillard 
A, Lagrost L. Effect of cholesteryl ester transfer protein (CETP) 
expression on diet-induced hyperlipidemias in transgenic rats. Ath-
erosclerosis 2005;178:279–286.

16. Pandak WM, Vlahcevik ZR, Heuman DK, Hylemon PB. Regulation 
of bile acid synthesis. V. Inhibition of conversion of 7-dehydrocho-
lesterol to cholesterol is associated with down-regulation of choles-
terol 7 alpha-hydroxylase activity and inhibition of bile acid 
synthesis. J Lipid Res 1990;31:2149–2158.

17. Bergen WG, Mersmann HJ. Comparative aspects of lipid metabo-
lism: Impact on contemporary research and use of animal models. 
J Nutr 2005;135:2499–2502.

18. Chiang M. Plasma lipoprotein cholesterol levels in rats fed a diet 
enriched in cholesterol and cholic acid. Int J Vitam Nutr Res
1998;68:328–334.

19. Wouters KT, Shiri-Sverdlof R, van Gorp PJ, van Milsen M, Hofker 
MH. Understanding hyperlipidemia and atherosclerosis: Lessons 
from genetically modified apoE and LDLr mice. Clin Chem Lab 
Med 2005;43:470–479.

20. Li X, Catalina F, Grundy SM, Patel S. Method to measure apolipo-
protein B-48 and B-100 secretion rates in an individual mouse: 
Evidence for a very rapid turnover of VLDL and preferential 
removal of B-48- relative to B-100-containing lipoproteins. J Lipid 
Res 1996;37:210–220.

21. Woollett LA, Spady DK, Dietschy JM. Mechanisms by which satu-
rated triacylglycerols elevate the plasma low density lipoprotein-
cholesterol concentration in hamsters. Differential effects of fatty 
acid chain length. J Clin Invest 1989;84:119–128.

22. Horton JD, Cuthbert JA, Spady DK. Regulation of hepatic 7 alpha, 
hydroxylase expression in the rat and hamster. J Biol Chem
1995;270:5381–5387.

23. Taghibligou C, Rashid-Kolvear F, Van Iderstine SC, Le-Tien H, 
Fantus IG, Lewis GF, Adeli K. Hepatic very low density lipoprotein-
ApoB overproduction is associated with attenuated hepatic insulin 
signaling and overexpression of protein-tyrosine phosphatase 1B in 
a fructose-fed hamster model of insulin resistance. J Biol Chem
2002;277:793–803.

24. Plancke MO, Olivier P, Clavey V, Marzin D, Fruchart JC. Aspects 
of cholesterol metabolism in normal and hypercholesterolemic 
Syrian hamsters. Influence of fenofi brate. Methods Find Exp Clin 
Pharmacol 1988;10:575–579.

25. Sawada M, Matsuo M, Seki J. Inhibition of cholesterol synthesis 
causes both hypercholesterolemia and hypocholesterolemia in ham-
sters. Biol Pharm Bull 2002;25:1577–1582.

26. Brouseau ME, Hoeg JM. Transgenic rabbits as models for athero-
sclerosis research. J Lipid Res 1999;40(3):365–375.

27. Fernandez ML, Yount NY, McNamara DJ. Whole body cholesterol 
synthesis in the guinea pig. Effects of dietary fat quality. Biochim
Biophys Acta 1990;1044:340–348.

28. Ha YC, Barter PA. Differences in plasma cholesteryl ester transfer 
protein activity in sixteen vertebrate species. Comp Biochem Physiol
1982;71:265–269.

29. Douglas G, Pownell JJ. Comparative specificity of plasma lecithin-
cholesterol acyltransferase from ten animal species. Lipids
1991;26:416–420.

30. Olivecrona T, Bengsston-Olivecrona G. Lipoprotein lipase and 
hepatic lipase. Curr Opin Lipidiol 1993;4:187–196.

31. Roy S, Vega-Lopez S, Fernandez ML. Gender and hormonal status 
affect the hypolipidemic mechanisms of dietary soluble fiber in 
guinea pigs. J Nutr 2000;130:600–607.

32. Ensign W, McNamara DJ, Fernandez ML. Exercise improves 
plasma lipid profiles and modifies lipoprotein composition in guinea 
pigs. J Nutr Biochem 2002;12:747–753.

33. Fernandez ML, Lin ECK, McNamara DJ. Regulation of guinea pig 
plasma low density lipoprotein kinetics by dietary fat saturation. J
Lipid Res 1992;33:97–109.

34. Fernandez ML, Lin ECK, McNamara DJ. Differential effects of 
saturated fatty acids on low density lipoprotein metabolism in the 
guinea pig. J Lipid Res 1992;33:1833–1842.

35. He L, Fernandez ML. Dietary carbohydrate type and fat saturation 
independently regulate hepatic cholesterol and LDL metabolism in 
guinea pigs. J Nutr Biochem 1998;9:37–46.

36. Berglund L, Sharkey ME, Elam RL, Witztum JL. Effects of lovas-
tatin therapy on guinea pig low density lipoprotein composition and 
metabolism. J Lipid Res 1989;30:1591–1600.

37. Hikada K,Takada Y, Matsunaga A, Sasaki J, Arawaka K. Effects 
of probucol and low-density lipoprotein catabolism in guinea pigs. 
Artery 1992;19:162–176.

38. Aggarwal D, West KL, Zern TL, Shresthra S, Vergara-Jimenez M, 
Fernandez ML. JTT-130, a microsomal transfer protein inhibitor 
lowers plasma triglycerides and LDL cholesterol concentrations 
without increasing hepatic triglycerides in the guinea pig. BMC
Card Dis 2005;5:30.

39. Angelin B, Olivecrona H, Reihner H, Rudling E, Stahlberg D, 
Eriksson M, Ewerth S, Henricksson PK, Einarsson K. Hepatic 



210 SECTION III  /  WELL-ESTABLISHED MODELS

cholesterol metabolism in estrogen-treated men. Gastroenterology
1992;103:1657–1663.

40. Reihner E, Angelin B, Rudling M, Ewerth S, Bjorkhem I, Einarsson 
K. Regulation of hepatic cholesterol metabolism in humans: Stimu-
latory effects of cholestyramine on HMG-CoA reductase activity 
and low density lipoprotein receptor expression in gallstone patients. 
J Lipid Res 1990;31:2219–2226.

41. West KL, McGrane MM, Odon D, Kelley BL, Fernandez ML. 
SC-435, an ileal apical sodium-codependent bile acid transporter 
(ASBT) inhibitor alters mRNA levels and enzyme activities 
of selected genes involved in hepatic cholesterol and lipo-
protein metabolism in guinea pigs. J Nutr Biochem 2005;16:722–
728.

42. Reihner E, Angelin B, Bjorkhem I, Einarsson K. Hepatic cholesterol 
metabolism in cholesterol gallstone disease. J Lipid Res 1991;32:
469–475.

43. Corsini A, Mazzotti M, Villa A, Maggi FM, Bernini F, Romano L, 
Romano C, Fumagalli R, Catapano AL. Ability of the LDL receptor 
from several animal species to recognize the human apo B binding 
domain; studies with LDL from familial defective apo B-100. 
Atherosclerosis 1992;93:95–103.

44. Greeve J, Altkemper I, Dietrich J-H, Greten H, Windler E. Apoli-
poprotein mRNA editing in 12 diffeent mammalian species: Hepatic 
expression is reflected in low concentrations of apoB-containing 
plasma lipoproteins. J Lipid Res 1993;34:1367–1383.

45. Liu S, Stampfer, MJ, Hu FB, Giovannucci E, Rimm E, Manson JE, 
Hennekens CH, Willett WC. Whole grain-consumption and risk of 
coronary heart disease: Results from the Nurses’ Health Study. Am
J Clin Nutr 1999;70:412–419.

46. Fernandez ML. Distinct mechanisms of plasma LDL lowering by 
dietary soluble fiber. Specific effects of pectin, guar gum and psyl-
lium. J Lipid Res 1995;36:2394–2404.

47. Fernandez ML. Soluble fiber and non-digestible carbohydrate 
effects on plasma lipids and cardiovascular risk. Curr Opin Lipidiol
2001;12:35–40.

48. Fernandez ML, Sun DM, Tosca M, McNamara DJ. Differential 
effects of guar gum on LDL and hepatic cholesterol metabolism in 
guinea pigs fed low and high cholesterol diets. A dose response 
study. Am J Clin Nutr 1995;61:127–134.

49. Fernandez ML, Sun D-M, Tosca M, McNamara DJ. Citrus pectin 
and cholesterol interact to regulate hepatic cholesterol homeostasis 
and lipoprotein metabolism. A dose response study in the guinea 
pig. Am J Clin Nutr 1994;59:869–878.

50. Fernandez ML, Ruiz LR, Conde AK, Sun D-M, Erickson S, 
McNamara DJ. Psyllium reduces plasma LDL in guinea pigs by 
altering hepatic cholesterol metabolism. J Lipid Res 1995;36:1128–
1138.

51. Jelinek DF, Andersson S, Slaughter CA, Russel DW. Cloning and 
regulation of cholesterol 7α-hydroxylase, the rate limiting enzyme 
in bile acid biosynthesis. J Biol Chem 1990;265:8190–8197.

52. Brown MS, Goldstein JL. A receptor mediated pathway for choles-
terol homeostasis. Science 1986;232:34–48.

53. Vergara-Jimenez M, Conde K, Erickson S, Fernandez ML. Hypo-
lipidemic mechanisms of pectin and psyllium in guinea pigs fed 
high fat-sucrose diets: Alterations on hepatic cholesterol metabo-
lism. J Lipid Res 1998;39:1455–1465.

54. Shen H, He L, Price RL, Fernandez ML. Dietary soluble fi ber 
lowers plasma LDL cholesterol concentrations by altering lipo-
protein metabolism in female guinea pigs. J Nutr 1998;128:
1434–1441.

55. Vidal-Quintanar RL, Hernandez L, Conde K. Vergara-Jimenez M, 
Fernandez ML. Lime-treated cornhusks lower plasma LDL choles-
terol in guinea pigs by altering hepatic cholesterol metabolism. J
Nutr Biochem 1997;8:479–486.

56. Roy S, Freake HC, Fernandez ML. Gender and hormonal status 
affect the regulation of hepatic cholesterol 7α-hydroxylase activity 
and mRNA abundance by dietary soluble fiber in the guinea pig. 
Atherosclerosis 2002;163:29–37.

57. Fernandez ML, Wilson TA, Conde K, Vergara-Jimenez M, Nicolosi 
RJ. Hamsters and guinea pigs differ in their plasma lipoprotein 

cholesterol distribution when fed diets varying in animal protein, 
soluble fiber or cholesterol content. J Nutr 1999;129:1323–1332.

58. Fernandez ML, Roy S, Vergara-Jimenez M. Resistant starch and 
cholestryramine have distinct effects on hepatic cholesterol metabo-
lism in guinea pigs fed a hypercholesterolemic diet. Nutr Res
2000;20:837–849.

59. Fernandez ML, Conde K, Vergara-Jimenez M, Behr T, Abdel-Fattah 
G. Regulation of apolipoprotein B-containing lipoproteins by dietary 
soluble fiber in guinea pigs. Am J Clin Nutr 1997;65:814–822.

60. Ginsberg HN. Lipoprotein physiology and its relationship to athero-
genesis. Endocrinol Metab Clin North Am 1990;19:211–222.

61. Nestel P, Billington T, Tada N, Nugent P, Fidge N. Heterogeneity 
of very-low-density lipoprotein metabolism in hyperlipidemic sub-
jects. Metabolism 1983;32:810–817.

62. Lin ECK, Fernandez ML, McNamara DJ. Dietary fat type and cho-
lesterol quantity interact to affect cholesterol metabolism in guinea 
pigs. J Nutr 1992;22:2019–2029.

63. McNamara DJ, Kolb R, Parker TS, Batwin H. Heterogeneity of 
cholesterol homeostasis in man. Response to changes in dietary 
fat quality and cholesterol quantity. J Clin Invest 1987;79:1729–
1739.

64. Puppione DL, Sardet C, Yamanaka W, Ostwald R, Nichols AV. 
Plasma lipoproteins of cholesterol-fed guinea pigs. Biochim Biophys 
Acta 1971;231:295–301.

65. Guo LSS, Hamilton RL, Kane PJ, Fielding CJ, Chen GC. Charac-
terization and quantitation of apolipoproteins A-I and E of normal 
and cholesterol-fed guinea pigs. J Lipid Res 1982;23:531–542.

66. Meng M, Guo L, Ostwald R. Isolation and partial characterization 
of a guinea pig serum apolipoprotein comigrating with apo E on 
sodium dodecyl sulphate-polyacrylamide electropherograms. 
Biochim Biophys Acta 1979;576:134–140.

67. Lin ECK, Fernandez ML, McNamara DJ. Dietary fat and choles-
terol regulation of hepatic LDL in the guinea pig. J Lipid Res
1994;35:446–457.

68. Lin ECK, Fernandez ML, McNamara DJ. Dietary fat and choles-
terol regulation of HDL metabolism: Hepatic HDL binding and in 
vivo apolipoprotein A-I catabolism in guinea pigs. Atherosclerosis
1995;112:161–175.

69. Sun D-M, Fernandez ML, Lin ECK, McNamara DJ. Regulation 
of guinea pig hepatic acyl-CoA:cholesterol acyltransferase activity 
by dietary fat saturation and cholesterol. J Nutr Biochem
1999;10:172–180.

70. Zern TL, West KL, Fernandez ML. Grape polyphenols decrease 
plasma triglycerides and reduce cholesterol accumulation in the 
aorta of ovariectomized guinea pigs. J Nutr 2003;133:2268–2272.

71. Cos E, Ramjiganesh T, Roy S, Yoganathan S, Nicolosi RJ, Fernan-
dez ML. Soluble fiber and soybean protein reduce atherosclerotic 
lesions in guinea pigs. Sex and hormonal status determine lesion 
extension. Lipids 2001;11:1209–1216.

72. Fernandez ML, Abdel-Fattah G, McNamara DJ. Dietary fat satura-
tion modifies the metabolism of LDL subfractions in guinea pigs. 
Arterioscler Thromb 1993;14:1418–1428.

73. Abdel-Fattah G, Fernandez ML, McNamara DJ. Regulation of 
guinea pig very low density lipoprotein secretion rates by dietary 
fat saturation. J Lipid Res 1995;36:1188–1198.

74. Abdel-Fattah G, Fernandez ML, McNamara DJ. Regulation of very 
low density lipoprotein apo B metabolism by dietary fat saturation 
and chain length in the guinea pig. Lipids 1998;33:23–31.

75. Fernandez ML, McNamara DJ. Dietary fat saturation and chain 
length modulate guinea pig hepatic cholesterol metabolism. J Nutr
1994;124:331–339.

76. Romero AL, Fernandez ML. Dietary fat amount and carbohydrate 
type regulate hepatic acyl CoA:cholesterol acyltransferase (ACAT) 
activity. Possible links between hepatic ACAT activity and plasma 
cholesterol levels. Nutr Res 1996;16:937–948.

77. Nicolosi RJ. Dietary fat saturation effects on low-density-lipopro-
tein concentrations and metabolism in various animal models. Am 
J Clin Nutr 1997;65(Suppl.):1617S-1627S.

78. Cortese C, Levy Y, Janus ED, Turner PR, Rao SN, Miller NE, Lewis 
B. Modes of action of lipid lowering diets in man: Studies of 



CHAPTER 23  /  GUINEA PIGS AS MODELS FOR HUMAN CHOLESTEROL AND LIPOPROTEIN METABOLISM 211

apolipoprotein B kinetics in relation to fat consumption and dietary 
fatty acid composition. Eur J Clin Invest 1983;13:79–85.

79. Turner J, Lee N-A, Brown WV. Effects of changing dietary fat satu-
ration on low-density lipoprotein metabolism in man. Am J Physiol
1981;241:E37–E65.

80. Fernandez ML, Conde K, Ruiz L, Montano C, McNamara DJ. 
Carbohydrate type and amount alter intravascular processing and 
catabolism of plasma lipoproteins in guinea pigs. Lipids 1995;30:
619–626.

81. Fernandez ML, Vergara-Jimenez M, Conde K, Abdel-Fattah G. 
Dietary carbohydrate type and fat amount alter VLDL and LDL 
metabolism in guinea pigs. J Nutr 1996;126:2494–2504.

82. Volek JS, Sharman M J, Forsythe CE. Modification of lipoproteins 
by very low-carbohydrate diets. J Nutr 2005;135:1339–1342.

83. Torres-Gonzalez M, Volek JS, Sharman M, Contois JH, Fernandez 
ML. Dietary carbohydrate and cholesterol influence the number of 
particles and distributions of lipoprotein subfractions in guinea pigs. 
J Nutr Biochem 2006;17(11):773–779.

84. Wood RJ, Volek JS, Liu Y, Shachter NS, Contois JH, Fernandez ML. 
Carbohydrate restriction alters lipoprotein metabolism by modify-
ing VLDL, LDL and HDL subfraction distribution and size in over-
weight men. J Nutr 2005;136:384–389.

85. Cerna O, Ginter E. Blood lipids and vitamin-C status. Lancet
1978;1:1055–1056.

86. Fernandez ML. Guinea pigs as models for cholesterol and lipopro-
tein metabolism. J Nutr 2001;131:10–20.

87. Montano C, Fernandez ML, McNamara DJ. Regulation of 
apolipoprotein B-containing lipoproteins by vitamin C level and 
dietary fat saturation in guinea pigs. Metabolism 1998;47:883–
891.

88. Hulse JD, Ellis SR, Hendersson LM. Carnitine biosynthesis. 
beta-Hydroxylation of trimethyllysine by an alpha-ketoglutarate-
dependent mitochondrial dioxygenase. J Biol Chem 1978;253:1654–
1659.

89. Greene YJ, Harwood HJ Jr, Stacpoole PW. Ascorbic acid regulation 
of 3-hydroxy-3-methylglutaryl coenzyme A reductase activity and 
cholesterol synthesis in guinea pig liver. Biochim Biophys Acta
1985;834:134–138.

90. Fernandez ML, Vega S, Ayala MT, Shen H, Conde K, Vergara-
Jimenez M, Robbins A. Vitamin C level and dietary fat saturation 
alter hepatic cholesterol homeostasis and plasma LDL metabolism 
in guinea pigs. J Nutr Biochem 1997;8:414–424.

91. Witztum JL, Young SG, Elam RL, Carew TE, Fisher M. Cholestyr-
amine-induced changes in low density lipoprotein composition and 
metabolism. I. Studies in the guinea pig. J Lipid Res 1985;26:
92–103.

92. Krause BR, Newton RS. Animal models for the evaluation of inhibi-
tors of HMG-CoA reductase. Adv Lipid Res 1991;1:57–72.

93. Matsunaga A, Sasaki J, Takada Y, Hidaka K, Kazuko K, Arakawa 
K. Effect of simvastatin on receptor mediated metabolism of low 
density lipoprotein in guinea pigs. Atherosclerosis 1991;90:31–
37.

94. Conde K, Roy S, Freake HC, Newton R, Fernandez ML. Atorvas-
tatin and simvastatin have distinct effects on hydroxy methylgluta-
ryl-CoA reductase activity and mRNA abundance in the guinea pig. 
Lipids 1999;34:1327–1332.

95. Conde K, Pineda G, Newton R, Fernandez ML. Hypocholesterol-
emic effects of 3-hydroxy-3-methylglutaryl coenzyme A (HMG-
CoA) reductase inhibitors in the guinea pig. Atorvastatin versus 
simvastatin. Biochem Pharmacol 1999;58:1209–1219.

96. Krause BR, Bousley R, Kieft K, Robertson D, Stanfield R, Urda E, 
Newton RS. Comparison of lifibrol to other lipid-regulating agents 
in experimental animals. Pharmacol Res 1994;29:345–357.

97. Conde K, Vergara-Jimenez M, Crouse B, Newton R, Fernandez ML. 
Hypocholesterolemic actions of atorvastatin are associated with 
alterations on hepatic cholesterol metabolism and lipoprotein com-
position in the guinea pig. J Lipid Res 1996;37:2372–2382.

98. West KL, Ramjiganesh T, Roy S, Keller BT, Fernandez ML. 
SC-435, an ileal, apical sodium-dependent bile acid transporter 
inhibitor (ASBT) alters hepatic cholesterol metabolism and lowers 

plasma low-density-lipoprotein-cholesterol concentrations in guinea 
pigs. J Pharmacol Exp Ther 2002;303:291–299.

99. Aggarwal D, Fernandez ML, Soliman GA. Rapamycin, an mTOR 
inhibitor disrupts triglyceride metabolism in guinea pigs. Metabo-
lism 2006;55:794–802.

100. Dietschy JM, Turley SD, Spady DK. Role of the liver in the main-
tenance of cholesterol and low density lipoprotein homeostasis in 
different animal species, including humans. J Lipid Res 1993;
34:1637–1659.

101. McNamara DJ. Cholesterol homeostasis in the guinea pig. The 
importance of quantitating net tissue accumulation of cholesterol 
in sterol balance studies. Biochim Biophys Acta 1984;796:51–
54.

102. Swann A, Wiley MH, Sipperstein MD. Tissue distribution of 
cholesterol feedback control in the guinea pig. J Lipid Res 1975;
16:360–366.

103. Berglund L, Witztum JL, Galeano NF, Khuow AS, Ginsberg HN, 
Ramakrishnan R. Three-fold effect of lovastatin treatment on low 
density lipoprotein metabolism in subjects with hyperlipidemia: 
Increase in receptor activity, decrease in apo B production and 
decrease in particle affinity for the receptor. Results from a novel 
triple-tracer approach. J Lipid Res 1998;39:913–924.

104. Wong MH, Oelkers P, Dawson PA. Identification of a mutation in 
the ileal sodium-dependent bile acid transporter gene that abolishes 
transport activity. J Biol Chem 1995;270:27228–27234.

105. Chen F, Ma L, Al-Ansari N, Shneider B. The role of AP-1 in the 
transcriptional regulation of the rat apical sodium-dependent bile 
acid transporter. J Biol Chem 2001;276:38703–38714.

106. Huff MW, Telford DE, Edwards JY, Burnett JR, Barrett PH, Rapp 
SR, Nappawan L, Keller BT. Inhibition of both the apical sodium-
dependent bile acid transporter and HMG-CoA reductase markedly 
enhances the clearance of LDL apoB. J Lipid Res 2003;44:943–
952.

107. Batt BG, Rapp SR, Beaudry JA, Nappawan L, Butteiger DN, Hall 
KA, Null CL, Luo Y, Keller BT. Inhibition of ileal bile acid transport 
and reduced atherosclerosis in apoE-/- mice by SC-435. J Lipid Res
2003;44:1614–1621.

108. West KL, Zern TL, Butteinger D, Keller BT, Fernandez ML. SC-
435, an ileal apical sodium co-dependent bile acid transporter 
(ASBT) inhibitor lowers plasma cholesterol and reduces atheroscle-
rosis in guinea pigs. Atherosclerosis 2003;171:201–210.

109. Azuma A, Kawasaki T, Ikemoto K, Obata K, Ohno K, Yamada T, 
Yamasaki M, Nobuhara Y. Cholesterol-lowering effects of NTE-
122, a novel acyl-CoA:cholesterol acyltransferase (ACAT) inhibi-
tor, on cholesterol diet-fed rats and rabbits. Jpn J Pharmacol
1998;78:355–364.

110. Leon C, Hill JS, Wasan KM. Potential role of acyl-coenzyme A:
cholesterol transferase (ACAT) inhibitors as hypolipidemic and 
antiatherosclerosis drugs. Pharm Res 2005;22:1578–1588.

111. Krause BR, Black A, Bousley R, Essenburg R, Cornicelli J, Holmes 
A, Homan R, Kieft K, Sekerke C, Shaw-Hess MK. Divergent phar-
macologic activities of PD 132301-2 and CL 277,082, urea inhibi-
tors of acyl-CoA:cholesterol acyltransferase. J Pharmacol Exp Ther
1993;267:734–743.

112. Junquero D, Oms P, Carilla-Durand E, Austin J, Tarayre J, Degryse 
A, Patoiseau J, Colpaert FC, Delhon A. Pharmacological profi le 
of F 12511, (S)-2′,3′, 5′-trimethyl-4′-hydroxy-alpha-dodecylthioac-
etanilide a powerful and systemic acylcoenzyme A: Cholesterol 
acyltransferase inhibitor. Biochem Pharmacol 2001;61(1):97–
108.

113. Chandler CE, Wilder DE, Pettine JL, Saviy YE, Pettras SF, Chang 
G, Vincent J, Harwood HJ Jr. CP-346086: An MTP inhibitor that 
lowers plasma cholesterol and triglycerides in experimental animals 
and in humans. J Lipid Res 2003;44:1887–1901.

114. Brown EJ, Albers MW, Shin TB, Ichikawa K, et al. A mammalian 
protein targeted by G1-arresting rapamycin-receptor complex. 
Nature 1994;369:756–758.

115. Mathis AS, Dave N, Knipp GT, Friedman GS. Drug-related dyslip-
idemia after renal transplantation. Am J Health Syst Pharm
2004;61:565–585.



212 SECTION III  /  WELL-ESTABLISHED MODELS

116. Morrisett JD, Abdel-Fattah G, Hoogeven R, Mitchell E. Effects of 
sirolimus on plasma lipids, lipoprotein levels, and fatty acid metabo-
lism in renal transplant patients. J Lipid Res 2002;43:1170–1180.

117. Kelley GA, Kelly KS, Franklin D. Aerobic exercise and lipids and 
lipoproteins in patients with cardiovascular disease: A meta-analysis 
of randomized controlled trials. J Cardiopulm Rehabil 2006;
26:131–139.

118. Savard R, Bouchard C. Genetic effects in the response to adipose 
tissue lipoprotein lipase activity to prolonged exercise. A twin study. 
Int J Obesity 1990;14:771–777.

119. Oscai LB, Essig DA, Palmer WK. Lipase regulation of muscle tri-
glyceride hydrolysis. J Appl Physiol 1990;69:1571–1577.

120. Schlierf G, Schuler G, Hambrecht R, Niebauer J, Hauer H, Vogel 
G, Kubler W. Treatment of coronary heart disease by diet and exer-
cise. J Cardiovasc Pharmacol 1995;25:S32–S34.

121. Castelli WP. Cholesterol and lipids in the risk of coronary heart 
disease. The Framingham Heart Study. Can J Cardiol 1988;
4:5A–10A.

122. Cobb M, Greenspan J, Timmons M, Teitelbaum H. Gender differ-
ences in lipoprotein responses to diet. Ann Nutr Metab
1993;37:225–236.

123. Mesch VR, Boero LV, Siseles NO, Royer M, Prada M, Sayegh F, 
Schreir L, Tenencia HJ, Berg GA. Metabolic syndrome throughout 
the menopausal transition: Influence of age and menopausal status. 
Climacteric 2006;9:40–48.

124. Fernandez ML,Vergara M, Romero AL, Erickson S, McNamara DJ. 
Gender differences in plasma and hepatic hypocholesterolemia 
induced by soluble fiber. Effects of pectin, guar gum and psyllium. 
J Lipid Res 1995;36:2191–2202.

125. Clifton PM, Abbey M, Noakes M, Beltrame S, Rumbelow N, Nestel 
PJ. Body fat distribution is a determinant of the high-density lipo-
protein response to dietary fat and cholesterol in women. Aterioscler
Thromb Vasc Biol 1995;15:1070–1078.

126. Fernandez ML, West KL, Roy S, Ramjiganesh T. Dietary fat satura-
tion and gender/hormonal status modulate plasma lipids and lipo-
protein composition. J Nutr Biochem 2001;12:703–710.

127. Sack MN, Rader DJ, Cannon RO II. Oestrogen and inhibition of 
oxidation of low-density lipoproteins in postmenopausal women. 
Lancet 1994;343:269–270.

128. Willerson JT, Ridker PM. Inflammation as a cardiovascular risk 
factor. Circulation 2004;109(Suppl. 1):II2–10.

129. Blake GJ, Ridker PM. Inflammatory mechanisms in atherosclerosis: 
From laboratory evidence to clinical application. Ital Heart J
2001;11:796–800.

130. Libby P, Willerson JY, Braunwald E. C-reactive protein and coro-
nary heart disease. N Engl J Med 2004;351:295–298.

131. Fernandez ML, Volek JS. Guinea pigs: A suitable animal model to 
study lipoprotein metabolism atherosclerosis infl ammation. Nutr
Metab (Lond) 2006;3:17.

132. Sharman M, Volek JS. Weight loss leads to reductions in infl amma-
tory biomarkers after a very-low-carbohydrate diet and a low-fat 
diet in overweight men. Clin Sci (Lond) 2004;107:365–369.

133. Parthsarathy S, Steinberg D, Witztum JL. The role of oxidized low-
density lipoproteins in the pathogenesis of atherosclerosis. Annu
Rev Med 1992;43:219–225.

134. Vazquez M, Merlos M, Adzet T, Laguna JC. Influence of lipid 
profi le and fatty acid composition on the oxidation behavior of rat 
and guinea pig low density lipoprotein. Comp Biochem Physiol
1998;119B:311–316.

135. Vazquez M, Zambon D, Hernandez Y, Azdet T, Merlos M, 
Laguna JC. Lipoprotein composition and oxidative modifi cation 
during therapy with gemfibrozil and lovastatin in patients with 
combined hyperlipidemia. Br J Clin Pharmacol 1998;45(3):265–
269.

136. Barja G, Cadenas S, Rojas C, Perez-Campo R, Lopez-Torres M, 
Prat J, Pamplona R. Effect of vitamin E levels on fatty acid profi les 
and nonenzymatic lipid peroxidation in the guinea pig liver. Lipids
1996;31:963–970.

137. Sharma P, Pramod J, Sharma PK, Chaturvedi SK, Kothari LK. 
Effect of vitamin C administration on serum and aortic lipid profi le 
of guinea pigs. Indian J Med Res 1988;87:283–287.



213

24 Reliability of Rodent Models

DILEEP KUMAR ROHRA AND YUREEDA QAZI

ABSTRACT
Despite the discrepancies observed between data generated 

from humans and animals, it is common practice to extrapolate 
data from animal models to humans. This chapter discusses 
the usefulness of animal models in research and development, but 
also stresses the need to exercise caution in interpreting the results. 
Complete reliance on the results from animal experiments can be 
dangerously misleading, resulting in damage to human health as 
well as loss of valuable time and resources. Furthermore, we will 
elaborate on the validity and reliability of rodent models, the role 
of confounding factors in using animal models, and precautionary 
advice when extrapolating data obtained from rodent models to a 
larger, heterogeneous human population.

Key Words: Rodent models, Reliability, Validity, Confound-
ing factors, Transgenic mouse, Genetics.

INTRODUCTION
Animal models are important and essential tools in biomedical 

research. In 2006 alone, biomedical researchers have used rodent 
models to explore everything from the pathogenesis of pulmonary 
contusion to the beneficial effects of fruit extracts on neuronal 
function and behavior.1,2 Recently, mouse models that faithfully 
recapitulate human head and neck small cell carcinoma (HNSCC) 
at the pathological and molecular levels have been developed, 
which will potentially allow the specific genes involved in HNSCC 
to be defined and reveal prospective therapeutic targets.3

ISSUE OF RELIABILITY OF RODENT MODELS
In spite of the fact that animal models have contributed con-

siderably to our understanding of the pathological processes of 
various human diseases and their treatment, in many cases the 
issue of reliability has prevented results from animal models from 
being readily used to develop successful clinical treatments. At 
regular intervals, investigators have reported that animal models 
do not satisfactorily model the pathophysiology of complex dis-
eases, cardiomyopathy being one of many examples.4 To fully 
examine the reliability of such models, it is first necessary to 
briefl y discuss the classification of such models and the means 
used to evaluate their validity. Using the concepts of validity, we 
will subsequently assess the reliability of a number of rodent 
models and indicate, where necessary, that caution should be used 
when extrapolating the results from such models to human 
patients.

An animal model is an organism with a genetic, naturally 
obtained, or induced pathological process that closely resembles 
the same condition in humans.5 Animal models bridge in vitro
laboratory investigations and studies in humans.6 Useful models 
are described as either correlational, isomorphic, or homologous.7

A correlational model, for example, would show that compounds 
that ameliorate drug-induced seizures in mice are predicted to be 
anxiolytics in humans.8 An isomorphic rodent model of a disease 
would share the signs and symptoms of the human disease but 
would differ in its etiology.9 Snell’s dwarf mouse model, with a 
nonfunctional pituitary, is an example of an isomorphic model. 
Generally, the most successful models have been homologous, 
where both the etiology and clinical features of a disease in an 
animal model mirror those found in the human patient, such as 
the mouse model for HNSCC.

To establish the validity of an animal model, three types of 
validity have been recognized: face validity, predictive validity, 
and construct validity.8 Face validity indicates a degree of similar-
ity between the clinical presentation of a condition seen in the 
patient and the signs and symptoms of that condition seen in the 
model. If a rodent model possesses predictive validity, it should 
correctly predict the results of a particular intervention when 
applied in a clinical setting. For example, if a mouse modeling 
hypertension is treated with a particular antihypertensive drug, its 
response should correctly predict the behavior of the drug when 
administered to a hypertensive human. Finally, a model possesses 
construct validity if both the pathogenesis and the clinical features 
of the disease expressed by the model mimic those of the clinical 
condition.8

Once a model has been established as being theoretically valid, 
it must also prove itself reliable. We would like to differentiate 
reliability into two types: experimental and extrapolation. An 
animal model is experimentally reliable if, under defined test 
conditions, the results attained can be reproduced by subsequent 
tests and by different experimenters following an identical proto-
col.10 On the other hand, a model is extrapolation reliable if, under 
defi ned test conditions, the results produced by the model mirror 
the results produced by an identical test on a human subject. 
Refi ning our definition of “reliable” into two types, experimental 
and extrapolation, establishes two separate, overarching criteria 
under which models must be assessed. Depending on the test 
performed, a model that is experimentally reliable may or may 
not be extrapolation reliable. A rodent model’s experimental reli-
ability may be affected by differing strains of an animal, vendors, 
environmental conditions, diet, age, gender, and handling prac-
tices. However, if these factors are standardized, then a model’s 

From: Sourcebook of Models for Biomedical Research
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reliability becomes purely a function of its extrapolation validity, 
which is itself an expression of the model’s conceptual validity. 
Most widely used rodent models such as the spontaneously hyper-
tensive rats (SHR) have already established their experimental 
reliability. Therefore, when we discuss the reliability of certain 
fi ndings based on a model like the SHR, it is, in fact, the extrapo-
lation reliability that we wish to examine.

By examining rodent models such as the SHR model and 
transgenic models such as the APP23 model, we will examine the 
factors that call into question their general extrapolation reliabil-
ity. Subsequently, we will examine some possible reasons for the 
discrepancy in findings between rodent models and the human 
disease states. Lastly, we will make some recommendations for 
working with rodent models.

ERRONEOUS EXTRAPOLATION
The SHR is a widely used model of human hypertension. It 

has been used extensively to study various aspects of hypertension 
including the complications associated with hypertension such as 
cardiac hypertrophy and stroke.11 In recent studies, we showed 
that an acidic pH induces the contraction of aortas from hyper-
tensive SHR and normotensive Wistar–Kyoto (WKY) rats.9

Signifi cantly, there was an exaggerated contractile response in 
the SHRs as compared to the WKY rats.12 This increased aortic 
contractility in the SHR due to reduced pH hinted at a possible 
contributory mechanism for hypertension due to increased blood 
acidosis (not an uncommon finding where chronic renal failure 
and diabetes mellitus are comorbidities with hypertension). 
However, when similar experiments were performed on the pre-
contracted internal mammary artery of normotensive and hyper-
tensive human subjects, an acidic pH caused relaxation of blood 
vessels.13 This contradictory finding requires us to define the 
nature of the extrapolation reliability of the SHR model. While 
the acidic pH-induced arterial contraction is reproducible between 
different SHR model organisms, it does not occur in human sub-
jects. However, the SHR does model many other aspects of adult 
essential hypertension reasonably accurately.11 It therefore 
becomes necessary to identify the parameters within which the 
SHR model remains valid.

SHR has good face validity with respect to hypertension since 
the symptoms and measurable variables (elevated average blood 
pressure) seen in the model reflect those seen in human subjects. 
However, the SHR can be thought to have poor construct validity 
as the mechanism by which the symptoms of hypertension appear 
to be established in the rat model do not occur in humans. For the 
researcher, this means that the SHR is an extrapolation reliable 
model when considering face valid facts. For example, SHR accu-
rately predicts that humans suffering from uncontrolled hyperten-
sion are predisposed to developing strokes. However, we cannot 
make an a priori assumption that the mechanisms by which hyper-
tension causes stroke in the SHR are the same as those in the 
human. Thus, while a model may readily acquire face validity, 
establishing construct validity, especially for models that attempt 
to represent complex disease states like hypertension, will require 
careful elucidation of each underlying mechanism and the confi r-
mation that similar mechanisms exist in the human patient.

SHR has also been used to explore the possible genetic con-
tribution to essential hypertension in humans. The SA gene was 
found to be overexpressed in the SHR kidneys.14 Multiple F2

crosses revealed that it was located in a chromosomal region 

linked to high blood pressure. The SA gene thus generated much 
interest as a potential candidate for hypertension genes in rats.15

However, both linkage and association analyses performed on a 
white population turned out to be negative.16 As postulated by 
Nabika, two hypotheses can explain the discrepancy between rat 
and human results: (1) the population tested lacked a mutation in 
the SA gene, and (2) the SA gene is a neutral marker and may 
link with hypertension gene(s) in rats but not in humans.15 A 
similar genetic trail went cold after researchers discovered that 
while an altered atrial natriuretic peptide (ANP) gene was etio-
logically related to stroke in stroke-prone SHRs, no such etiology 
could be confirmed for stroke in humans.17 Given our earlier 
observation that the SHR model is only face valid, such discrepan-
cies are not unexpected. As we shall reiterate later, it is vital for 
researchers to understand the validity and extrapolation reliability 
of the model being used and thus remain wary of assuming that 
any data from their model are automatically relevant to human 
patients.

Our discussion of erroneous extrapolation has, until now, dealt 
with the more subtle case of models that are face valid but lack 
construct validity. However, there are a number of models whose 
face validity is questionable. One example is where rodent models 
are used to represent the human immune response, specifi cally, 
the hypersensitivity response seen in asthma.

Murine models for asthma gained widespread acceptance after 
it was shown that the hallmarks of asthma (epithelial damage, 
microvascular leakage and edema, and eosinophil activation) 
could be successfully created in inbred mice.18–22 However, the 
extrapolation reliability of these models is called into question by 
several inconsistencies. In humans, bronchial asthma is well char-
acterized by the presence of plasma exudate surrounding the 
infl amed bronchial mucosa.23 In contrast, however, in vivo studies 
in mice show little exudation.23,24 While eosinophil degranulation 
is a hallmark of human asthma, degranulation has not been dem-
onstrated in murine models of asthma.25 The role of mast cells in 
murine models of asthma further questions the model’s validity. 
In humans, the release of inflammatory mediators from mast cells 
leads to bronchoconstriction and the influx of inflammatory cells. 
However, studies with both mast-cell-deficient and IgE-defi cient 
mice have demonstrated that these animals show degrees of bron-
chial hyperresponsiveness, eosinophilia, and inflammation com-
parable to those of normal animals.26 It would thus appear that 
IgE is not critical for the development of the murine “asthmatic” 
phenotype. The inconsistencies between the cellular profile and 
pathology associated with murine asthma as compared to human 
asthma mean that the murine model is rendered face invalid. 
Given that inbred mice and outbred humans inhabit different 
microenvironments and possess a greatly differing genetic back-
ground, it is not surprising that a number of researchers have 
questioned the use of a murine model for asthma.22,27

Inconsistencies between rodent models of disease and their 
human counterparts are especially prevalent when modeling 
central nervous system (CNS) function and dysfunction. One 
of the major drawbacks of the mouse model used to model 
Parkinson’s disease (PD) is that it does not represent the progres-
sive neurodegeneration and gradual intensification of motor 
disability that are the hallmarks of human PD.28 By a stringent 
defi nition of the term, such a model could not even be classifi ed 
as face valid. In a similar vein, the rodent models for multiple 
sclerosis (MS) and experimental allergic encephalomyelitis (EAE) 
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led to false starts in the development of therapies for MS due to 
an apparent lack of construct validity. Several treatments, though 
successful in preclinical EAE trials, ended up being less success-
ful when tested on patients or caused unexpected adverse events.29

It is thought that key differences exist in the pathogenesis of 
EAE as compared with MS, which consequently limit the extrapo-
lation reliability of data gained from trials with the EAE model.24

Similarly, discrepancies between the results of rodent model 
studies and those of clinical trials have prevented the development 
of successful therapeutic interventions for the treatment of trau-
matic brain injury.30 Where a model is unable to satisfactorily 
represent the symptoms and/or the mechanisms of the pathology, 
there can be no satisfactory extrapolation of the experimental 
results.

The study of atherosclerosis in mouse models has also been 
plagued with results that cannot be sensibly extrapolated to human 
patients. The inhibition of angiotensin converting enzyme (ACE) 
has been purported to have antiproliferative, antiinfl ammatory, 
and vasodilatory effects that modulate the development of athero-
sclerosis in experimental rodent models. Yet, no clinical benefi t 
of ACE inhibition has been established and this awaits further 
clinical trials.31 Other studies to examine the etiology of athero-
sclerosis using rodent models have produced counterintuitive 
results. In apolipoprotein E (apo E−/−) mice, obese diabetic mice 
showed significantly decreased atherosclerosis when compared to 
lean, nondiabetic control mice.32

From our brief examination, it is readily apparent that there 
are shortcomings in a number of rodent models that prevent 
experimental results derived from these models from being 
extrapolated to human trials. The extrapolation reliability is pri-
marily undermined by an incomplete or inaccurate representation 
of the disease state where the model lacks validity (either face 
validity or construct validity or both). One attempt to circumvent 
this problem and accurately model both the symptoms and the 
mechanism of a particular disease has been the development of 
transgenic mice.

THE TROUBLE WITH TRANSGENICS
The creation of transgenic rodent models holds out the promise 

of actually recreating human disease within a mouse’s body. In 
theory, this would immediately render a model both face and 
construct valid and allow easy extrapolation of results from such 
models to humans. However, some caveats must be kept in 
mind.

Most commonly, transgenic rodents are created for the purpose 
of genotype transformation or for creating gene knockouts. Both 
approaches are based on the premise that there is congruence 
between mouse and human gene function and expression. As 
such, the results of any alteration in rodent gene function or 
expression by experimental manipulation should predict the 
results of altered gene function in humans as a result of pathology. 
With the exception of a few highly conserved genes, the reality 
is not quite as convenient.

While humans and mice shared a common ancestor at least 
100 million years ago, the ensuing years of divergent evolution 
have left each species’ genome significantly different from that of 
the other. Saliently, even highly conserved protein and regulatory 
encoding DNA sequences differ between species due to base 
substitutions in synonymous codons. In addition, human genomes 
contain a much larger number of introns separating functionally 

critical protein-encoding sequences.33 Introns have recently been 
found to play an important role in gene splicing and transcrip-
tional regulation with an average of 7.8 introns per gene.34,35 The 
relative paucity of introns in the mouse genome and the resulting 
differences in the regulation of expression between human and 
mouse must be accounted for when extrapolating the results of 
transgenic studies to humans.

For a transgenic model to be extrapolation reliable, there must 
be careful confirmation that the symptomatology of a disease is 
corroborated by expected molecular changes. For example, the 
validity of the APP23 mouse as a model for Alzheimer’s disease 
(AD) was increased by the finding that along with an AD-like 
histopathological and behavioral phenotype, the APP23 mice also 
showed disturbed levels of compounds in cholinergic, adrenergic, 
and serotonergic systems. However, the APP23 mice still showed 
discrepancies with postmortem findings on human brains of AD 
patients, indicating that the model did not yet represent the full 
spectrum of the disease.36

The creation of a more “human” representation of disease in 
rodent models has yielded promise for cancer therapy. The car-
cinoembryonic antigen (CEA), an example of a tumor-associated 
molecule, is one of many potential targets for novel cancer thera-
pies like gene and immunotherapy. Rodents lack CEA and closely 
related family members, which compromises preclinical testing 
on such models. To overcome this problem, Chan and Stanners 
created a transgenic mouse that contained complete CEA genes, 
with similar spatiotemporal expression patterns.37 Humanized 
rodent models will go some way to reducing the discrepancies 
between the results from transgenic models and those of clinical 
trials. However, it is likely that intrinsic species differences will 
remain a significant obstacle to achieving complete extrapolation 
reliability.

We have highlighted a number of issues with the extrapolation 
reliability of rodent models, including transgenic models. The 
discrepancies between rodent models and human trials may result 
from differences in pathogenesis, genotype, and confounding 
factors intrinsic to rodent use.

ROLE OF CONFOUNDING FACTORS
The creation of a rodent model often employs chemical or 

genetic manipulation to induce a disease state. For example, strep-
tozocin (STZ) is used to create a model of type 1 diabetes. In the 
diabetic state, glucose causes oxidative glycation and free radical 
production to induce diabetes-related complications.38 However, 
the aromatic hydroxylation observed in the STZ-induced diabetic 
mouse has been attributed, in part, to the action of STZ itself.39

Thus, confounding factors in the experimental design of the STZ-
induced diabetic mouse can undermine the inferences made from 
this model about the etiology of diabetes-related complications.

In contrast to their expression in rodent models, human disease 
states are often accompanied by comorbidities. Animal models 
are often free of comorbidities such as diabetes, hypertension, or 
cancer and have normal leukocyte counts.9 In a model to study 
the pathophysiology of sepsis and test various treatment strate-
gies, a number of confounding factors limited the clinical success 
rate of using protein C as a therapeutic option. Sepsis in patients 
with diabetes and atherosclerosis might exhibit lower potency of 
therapy because of downregulation of protein C and thrombo-
modulin receptors on endothelial vasculature, associated with 
these comorbid diseases.40
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Variation in the etiology of disease between animal models and 
humans is one of the fundamental confounding factors in using 
rodent animal models. The induced sepsis and shock models used 
for drug development highlight the importance for models to be 
clinically relevant, especially in terms of etiology and mechanism 
of disease. These models can generally be classified as infec-
tion models, intravenous infusion models, and endotoxicosis 
models.41,42 In the bolus intravascular bacterial or endotoxin 
models, short-term, large doses of bacteria are administered to 
previously healthy rodents, unlike the slowly seeding infective 
focus found in humans suffering from sepsis (41). This form of 
sepsis induction bears no clinical correlate.41,43 To develop more 
humanized animal models, it is necessary to be cognizant of the 
pertinent role of the route of infection, the dose, and the virulence 
of the bacteria.43 Researchers who use animal models to study 
cardiovascular, neurological, and immunological disorders must 
take into account differences in the genetic background, exposure 
to inciting pathogen, and temporal relation of exposure to patho-
gen as some of the factors that can affect the validity of the animal 
model and, consequently, the coherence of results.

Some of the disparities seen between the results from animals 
and human studies can be ascribed to a paucity of accurate animal 
models for chronic disease.28 Such models are imperative to 
mimic the persistence of conditions such as asthma and the 
progressive neurodegeneration of human Parkinson’s disease. 
However, headway has been made in improving the murine mouse 
model for asthma. A model closer to clinical reality, exhibiting 
airway-specifi c acute-on-chronic inflammation with cellular fea-
tures seen in human asthma, has been developed.44 This brings us 
closer to bridging the gap between chronic disease states seen in 
humans and rodents, allowing us to better understand the mecha-
nisms of chronic diseases and investigate possible therapeutic 
interventions.

Another potential confounding factor is the use of anesthetics 
in experimental animals. The preparation of rodent models often 
involves anesthetization in order to provide immobility and anal-
gesia, and reduce physical and mental stress. However, this can 
confound the results and outcome of drug trials in such animals.45

When studying the effects of drugs or endogenous chemical 
compounds in anesthetized animals, it is necessary to consider 
the effects of anesthetic agents on cell membranes, which can 
consequently alter the drug’s effects on physiological manifesta-
tions of the disease.45 Rodents also have different clearance rates 
of drugs due to the reduced capillary density of lower animals, 
which, in turn, affects the free drug bioavailability in tissues.46

This is a pertinent point to consider for the noncoherence of drug 
trials.

To produce data that can reliably be applied to humans, 
researchers must account for both confounders and bias factors. 
To ensure the validity and reproducibility of results from rodent 
models, variables such as substrains of rodents used, sources of 
diet for the rodents, and environmental conditions under which 
the animals are kept must also be considered.47 All these precau-
tions must be implemented before the extrapolation reliability of 
results from rodent models to humans can be assessed. To econo-
mize a scientist’s time and resources, we propose confirming the 
preliminary results obtained from animals in humans during the 
early stages of the study. Failing that, researchers must critically 
evaluate the results obtained from animals based on a thorough 
understanding of the extrapolation reliability of the model.
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25 The Domestic Cat, Felis catus, as a Model 
of Hereditary and Infectious Disease

MARILYN MENOTTI-RAYMOND AND STEPHEN J. O’BRIEN

ABSTRACT
The domestic cat, currently the most frequent of companion 

animals, has enjoyed a medical surveillance, as a nonprimate 
species, second only to the dog. With over 200 hereditary disease 
pathologies reported in the cat, the clinical and physiological study 
of these feline hereditary diseases provides a strong comparative 
medicine opportunity for prevention, diagnostics, and treatment 
studies in a laboratory setting. Causal mutations have been char-
acterized in 19 felid genes, with the largest representation from 
lysosomal storage enzyme disorders. Corrective therapeutic strate-
gies for several disorders have been proposed and examined in the 
cat, including enzyme replacement, heterologous bone marrow 
transplantation, and substrate reduction therapy. Genomics tools 
developed in the cat, including the recent completion of the 2-fold 
whole genome sequence of the cat and genome browser, radiation 
hybrid map of 1793 integrated coding and microsatellite loci, a 5-
cM genetic linkage map, arrayed BAC libraries, and flow sorted 
chromosomes, are providing resources that are being utilized in 
mapping and characterization of genes of interest. A recent report 
of the mapping and characterization of a novel causative gene for 
feline spinal muscular atrophy marked the first identification of a 
disease gene purely from positional reasoning. With the develop-
ment of genomic resources in the cat and the application of com-
plementary comparative tools developed in other species, the 
domestic cat is emerging as a promising resource of phenotypically 
defined genetic variation of biomedical significance. Additionally, 
the cat has provided several useful models for infectious disease. 
These include feline leukemia and feline sarcoma virus, feline 
coronavirus, and Type C retroviruses that interact with cellular 
oncogenes to induce leukemia, lymphoma, and sarcoma.

Key Words: Domestic cat, Felis catus, Gene therapy, Whole 
genome sequence, Radiation hybrid map, Knockout model, FIV, 
SARS.

INTRODUCTION
Mankind has held a centuries-long fascination with the cat. 

The earliest arch eological records that have been linked to the 
domestication of Felis catus date to approximately 9500 years ago 
from Cyprus,1 with recent molecular genetic analyses in our labo-
ratory suggesting a Middle Eastern origin for domestication (C. 
Driscoll et al., unpublished observations). Currently the most 
numerous of companion animals, numbering close to 90 million 

in households across the United States (http://www.appma.org/
press_industrytrends.asp), the cat enjoys a medical surveillance 
second only to the dog and humankind. In this chapter we review 
the promise of the cat as an important model for the advancement 
of human hereditary and infectious disease and the genomic tools 
that have been developed for the identification, and characteriza-
tion of genes of interest.

For many years we have sought to characterize genetic organiza-
tion in the domestic cat and to develop genomic resources that 
establish F. catus as a useful animal model for human hereditary 
disease analogues, neoplasia, genetic factors associated with host 
response to infectious disease, and mammalian genome evolution.2,3

To identify genes associated with inherited pathologies that mirror 
inherited human conditions and interesting pheno-types in the 
domestic cat, we have produced genetic maps of sufficient density 
to allow linkage or association-based mapping exercises.4–11

The first genetic map of the cat, a physical map generated from 
a somatic-cell hybrid panel, demonstrated the cat’s high level of 
conserved synteny with the human genome, which offered much 
promise for the future application of comparative genomic infer-
ence in felid mapping and association exercises.12 Several radia-
tion hybrid (RH) and genetic linkage (GL) maps have since been 
published.4–9,11,13,14

THE DOMESTIC CAT RADIATION HYBRID MAP
Although previous versions of the cat gene map, based on 

somatic cell hybrid and ZOO FISH analysis,15,16 revealed con-
siderable conservation of synteny with the human genome, these 
maps provided no knowledge of gene order or intrachromosomal 
genome rearrangement between the two species, information 
that is critical to applying comparative map inference to gene 
dis covery in gene-poor model systems. Radiation hybrid (RH) 
mapping has emerged as a powerful tool for constructing moder-
ate- to high-density gene maps in vertebrates by obviating the 
need to identify interspecific polymorphisms critical for the 
generation of genetic linkage maps.7

The most recent RH map of the cat8 includes 1793 markers: 
662 coding loci, 335 selected markers derived from the cat 2X 
whole genome sequence targeted at breakpoints in conserved 
synteny between human and cat, and 797 short tandem repeat 
(STR) loci. The strategy used in developing the current RH map 
was to target gaps in the feline–human comparative map, and to 
provide more definition in breakpoints in regions of conserved 
synteny between cat and human. The 1793 markers cover the 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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length of the 18 feline autosomes and the X chromosome at an 
average spacing of one marker every 1.5 Mb (megabase), with 
fairly uniform marker density.8 An enhanced comparative map 
demonstrates that the current map provides 86% and 85% com-
parative coverage of the human and canine genomes, respec-
tively.8 Ninety-six percent of the 1793 cat markers have identifi able 
orthologues in the canine and human genome sequences, provid-
ing a rich comparative tool, which is critical in linkage mapping 
exercises for the identification of genes controlling feline pheno-
types. Figure 25–1 presents a graphic display of each cat chromo-
some and blocks of conserved syntenic order with the human and 
canine genomes.8 One hundred and fifty-two cat–human and 134 
cat–dog homologous synteny blocks were identified. Alignment 

of cat, dog, and human chromosomes demonstrated different pat-
terns of chromosomal rearrangement with a marked increase in 
interchromosomal rearrangements relative to human in the canid 
lineage (89% of all rearrangements), as opposed to the more fre-
quent intrachromosomal rearrangements in the felid lineage (95% 
of all rearrangements) since divergence from a common carnivore 
ancestor 55 My ago.

With an average spacing of 1 marker every 1.5 Mb in the feline 
euchromatic sequence, the map provided a solid framework for 
the chromosomal assignment of feline contigs and scaffolds 
during assembly of the cat genome assembly,17 and served as a 
comparative tool to aid in the identification of genes controlling 
feline phenotypes.
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THE DOMESTIC CAT GENETIC LINKAGE MAP
As a complement to the RH map of the cat, a third generation 

linkage map of 625 STRs is currently nearing completion. The 
map has been generated in a large multigeneration domestic cat 
pedigree (n = 483 informative meioses).18 Previous first- and 
second-generation linkage maps of the cat were generated in a 
multigeneration interspecies pedigree generated between the 
domestic cat and the Asian leopard cat, Prionailurus bengalensis,7

to facilitate the mapping and integration of Type I (coding) and 
Type II (polymorphic STR) loci.7 The current map, which spans 
all 18 autosomes with single linkage groups, has twice the STR 
density of previous maps, providing a 5-cM resolution. There is 
also greatly expanded coverage of the X chromosome, with some 
75 STR loci. Marker order between the current generation RH and 
GL maps is highly concordant.8

Approximately 85% of the STRs are mapped in the most current 
RH map of the cat,8 which provides reference and integration with 
Type I loci. Whereas the third-generation linkage map is composed 
entirely of STR loci, the sequence homology of extended genomic 
regions adjacent to the STR loci in the cat 2X whole genome 
sequence,17 to the dog’s homologous region,19 has enabled us to 
obtain identifiable orthologues in the canine and human genome 
sequences for over 95% of the STRs. Thus, practically every STR 
acts as a “virtual” Type 1 locus, with both comparative anchoring 
and linkage map utility. Combined with the cat RH map, these 
genomic tools provide us with the comparative reference to other 
mammalian genomes critical for linkage and association mapping.

THE DOMESTIC CAT WHOLE GENOME (2X) 
SEQUENCE

The domestic cat is one of 26 mammalian species endorsed by 
the National Human Genome Research Institute (NHGRI) Human 
Genome Annotation committee for a “light” 2-fold whole genome 
sequence, largely to capture the pattern of genome variation and 
divergence that characterizes the mammalian radiations (http://

www.hgsc.bcm.tmc.edu/projects/bovine/, http://www.broad.mit.
edu/mammals/). Although light genome coverage provides limited 
sequence representation, (∼80%),20 one of the rationales for these 
light genome sequences included “enhancing opportunities for 
research on species providing human medical models.” The 2-fold 
assembly of the domestic cat genome has recently been completed 
for a female Abyssinian cat, “Cinnamon,” 17 and a 7X whole 
genome sequencing effort is planned in the near future.

A total of 9,161,674 reads were assembled to 817,956 contigs, 
covering 1.642 Gb with an N50 (i.e., half of the sequenced base 
pairs are in contigs <N50) contig length of 2378 bp. Assembled 
supercontigs (N = 217,790) had an N50 length of 117 kb17 (http://
hosted. abcc.ncifcrf.gov/cgi-gin/gbrowse/cat/). The estimated size 
of the genome was 2.7 Gb and the genome coverage was approxi-
mately 2-fold, predicting an average inclusion of 80–85% of the 
eukaryotic genome sequence.21

Feline coding genes were identified using a comparative 
approach based upon sequence homology and syntenic orthology 
of neighboring gene homologues in the genomes of six index 
mammal species (human, chimp, mouse, rat, cow, and dog). The 
results revealed nearly 21,080 feline genes plus 132,493 con-
served sequence blocks (CSBs) used to build the gene map,17

depending upon the framework RH map of 1794 ordered Type 1 
markers.8 The 2X feline genome sequence detects 83% of human 
genes, 89% of chimp or cattle genes, and 92% of dog genes based 
upon sequence identity to approximately 1000 bp of reciprocal 
base match17 between the cat sequence and the genome sequence 
of the six index mammals.

A genome browser has been developed from the cat assembly, 
named Genome Annotation Region FIELD (GARFIELD), which 
provides a physical map of the 18 autosomes and the X chromo-
some, which can be inspected for sequence representation, includ-
ing genes and the proportion of that gene available in the 2X 
cover, single nucleotide polymorphisms (SNPs), and STRs, which 
can be used in linkage and association mapping, and other genome 
features (http://ccr.cancer.gov/ labs/lab). Figure 25–2 illustrates a 
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Figure 25–2. Gene annotation region 
fi elds (GARFIELD) displayed using Generic 
Genome Browser at two levels of resolution 
for the LIX1 gene on chromosome A1. (A) 
Chromosome view showing homologous 
synteny blocks (HSB) for dog, human, and 
mouse, representation of G + C density, and 
of SINE, LINE, and SNPs. (B) A 200-kb 
view showing contigs of the region, con-
served sequence blocks (CSB), regions that 
align to annotated genes in other mamma-
lian genomes, regions masked by repeat 
masker, single tandem repeats, Fosmid reads 
with their partners, and a histogram of local 
GC content.
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representative view of GARFIELD demonstrating features for the 
LIX1 gene on chromosome A1.17

SINGLE NUCLEOTIDE POLYMORPHISM 
ANALYSIS DEMONSTRATES POTENTIAL OF 
LINKAGE DISEQUILIBRIUM MAPPING IN CAT 
BREEDS

A total of 421,000 SNP variants were identified in Cinnamon’s 
sequence, representing an incidence of 1/600 bp.17 Approximately 
43% of Cinnamon’s genome was heterozygous and 57% homo-
zygous, which was not unexpected in a breed cat that is also the 
member of a highly inbred pedigree for retinal atrophy.17,22 Long
stretches of alternating homozygous and heterozygous segments 
were observed (Figure 25–3), which represent the consequences 
of close inbreeding during the domestication process, and the 
more recent generation of fancy breeds and inbred disease pedi-
gree.22 Similar patches of homozygous/heterozygous segments 
were observed in the recently released whole genome sequence 
of the dog.19 The length of the segments is influenced by breed-
specifi c history including effective population sizes, use of popular 
sires, and population bottlenecks.23,24

Linkage disequilibrium (LD) mapping has recently emerged 
as a powerful approach in humans for association mapping.25

Long stretches of linkage disequilibrium in the target population 
greatly facilitate the success of the strategy and decrease the 
number of markers required for analysis.25 The extended LDs 
observed in dog breeds, up to one hundred times the length 
observed in human populations,26 is proving to be a powerful 
mapping strategy for identification of genes associated with breed-
specifi c phenotypes,27 including hereditary pathologies.28,29

The potential of this mapping approach in cat breeds was 
evaluated by examining breed-specific patterns of common 
segment homozygosity in 24 Cat Fancier Association (CFA) 
(http://www.cfainc.org) breeds.17 The level of homozygosity 
refl ected in a group of 665 SNPs was roughly half that seen in 
dogs,26 likely reflecting a more extensive recent inbreeding within 
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50MB 100 MB 150 MB 200 MB 250 MB0 Figure 25–3. SNP profile across the 2X whole 
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is represented in nonoverlapping windows of 
100 kb. Black represents regions with more than 
two SNPs per 100 kb while gray represents the 
homozygous region (less than two SNP, 0/100 kb). 
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assembly.

dog versus cat breeds.30 This level of homozygosity was used to 
estimate19 that some 45,000 equivalently spaced SNP variants 
would be required for a linkage disequilibrium/haplotype-based 
association genome search of a complex heritable disease within 
cat breeds.

Recently, tyrosinase-related protein 1 (TYRP1), one of the key 
enzymes in the melanogenic pathway, was linked to two coat 
color variants in the cat by association mapping in 38 cat breeds 
due to extensive LD.31 Two DNA polymorphisms in TYRP1, an 
A3G substitution in the signal peptide and an in-frame insertion 
TYRP1–421ins17/18, were associated with the chocolate (b)
allele. A premature UAG stop codon at position 100 of TYRP1
was associated with a second allele of the B locus, cinnamon
(bl).32 SNP discovery is planned in the 7X whole genome sequenc-
ing of the cat through a resequencing strategy of selected genomic 
regions in several cat breeds as was recently performed in the 7X 
whole genome sequencing of the dog.19

THE MATURITY OF CURRENT FELID MAPPING 
RESOURCES DEMONSTRATED IN SUCCESSFUL 
WHOLE GENOME AND ASSOCIATION 
MAPPING EXERCISES

The majority of hereditary pathologies in the domestic cat 
for which the gene defect has been elucidated have resulted 
from the analysis of candidate genes (Table 25–1). However, 
with the availability of a detailed comparative map, and integra-
tion with developing GL and RH maps, and the cat 2X whole 
genome sequence, linkage and association-based mapping 
techniques have recently identified causative mutations for 
hereditary disease genes,33,34 as well as several feline phenotypes 
(Table 25–1).18,32,35–57

Once a genomic region is implicated from association-based 
or linkage mapping exercises, fine mapping has been accom-
plished by development of new STRs or SNPs in the targeted 
region using the cat 2X whole genome sequence data accessed 
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sequence tagged sites (STS), utilizing sequence information from 
the cat 2X whole genome sequencing effort, which ultimately 
identifi ed an ∼140 kb deletion and a novel gene candidate, LIX134

(Figure 25–4). Though the function of LIX1 is unknown, the pre-
dicted secondary structure is compatible with a role in RNA 
metabolism. An exon sequence screen of 25 human SMA cases, 
not otherwise explicable by mutations at the SMN1 locus, failed 
to identify comparable LIX1 mutations.34

The SMN1 gene product, SMN, is a ubiquitously expressed 
protein member of multiple ribonucleoprotein complexes with 
diverse roles in RNA metabolism, splicing, and transport in all 
cells.62,63 A central focus of SMA research remains to discern the 
disease mechanism(s) and to understand why the primary disease 
pathology is localized to spinal lower motor neurons when all 
cells require SMN function. LIX1 expression is largely restricted 
to the central nervous system (CNS), primarily in spinal motor 
neurons, thus offering an explanation of the tissue restriction of 
pathology in feline SMA. Determination of LIX1 function may 
well provide fresh insight into the mechanisms of human SMA 
pathology, impetus for more targeted therapeutics, and answers to 
fundamental questions of motor neuron development, mainte-
nance, and/or function.

Table 25–1
Feline genetic diseases/phenotypes characterized at a molecular level

Disease/phenotype Gene Mutationa Reference

α-Mannosidosis MAN2B1 1749_1752delCCAG leads to premature stop 38
Gangliosidosis GM1 (Sandhoff disease) GLB1 R482P 39
Gangliosidosis GM2 HEXB 39delC leads to premature stop or 1467_1491 inv; 

del exon12
40, 41

GM2A Del4bp in 3′ region leads to frame shift 42
Glycogenosis IV GBE1 Gene rearrangement with insertion and large 

deletion in exon 12
43, 44

Hemophilia B F8 R338X, C82Y 45
Hypertriglyceridemia (lipoprotein lipase deficiency) LPL G412R 46
Hypertrophic cardiomyopathy MYBPC3 A31P 47
Mucolipidosis II (I-cell disease) GNPTAB C2655T 48
Mucopolysaccharoidosis Type I IDUA 107_109 delCGA 49
Mucopolysaccharoidosis Type VI ARSB L476P (severe phenotype)

D520N (mild phenotype)
50

Mucopolysaccharoidosis Type VII GUSB E351K 51
Muscular dystrophy, Duchenne type DMD Deletion in the dystrophin muscle promoter 52
Niemann–Pick disease, Type C NPC1 G2864C 53
Oculocutaneous albinism (Type II) TYR R422Q 54
Polycystic kidney disease PKD1 C3284X 33
Pyruvate kinase deficiency PKLR Splicing defect leads to 13 bp deletion in exon 6 55
Retinal degeneration in Abyssinian cats (rdAc)
Spinal muscular atrophy LIX1 ∼140 kb deletion 34
Albino TYR del975C leads to premature stop 36
Brown TYRP1 A3G and 421_422 ins 18AA/19AA 32
Burmese TYR G227W 32, 37
Cinnamon TYRP1 R100X 32
Dilute MLPH del83T leads to premature stop 35
Melanism ASIP 123_124delCA leads to frame shift 18
Melanism (jaguar) MC1R 301_315del 18
Melanism (jagaroundi) MC1R 283_306del 18
Siamese TYR G301R 32, 37
Sweet taste receptor TAS1R2 454_700del 56

aMutation notation according to den Dunnen and Antonarakis.53

through the cat genome browser, GARFIELD.17 A recent report 
of the mapping and characterization of a novel gene causative of 
feline spinal muscular atrophy34 marked the first identification of 
a disease gene purely from positional reasoning.

Human spinal muscular atrophies (SMAs) are a genetically 
heterogeneous group of neuropathies that varies in clinical sever-
ity, from lethal in infancy to onset of mild weakness in adulthood, 
but all are characterized by neurogenic muscle atrophy due to 
degeneration of lower motor neurons of the spinal cord.58 For 
approximately 97% of people affected with SMA, disease pathol-
ogy is attributable to a mutation in the SMN1 gene, on human 
chromosome 5q13, which is subject to a high frequency of dele-
tions and gene conversion events with the divergent and only 
partially functional centromeric copy/copies of the duplicated 
SMN2 locus.59,60

A domestic cat model of SMA has been described that is a 
model of autosomal recessive juvenile-onset SMA.61 With the 
feline SMN gene excluded as the disease locus,61 a full genome 
linkage scan was conducted in a pedigree segregating for SMA.61

The disease phenotype was linked to chromosome A1q,34 in a 
region of conserved synteny to human chromosome 5q15. Fine 
mapping was accomplished with development of new STRs and 
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THE CAT AS ANIMAL MODEL FOR HUMAN 
HEREDITARY DISEASE

The world’s veterinary schools produce thousands of practitio-
ners each year, most of whom carefully document genetic and 
chronic diseases of our pets. The result is a comprehensive veteri-
nary literature that has described over 200 feline hereditary 
pathologies17 (http://www.angis.org.au/). The clinical and physi-
ological study of these feline hereditary diseases provides a strong 
comparative medicine opportunity for prevention, diagnostics, 
and treatment studies in a laboratory setting. Additionally, large
animal homologues are similar to humans in natural genetic diver-
sity and offer the possibility of evaluating long-term effects of 
treatment.64

To date, causal mutations have been characterized in 19 felid 
genes that cause hereditary disease (Table 25–1). The largest 
representation comes from lysosomal storage enzyme disorders 
that arise from defects in genes playing a role in degradation of 
macromolecules targeted to the lysosomes. Many of the genes that 
cause these pathologies have been mapped in the cat.65

Corrective therapeutic strategies have been proposed and 
examined in the cat, including enzyme replacement, heterologous 
bone marrow transplantation, and substrate reduction therapy.64,66

Limitations to these treatment strategies include high morbidity 

and mortality, limited positive outcomes, incomplete response to 
therapy, cost, and in some cases requirements for continuous life-
long therapy.66 Gene therapy poses the most recent of intervention 
strategies. Feline models have been important in elucidating 
molecular pathogenesis and are now playing a critical role in 
evaluating and optimizing the range of therapeutic strategies prior 
to clinical trials in humans.

The mucopolysaccharidoses are disorders that result from the 
defi ciency of lysosomal enzymes involved in the degradation of 
mucopolysaccharides. The cat offers homologous models for 
mucopolysaccharidosis Types I, VI, and VII.

Mucopolysaccharidosis Type I (MPS I), which results from a 
genetic deficient activity of the enzyme α-l-iduronidase (IDUA), 
can lead to mental retardation, growth abnormalities, and short-
ened life span in humans.67 Naturally occurring models have been 
characterized in the cat68,69 and dog.70 Immune responses can 
nullify the effect of gene corrective therapy. It has been demon-
strated that cats, but not dogs, mount a potent CTL response to 
canine IDUA after neonatal gene therapy, which can be prevented 
with transient CTLA4-Ig.71 The efficacy of neonatal retroviral 
therapy has also been explored in the cat.66 The cat model, addi-
tionally, provides an ideal system to study mechanisms of brain 
neurodegeneration and neural-directed strategies, especially given 
a large body of preexisting literature on cat neurology.

Figure 25–4. An ∼140-kb deletion abrogates LIX1 and LNPEP
expression in SMA affected cats. (A) A schematic of the genomic 
organization of LIX1 and LNPEP on FCA A1q. Arrows indicate the 
direction of transcription of each gene. The scale of chromosome 
coordinates is from the region of conserved synteny in the dog 
genome (CFA 3) (UCSC Genome Browser; July 2004 assembly). 
Sequences of the deleted and normal alleles are aligned showing the 
precise breakpoints below the schematic. The immediately fl anking 
6-bp sequence, AGTTTA, is in bold. (Note that the genome browser 
did not itself identify exon 1 of LNPEP by homology with RefSeq 
genes, but limited homology was identified by BLAT search of the 
dog genome with a cat sequence that was 82% identical over 300 bp 
of the human exon 1 and flanking 5′-UTR and intron 1 sequences.) 

(B) PCR products produced from genomic DNA in a multiplex reac-
tion designed to amplify across both deletion breakpoints when the 
normal allele (lane N) was present. A third product corresponding to 
the affected cat sequence shown in (A) was amplified when the 
deleted allele was present, either in homozygous affected (lane A) or 
heterozygous carrier (lane C) cats. (C) RT-PCR products amplifi ed 
from cervical spinal cord ventral horn RNA of a genetically normal 
cat (lane N), a clinically normal carrier (lane C), and an SMA affected 
cat (lane A). PCR primers for LIX1 were from exons 1 and 4, LNPEP
primers were from exons 14 and 15, and GAPDH primers were from 
exons 6 and 8. (Reprinted from Fyfe et al.32 Copyright 2006, with 
permission from Cold Spring Harbor Laboratory Press.)
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MPS VI or Marteaux–Lamy disease, deficient activity of aryl-
sulfatase B (ARSB), is characterized in humans and cats with 
growth retardation, coarse facial features, corneal opacity, and 
skeletal deformities.72–75 The feline model also exhibits abnormal 
lysosomal storage in occasional neurons and glia distributed 
throughout the cerebral cortex.76 Fibroblast-mediated in vitro gene
therapy has been examined in this cat model.77 Recently, an 
adeno-associated vector containing feline ARSB has demonstrated 
gene therapy-based correction of corneal clouding in the MPS VI 
cat.78

MPS VII results from deficiency of β-glucuronidase (GUSB), 
which in humans manifests as cartilaginous and bony malforma-
tions, growth and mental retardation, abdominal organ enlarge-
ment, and corneal clouding.79 Naturally occurring animal models 
have been described in mice,80 dogs,81 and the cat.82 Enzymatic 
activity has been restored in fibroblasts and restored by retroviral 
gene transfer of rat GUSB cDNA. As GUSB is an essential house-
keeping enzyme, this feline model is important for examination 
of exogenous genes and gene product delivery to a variety of 
tissue types, and could prove especially valuable due to extensive 
research conducted on the anatomy and physiology of the cat 
central nervous and visual systems. Three different serotypes of 
adeno-associated viral constructs of GUSB demonstrated the effi -
cacy of this vector to achieve gene transfer in the normal cat brain, 
as a model for the efficacy of this construct in a large mammalian 
brain.83

Defi ciency of lysosomal α-mannosidase leads to an accumula-
tion of mannose-rich oligosaccharides,84 which leads to mental 
retardation, recurrent infections, skeletal changes and hearing 
impairment.85 This feline model was initially important in achiev-
ing bone marrow transplantation as corrective strategy for neuro-
nal storage diseases of the CNS.86,87 Recently, adeno-associated 
viral (AAV) constructs of feline α-mannosidase were used to 
demonstrate the efficacy of CNS gene therapy. Treated cats exhib-
ited widespread improvement of neuropathology, showing the 
effi cacy of this treatment in a large mammalian brain for CNS 
correction of human lysosomal enzyme defi ciencies.88

Lipoprotein lipase (LPL) is a crucial enzyme involved in the 
regulation of lipoprotein and lipid metabolism ability to thrive.89

Cats with LPL deficiency display a remarkably similar phenotype 
to humans, including severe pancreatitis, chylomicronemia, and 
failure to thrive.46 There is currently no adequate treatment for 
this pathology in humans. Cats could prove to be the most valu-
able animal model of LPL deficiency, as of numerous animal 
model systems examined including the mouse, the cat most 
closely resembles the lipoprotein pattern and lipid transport 
system of humans. Recently, AAV-mediated transfer of a human 
LPL S447X variant into feline muscle cells demonstrated correction 
of the hypertriglyceridemia associated with feline pathology; this 
offers much promise for treatment of human LPL defi ciency.90

A separate class of lysosomal storage disorder characterized in 
the cat is the gangliosidoses, GM1 and GM2, which are heritable 
neurodegenerative diseases. A deficiency of lysosomal β-galacto-
sidase results in the neuronal accumulation of the GM1 ganglio-
side, while the degradation of the GM2 ganglioside is initiated by 
coordinated action of at least three gene products, the α and β
submits of β-N-acetylhexosaminidase and the GM2 activator 
(GM2A) protein.42,91 Mutations in any of these enzymes result in 
an accumulation of gangliosides GM1 and GM2 in the lysosomes of 
affected neurons, resulting in progressive deterioration of the 

CNS. Feline models have been especially important in character-
izing the pathobiology and molecular biology of these diseases. 
GM2-gangliosidosis has been characterized in cat models defi cient 
in the GM2 activator protein and HexB,40,42,92,93 exhibiting remark-
ably similar pathology to human Sandhoff’s disease.91 Limited 
reduction in GM2 neuronal storage has been reported following 
bone marrow therapy.86 Feline models will be important in the 
development of therapeutic strategies for these disorders.

Mucolipidosis II (I-cell disease) is caused by deficient activity 
of the enzyme N-acetylglucosamine-1-phosphotransferase, which 
leads to a failure to internalize enzymes into lysosomes. The cat 
is the only known animal model for this pathology.94

Congenital diseases of feline muscle and neuromuscular junc-
tion have been reviewed by Gashen et al.95 Some pathologies have 
been observed in isolated breeds, including hypokalemic myopa-
thy of Burmese cats,96 glycogen storage disease type IV in Nor-
wegian Forest cats,44 and myopathy observed in the Devon Rex.97

The cat is the only reported animal model for type IV glycogen 
storage disease. Myotonia congenital,95,98 muscular dystrophy 
(dystrophin defi cient),52 and laminin α2 defi ciency52,99 have also 
been reported in the cat.

X-linked muscular dystrophy in humans is characterized by 
progressive degeneration of skeletal and cardiac muscle. Muta-
tions in humans lead to either an absence of or abnormality in the 
protein product dystrophin.100,101 A deletion in the dystrophin 
muscle promoter characterized in the cat eliminates expression of 
muscle and Purkinje neuronal dystrophin isoforms.52 Marked 
clinical heterogeneity is observed in these models, from severe 
disability exhibited in human and dog, to minor muscle fi brosis 
and an actual regenerative process leading to muscle hypertrophy 
in mouse and cat.102–104 These different sequellae could be impor-
tant in characterizing immediate and secondary consequences of 
the lack of dystrophin105 and points out the importance of multiple 
animal models.

Hypertrophic cardiomyopathy is a clinically heterogeneous 
myocardial disease contributing to one of the most common 
causes of sudden cardiac death in young adults.106 The cat repre-
sent the first spontaneous large animal model for this familial 
disease47 and will prove to be valuable for examining pathophysi-
ological processes and therapeutic interventions.

THE POTENTIAL FOR KNOCKOUT CATS
There is a continued demand for alternative mammalian models 

for studying human diseases. Compared to traditional murine 
models, the cat’s more similar physiology, increased size, and 
longevity have made it ideal for testing the safety and efficacy of 
some therapeutic modalities in naturally occurring feline disease 
models.107–110 Additionally, cats have a genetically heterogeneous 
background, similar to humans. A good example of a human 
disease in need of a better mammalian model is cystic fibrosis, as 
mice targeted with the most common human mutation (∆F508) in 
the cystic fibrosis transmembrane receptor (CFTR) fail to sponta-
neously develop the same opportunistic lung infections that plague 
human patients with cystic fi brosis.111,112 One group has been 
working to produce a ferret cystic fibrosis model through gene 
targeting of somatic cells for nuclear transfer.113,114 While repro-
ductive cloning has a consistently low success rate (1–4%) across 
mammalian species,115 targeting genetic loci through homologous 
recombination in somatic cells is currently the only viable method 
for producing knockout models in all mammalian species other 
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than the mouse, for which targeted embryonic stem cells are 
routinely used. Nuclear transfer of targeted fibroblasts has been 
successfully used to produce viable α-1,3-galactosyltransferase
knockout pig and cow models for xenotransplantation studies.116,117

With the successful reproductive cloning of cats by several 
groups,118–120 the development of gene-targeted cat models through 
nuclear transfer is now feasible.121 The imminent release of the 
annotated feline genome project,17 integration of recombination 
and radiation hybrid maps,5–10,122 and availability of multiple PAC, 
BAC,123 flow-sorted autosome, and Y-chromosome libraries124,125

(J. Pecon-Slattery et al., unpublished observations) at the Labora-
tory of Genomic Diversity will facilitate efforts by researchers to 
develop new cat models of specific human genetic diseases.

COAT COLOR GENES IN THE DOMESTIC CAT
The coat color loci influence the development, maturation, and 

migration of melanocytes as well as the synthesis of melanin and 
the formation, transport, and transfer of melanosomes. Genes 
involved in these processes often have pleiotropic effects, which 
impact other important biochemical pathways. Coat color loci in 
the mouse have been known to be part of diverse cellular, devel-
opmental, and physiological processes and in some cases to be 
implicated in pathologies such as anemia, sterility, and neurologi-
cal disorders.126–128 The cat is an excellent model system with 
which to study coat color phenotypes. At least nine different coat 
color loci have been identified in the cat,129 and several are now 
characterized on a molecular genetic level including, a (nona-
gouti) responsible for melanism,18 b (Brown), which changes 
black pigmentation to brown or variants of brown,32 c (color),
causing the darker pigmentation at extremities (i.e., ears, tail), 
observed in Siamese and Burmese cats32,37 and albinism,36 and d
(dilute), which causes dilution of expected color (i.e., black pig-
mentation appears gray).35 The cat is also unique in mammalian 
species in exhibiting a variation in coat pattern, demonstrating 
agouti (A) (nonpatterned coat) and variants of the T (tabby) locus, 
which affect striping and spotting patterns.

VIRAL PATHOGENS OF THE DOMESTIC CAT
The cat has provided several useful models for infectious 

disease. These include feline leukemia and feline sarcoma virus, 
feline coronavirus, and Type C retroviruses that interact with 

cellular oncogenes to induce leukemia, lymphoma, and 
sarcoma.130–132 Historically, many of the human oncogenes that 
defi ne signal transduction pathways were originally discovered in 
the context of feline leukemia virus interaction in cat models. The 
cat provides the only naturally occurring model for human AIDS 
pathogenesis, in its endemic fatal transmissible feline immunode-
fi ciency virus (FIV).133,134 Similar to its close phylogenetic relative 
HIV, FIV induces CD4-T lymphocyte depletion in affected cats, 
an immune system collapse, and susceptibility to adventitious 
microbial agents as a prelude to wasting disease and death.133,135

Interestingly, over 10 wildcat species (including lions, leopards, 
cheetahs, ocelots, pumas and other big cats) are endemic with 
their own species-specific strain of FIV136–141; however, unlike 
strains in domestic cats, the wildcat FIV strains do not appear to 
cause acute immunodeficiency in the wildcat species, perhaps a 
consequence of historic natural selection of host genetic resistance 
to the fatal virus.139,142 Lion and puma-specific FIV strains have 
recently been demonstrated to utilize novel, more promiscuous 
mechanisms for cell entry than FIV, suggesting a divergent tropism 
and biological properties of these viruses.143

The World Health Organization reported a new human res-
piratory illness outbreak (severe acute respiratory syndrome, 
SARS) that emerged in Guangdong Province, China in 2003.144,145

Sequence analysis demonstrated that the infectious agent was a 
previously unrecognized coronavirus.146,147 An animal model dem-
onstrating clinical symptoms and pathology of SARS-infected 
patients has not been reported.148 Of interest, the recent report of 
a highly virulent feline coronavirus epidemic in captive African 
cheetahs, a disease model for human SARS, illustrates the critical 
role of ancestral population genetic variation.132 In addition, cats 
injected with the SARS virus developed clinical symptoms, 
an important insight in implicating the virus in the SARS 
epidemic.149–152

The feline panleukopenia (feline distemper) virus has revealed 
a natural history parable in its abrupt transformation of the cat 
virus to an epidemic, fatal canine parvovirus, that emerged in the 
world’s puppy population in 1978.153 In contrast, the canine dis-
temper virus, which is normally restricted to canid species, pre-
cipitously adapted to and decimated East African lions in 1994, 
killing one-third of the lions in the Serengeti ecosystem within a 
9-month outbreak.154 A clear involvement of host defense mecha-

Table 25–2
Feline genome project resources (September, 2006)

1. Somatic cell hybrid panel framework physical map > 100 Type I genes 12, 152
2. Interspecies backcross (ISB) genetic linkage maps 6, 7 
3. Intraspecies Nestlé Purina pedigree genetic linkage map Unpublished
4. 5000-rad radiation hybrid panel and maps 5, 6, 8–10, 122 
5. Flow sorted feline chromosome libraries: reciprocal chromosome paint map 15, 125, 153 
6. Arrayed BAC and PAC libraries 123
7. Tissue/cell line DNA repository of >10,000 exotic and domestic feline specimens 154, 155
8. Domestic cat breed forensic database of 38 breeds, 11 multiplexed optimized STRs 31
9. Domestic cat Y chromosome cosmid library Unpublished

10. Completed sequence 
  a. Whole genome sequence (2-fold coverage) 17
  b. mtDNA sequence 156
  c. Major histocompatibility complex 157
11. Cat genome browser (GARFIELD) 17
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nisms in these and other infectious disease episodes renders the 
cats and their pathogens an excellent candidate species for char-
acterizing the interaction of microbial adaptation and host disease 
gene defenses. Given the critical importance of infectious disease 
in scores of chronic and acute human disease, there are powerful 
research opportunities in the cat family.142,155

Finally, recent concern over the emergence of avian flu H5N1 
has shown a strong susceptibility of cats, both domestic and large 
cats, again raising possibilities for pathogenesis and therapy 
development.156,157

With the development of genomic resources in the cat (Table 
25–2) and the application of complementary comparative tools 
developed in other species, the domestic cat is emerging as a 
promising resource of phenotypically defined genetic variation of 
biomedical significance. Exploration of similar resources in other 
species, particularly the dog and mouse, has provided important 
insight into otherwise unexplained biomedical disorders.
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ABSTRACT
This chapter provides an overview of the use of domestic and 

miniature breeds of swine in biomedical research. Differences 
between breeds of pigs and the most significant anatomic and 
physiological characteristics of the species related to their selec-
tion as biomedical research models are discussed. Husbandry and 
handling techniques that have proven to be beneficial for using 
these animals in research are detailed. Also included are the key 
references for developing and using swine and resources for addi-
tional training and refinement are listed.

Key Words: Swine, Miniature pig, Surgery, Animal models, 
Animal husbandry.

INTRODUCTION
Swine (Sus scrofa domestica) have been used extensively in 

biomedical research and have become a standard general surgical 
model for preclinical studies. Their usage continues to grow while 
other large animal models are decreasing in number. Since the 
1980s there have been a number of conferences held to specifi -
cally identify uses of swine in research. There are detailed publi-
cations on the technical issues1–6 involved in the use of this species 
and reference publications on biology7–10 and models.1,2,11–16

Detailed publications on anesthesia, analgesia, and perioperative 
care are available.1–3,17–19

In this chapter their common uses are described as well as 
some of the technical issues involved in their selection and use as 
biomedical models. Because of the large number of porcine 
models utilized, the anatomic and physiological parameters of the 
various systems that justify their use in biomedical research are 
detailed.

BREEDS AND SOURCES OF SWINE
Most breeds of swine are animals raised commercially for 

meat production. These animals are commonly referred to as 
domestic or farm breeds in the literature. There are hundreds of 
these breeds and common examples are Yorkshire, Landrace, 
Duroc, Hampshire, Pietrain, and Poland China. There are over 50 
breeds of miniature pigs worldwide but only a few of them are 
important in biomedical research. Smaller miniature breeds are 
sometimes referred to as microswine. Some of the most common 

miniature swine used in research are the Yucatan, Hanford, 
Sinclair, Göttingen, Ossabaw, Banna, Vietnamese Potbellied, and 
Meishan.1,2,4,8

The most significant difference between miniature and domes-
tic swine is the growth rate. Farm breeds grow from a birth weight 
of 0.5–1 kg to a weight of >100 kg in 4 months. This is an expo-
nential growth rate that is an economic necessity when raising 
swine for food consumption. However, in a biomedical research 
facility this growth rate is a complication for research as well as 
a potential occupational health hazard. Large swine can be very 
diffi cult to handle and lifting anesthetized animals can lead to 
ergonomic injuries. In the same 4-month period of time miniature 
pigs grow from 0.25 kg to 7–20 kg depending upon the breed. Of 
the most commonly used minipigs the size ranges from smallest 
to largest are Göttingen, Sinclair, Yucatan, and Hanford. The 
Hanford achieves the body weight of an adult human in a year, 
while the smaller breeds weigh <30 kg at the same age.1,2,4,8

Consequently, using domestic breeds for long-term chronic 
experiments is discouraged. Unless growth is part of the study, 
projects using farm pigs for chronic experiments should be limited 
to 3–6 weeks depending on the size of the animal at the start of 
the experiment and the housing capabilities of the institution.

Selection of miniature pigs for an experiment is based upon 
the size and physiological characteristics of the particular breed. 
Piglets may be weaned from the sow between 3 and 6 weeks of 
age. Sexual maturity in swine generally is reached between 4 and 
6 months of age. Consequently studying animals <4 months of 
age would be considered to be a study conducted in neonatal or 
juvenile animals. Depending upon the goals of the study this may 
be a complication.

In general all pigs of the same weight have similar sized organs 
and structures. The difference would be the physiological maturity 
of the organ of interest because the size of the pig is breed depen-
dent. Most organs and systems are physiologically mature by 
sexual maturity. However, the range of weights between miniature 
and domestic breeds at sexual maturity may be as much as a 
100 kg difference. Consequently, the size of an organ such as the 
heart may be substantially different at the same age between 
breeds.

The health status of the source herd is also important.2,20,21 Pigs 
purchased from auctions or conventional farms may have compli-
cating diseases and parasites. In fact, their use may be similar to 
using unconditioned pound source dogs. Large commercial sup-
pliers and operations that specialize in supplying swine for 
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research will generally have a program for prevention of diseases. 
In swine there is a designation of specific pathogen free (SPF), 
which has a proprietary connotation in the United States. These 
are animals that have been raised to prevent diseases that interfere 
with weight gain. SPF swine are not necessarily free of all dis-
eases and it should be used as a starting point when evaluating a 
source of animals. Some pigs are available as Cesarian-derived 
and barrier-reared animals. Housing of these animals with con-
ventional swine is not appropriate because they will become 
infected with organisms that may be subclinical in the other 
animals. The institutional veterinarian should be consulted to pre-
approve the source of animals after evaluation of the herd health 
program.

Shipping of swine between facilities may also be a substantial 
problem that must be overcome.2,22 There are intense and specifi c 
regulations regarding the shipping of swine in interstate com-
merce within the United States, as regulated by the U.S. Depart-
ment of Agriculture (USDA), and even more intense regulations 
need to be followed when shipping between countries. No excep-
tions are made for animals used in research. The institutional 
veterinarian should be knowledgeable about the regulations and 
shipping requirements for animals.

It is important to adequately describe the type of pig used in 
an experimental study in the materials and methods section of 
journal articles. This should include the breed, sex, weight, age, 
and health status of the animal. Hemodynamics should be indexed 
to the body surface area when they are reported. When making 
comparisons between studies these factors need to be taken into 
consideration.

GENETIC MODELS
There are only a handful of spontaneous mutations in swine 

that have been developed as genetically reproducible models. A 
colony of swine with ventricular septal defect (VSD) had a high 
incidence of perimembranous VSD that is similar to the most 
common form of VSD in humans. Affected animals also had a 
high incidence of patent foramen ovale. Pedigree studies indicated 
that the defect was inherited as a polygenic trait.23 Pigs develop 
other congenital heart anomalies that occur in humans, but these 
have generally been described as single case reports and have not 
been genetically reproducible. Swine with mutations of the pre-
dominant bloodborne cholesterol transporter, low-density lipopro-
tein (LDL), have elevated plasma cholesterol levels and have been 
used to model familial hypercholesterolemia in humans.24 Sinclair 
miniature swine spontaneously develop cutaneous melanoma 
lesions that are classified histologically as malignant melanomas. 
Features of the swine model shared with human melanomas are 
the genetic predisposition, spontaneous appearance, similar histo-
logical appearance, capability for malignant transformation, and 
pattern of metastasis. Unlike human melanomas, tumor develop-
ment in swine is not related to exposure to ultraviolet radiation, 
spontaneous tumor regression occurs that is immunologically 
mediated in most pigs, and the melanomas develop only in darkly 
pigmented animals.25 Currently, female Ossabaw swine fed a 
high fat/cholesterol chow are being developed as a model of the 
human metabolic syndrome, characterized by central obesity, 
insulin resistance, impaired glucose tolerance, dyslipidemia, and 
hypertension.26

Current emphasis is on developing transgenic and knockout 
swine for applications in the areas of xenotransplantation, improv-

ing agricultural production, pharmaceutical production, and the 
development of new animal models. The four primary methods 
for producing transgenic pigs include pronuclear injection, oocyte 
transduction, sperm-mediated gene transfer, and nuclear transfer 
(cloning). The various methods and the pigs that have been pro-
duced using these techniques have been summarized by Prather.27

A transgenic swine model of retinitis pigmentosa has been pro-
duced that is characterized by early and severe loss of rod photo-
receptors and a slower degeneration of cone photoreceptors, 
similar to the condition in humans.28 A major goal in producing 
genetically modified swine has been focused on overcoming the 
immunological barriers to xenotransplantation. Cloning technol-
ogy has been used to produce α-Gal-defi cient pigs; however addi-
tional immunomodulating strategies will be necessary for 
xenografting to become clinically feasible.29

INDUCED MODELS
Most of the models using swine are induced, many by surgical 

means, rather than being spontaneous or genetic in origin. The 
most common use of swine is in cardiovascular research, includ-
ing atherosclerosis.2,11,13–15 Investigational surgical procedures of 
various types are also a very common area of usage. Swine have 
become the standard general surgical model, having replaced the 
dog and primates over the past two decades. Included in these 
invasive procedures would be endoscopy, laparoscopic surgery, 
interventional catheterization, transplantation, and xenographic 
technologies.1–3,5,6,30 In addition to the cardiovascular system, 
swine have also been used extensively to study diseases of the 
digestive, urogenital, and integumentary systems.1,2,13–16,31 Swine 
have been used to a lesser degree for other systems, but are emerg-
ing in a variety of new areas, such as safety pharmacology and 
toxicology.2,12,32

CARDIOVASCULAR Cardiovascular models are based 
upon shared anatomic and physiological characteristics with 
humans.1,2,7,11,13–15 Sexually mature Hanford pigs have a similar 
sized heart and blood vessels, however, many of the smaller pigs 
can be used for cardiovascular experimentation if adult sized 
structures are not important. Anatomically the most signifi cant 
difference from humans is the presence of a left azygous vein 
(hemiazygous) that drains the intercostal vessels into the coronary 
sinus of the heart. Therefore, coronary blood flow return in the 
pig is mixed systemic and myocardial blood. This vessel may be 
ligated if total coronary blood flow is required.

The blood supply to the conduction system is right side domi-
nant as in 90% of the human population and significant collateral 
circulation in the coronary system is not present. If a coronary 
vessel is obstructed to create a myocardial infarction, a complete 
infarct is created. Infarcts may be created acutely by ligation of 
a coronary vessel or by injection or blocking agents such as 
microspheres. Chronic or gradual infarction may be created by 
surgically applying osmotic ameroid constrictors around the 
blood vessel or by creating atherosclerotic lesions in the vessel 
lumen.1,2,7,11,13–15,33–35 Myocardial infarction is an intensive area 
of research in swine because of these characteristics.

None of the cardiac conduction systems in animals exactly 
matches that of the human. In the case of the pig the conduction 
tends to be neurogenic rather than myogenic; there are nerve 
fi bers in the atrioventricular node and the bundle branches. The 
pig has large well-differentiated subendocardial Purkinje cells. 
However, the anatomy and parameters of the intracardial electro-
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gram overlap the values in humans and the pig has been used in 
studies of cardiac system ablation and pacemaker testing.36–38

Pigs are susceptible to development of atherosclerosis in a 
manner similar to humans. Over time they develop complex 
lesions. In general, pigs can be fed a diet with 2–4% cholesterol 
and 40% fat to develop generalized lesions over a period of 
approximately 6 months. The process can be accelerated by dam-
aging the endothelium with a balloon catheter. This offers the 
advantage of being able to localize the lesion and decreasing the 
time to production of a significant lesion to 3 months.2,39,40

Almost any model that can be created surgically in other large 
animal species can be developed in swine.2 A major category in 
this area is the production of heart failure and cardiac hypertrophy. 
Concentric hypertrophy is produced by pressure overload of the 
ventricle. Pressure overload is created by placement of a Silastic 
band around one of the great vessels of the heart. The band can 
be placed without constriction in young animals and the band will 
produce constriction and overload as the animal grows. Alterna-
tively, it can be placed tightly to produce a constriction and pres-
sure gradient. In either case hypertrophy of the affected ventricle 
will develop over approximately 3 months.2,41

Volume overload can be produced by severance of the tendi-
nous chordae producing mitral regurgitation. It can also be pro-
duced by creating an arteriovenous fistula or by creating a patent 
foramen ovale. The closer to the heart that the shunt is created, 
the faster is the production of volume overload heart failure and 
eccentric hypertrophy. Fistulas created in the leg will lead to 
hypertrophy and heart failure in approximately 3 months. Fistulas 
between the aorta and pulmonary artery may lead to heart failure 
within a week.2

Rapid epicardial pacing >180 bpm leads to the development of 
dilative cardiomyopathy and congestive heart failure in approxi-
mately 3 weeks. These animals tend to become compromised very 
quickly and frequently have to be maintained on diuretics because 
of the rapid development of disease.42,43

PULMONARY The pulmonary system consists of three 
lobes on either side plus an accessory lobe on the right lung. The 
pulmonary system of the pig is very friable and easily injured. 
The mediastinum is thin and friable and for practical purposes 
should be considered incomplete. The lungs are the shock organ 
for the pig, as in humans. For this reason, pigs have been used as 
endotoxic shock models. Pigs undergo the same phases of hypo-
dynamic and hyperdynamic shock phases after being exposed to 
organisms, toxins, or lipopolysaccharides.2

Pigs have also been used in studies of adult respiratory distress, 
asthma, and oxidative stress. Predominately, they have been used 
in studies of surgical techniques and repair.2

INTERVENTIONAL CATHETER AND MINIMALLY INVA-
SIVE SURGERY TECHNIQUES Swine have become the stan-
dard model for interventional catheterization, endoscopy, and 
robotic and laparoscopic surgical procedures.1,2,34,35,37,38,44–53 At 
fi rst they were utilized as models for training physicians in 
the techniques. This evolved into the replacement of dogs and 
primates as models for testing of these devices and techniques.

Anatomic and physiological characteristics of the vascular 
system contribute to the selection of this model for testing of 
intravascular devices.39,44,46,50,51 The size of the blood vessels in 
larger minipigs is similar to that of humans. In vascular anasto-
mosis procedures or when intravascular stents are implanted pigs 
can develop neointimal hyperplasia more readily than other 

animals at the procedural margin. Neonatal shunts, such as atrial 
septal defects (ASD) and patent ductus arteriosus (PDA), can be 
reopened using balloon catheter procedures. These shunts will 
remain open and can be used for the testing of closure devices. 
Other models such as aneurysms of various types can be created 
surgically. Growth of the cardiovascular system from birth until 
sexual maturity can be used as a model of growth of the human 
heart into the early third decade of life.2

Abdominal, thoracic, and central nervous center minimally 
invasive techniques are routinely performed in porcine models, 
mainly as feasibility and training procedures. Long-term testing 
of devices for preclinical trials are growing in number and the 
model has gained acceptance by the Food and Drug Administra-
tion (FDA).2

DIGESTIVE SYSTEM Physiologically the digestive system 
of the pig is similar to humans probably because pigs are true 
omnivores. However, the anatomy of the gastrointestinal tract has 
some significant differences from humans. The stomach has a 
muscular outpouching called the torus pyloricus that can cause 
delayed gastric emptying with some substances. The mesenteric 
vessels form vascular arcades in the subserosa rather than in the 
mesentery. The cecum and large intestine form a series of cen-
trifugal and centripetal coils that adhere together to form the spiral 
colon in the left upper quadrant of the abdomen. The bile duct 
and the pancreatic duct enter the duodenum separately, rather than 
as a common duct as is found in humans.2,16,54

Swine are used in models involving the physiology of diges-
tion and metabolism. They have special importance in the study 
of diabetes and metabolic syndrome. Pancreatitis and various 
aspects of islet cell transplantation have also been studied in 
porcine models. Endoscopic techniques, especially of the biliary 
system, are routinely studied in porcine models.2,16,54–57

UROGENITAL SYSTEM Swine have true multirenculate, 
multipapillate kidneys making the internal renal anatomy of the 
calyceal system analogous to humans. Swine have been used 
extensively in the study of renal function, renal hypertension, 
hydroureteronephrosis, intrarenal reflux, and the study of inter-
ventional devices for the correction of defects.2,58–62

The reproductive system of the female is a typical bicornuate 
type of uterus with epitheliochorial placentation. The fallopian 
tubes are long and torturous compared to other mammals. The 
male has the same types of accessory sex glands as the human, 
except that the dominant glands are the bulbourethral glands 
rather than the prostate, which is rudimentary. The male also has 
a corkscrew-shaped tip to the penis, a large preputial diverticu-
lum, and a sigmoid flexure. All of these characteristics of the 
penis make it impossible to routinely catheterize the male 
bladder.2,58–62

INTEGUMENTARY SYSTEM/WOUND HEALING Swine 
have been standard models for wound healing and dermal toxicol-
ogy because of the anatomic and physiological characteristics of 
the skin. Swine are relatively hairless with a skin that is tightly 
attached to the subcutaneous tissues as in humans. They have a 
comparable histology except that they have a paucity of eccrine 
sweat glands, a fatty subcutis, and a relatively higher pH value. 
There are similarities in cellular turnover time, permeability, 
transdermal absorption, and dermal metabolism. The microvascu-
lar anatomy is consistent with that of humans and the sizes of 
fl aps, grafts, and dermal wounds have been standardized for com-
parison of therapeutic agents.2,63–67
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OTHER SYSTEMS The systems described above represent 
the majority of the ones in which swine are used as a large animal 
model. Other organs and systems are utilized to a lesser degree 
and usually for a specific focus.2

For example, the musculoskeletal system is rarely utilized for 
studies because of the massive structure of the bones and muscle, 
as would be expected for an animal primarily used for food pro-
duction. Also the epiphyseal closure may take as long as 4 years 
in domestic breeds, while the majority of the species are not 
maintained for that many years. However, some specialized efforts 
related to studies of bone and cartilage metabolism have been 
undertaken.2

The central nervous system (CNS) and sensory organs are 
emerging areas of using porcine models.68–74 Pigs have been used 
in ophthalmic research, mainly because of characteristics of the 
retina and vitreous humor. They are being developed as stroke and 
CNS ischemia models.

The use of swine, miniature breeds in particular, for pharma-
cokinetic and toxicological studies has been increasing.12,75,76 Like 
other species, swine have both similarities and differences from 
humans and multiple species are used for preclinical studies. In 
terms of the cytochrome P450 system pigs have CYP1A, CYP2E, 
and CYP3A activity similar to humans. There is either no infor-
mation or low activity for CYP2B, CYP2C, and CYP2D. Pigs 
have high glucuronidation and acetylation activity but low sul-
fation activity. Pigs have 16 blood types (A–P) with weak blood 
group antigens. Factors V, VIII, and IX are higher compared to 
humans and pigs have faster clotting times. As a general rule in 
our laboratory when we are trying to use a new agent in swine, 
we use the human pediatric dosage.

Xenotransplantation studies are performed for both tissue and 
solid organ transplants. The research is mainly related to the 
transgenic technology issues discussed above. None of the various 
forms of rejection has been completely conquered. There also 
exists the issue of poor physiological function posttransplant, 
even if the rejection issues have been resolved. There is a major 
interest in protecting against xenozoonoses resulting from either 
mutation or a combination of viruses in human recipients. The 
reasons for using swine for this model are their availability as 
compared to nonhuman primates and because of the anatomic and 
physiological similarities.2,77

HUSBANDRY AND HANDLING
HUSBANDRY Swine are social animals and prefer to have 

contact with other swine. Laboratory swine can be housed indi-
vidually or in small groups in pens. Individual housing is common 
in a research setting. If housed individually pigs should have 
visual, olfactory, and auditory contact with conspecifics to prevent 
stress associated with social deprivation.

Proper management practices and knowledge of normal swine 
behavior are required to successfully group house swine. Group 
sizes will be based on the size of the pens and the size of the pigs; 
however, group sizes should be limited to 10–15 animals to main-
tain a stable social hierarchy. Cage partitions should be provided 
to allow subordinant animals to avoid more dominant animals. 
Groups of animals should remain together as long as possible as 
dominance fighting occurs when new animals are added to the 
group. In a research setting, new groups should be established 
when a new shipment of pigs is received. Providing additional 
troughs or greater trough feeding space will allow all animals to 

eat simultaneously; however, differences in body weights may 
occur because of competition during feeding.3

In the United States, space recommendations are specified for 
swine used in biomedical research in the Guide for the Care and 
Use of Laboratory Animals.69 The Council of Europe has recently 
revised their housing standards for research swine.70

Caging for swine should be sturdy since pigs are strong 
animals. Although pigs do not climb, they rub their sides along 
the sides of their cages with considerable force. As an expression 
of their rooting behavior, they will find and manipulate any loose 
items in their environment. Consequently, caging should be of 
solid construction and free of sharp edges and protrusions to 
prevent injury. Chain link fencing may be used for small swine. 
Other suitable materials include aluminum and stainless steel 
caging, which can be configured into vertical bars or solid panels. 
Regardless of cage material, the fencing should interface with the 
fl ooring securely and without gaps to prevent pigs from getting 
their hooves caught.

Swine require secure footing and can develop stress ulcers if 
fl ooring is slippery. Cage flooring can be either solid or on raised 
grids. If solid concrete or epoxy floors are used they should be 
textured to provide secure footing, and bedding of wood shavings 
or straw should be provided for rooting and nesting behavior. Grid 
fl oors increase the ease of sanitation since bedding is not usually 
provided. Spacing of the floor grids should be appropriate to 
prevent hoof damage. Plastic-coated diamond grids with fi ve-
eighths inch openings are suitable for housing swine of multiple 
sizes; however, swine will chew the plastic off the metal as soon 
as a tear in the plastic occurs. Fiberglass slatted floors with a slat 
width of 4.4 cm and a space of 0.64 cm between slats work well 
in the authors’ experience. The slats can be coated with a medium 
grit to promote hoof wear. Regular hoof trimming at 3–6 month 
intervals is required for chronically housed animals if fl ooring 
does not maintain hoof wear.2

Cages that do not use bedding should be hosed daily to remove 
waste and minimize odors. Daily removal of soiled bedding is 
recommended when deep bedding is used. A complete change of 
bedding should be done one or two times a week. Cages should 
be sanitized no less than every 2 weeks by pressure washing for 
cleaning units in place or by cage washing modular units after 
they have been broken down. Pigs should be removed from their 
cages during routine cleaning to prevent contact with detergents 
and chilling from being wet. However, they readily accept baths 
and can be kept clean using a mild soap and warm water.

Swine readily use automatic watering systems, which are pre-
ferred to buckets. Swine require approximate 2.5 liters of water/kg 
of feed and can spill or soil water that is supplied in buckets. 
Feeders should be securely attached to cage sides to be able to 
withstand the excitement associated with feeding and the ten-
dency of the pigs to root cage objects. Stainless steel or Tefl on 
feed troughs are easily sanitized and are preferable to bucket 
feeders used in agricultural settings. Consideration should be 
given during cage design to the placement of the location of 
feeders and watering devices since swine will develop a dunging 
pattern and will defecate at the opposite end of the cage from 
where they are fed.

Laboratory swine should be provided with environmental 
enrichment to satisfy their intense need to chew and root, espe-
cially if bedding is not provided. We have successfully used large 
plastic balls, plastic dog toys, items that hang from chains, and 
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nylon brushes attached to fencing. Hanging items satisfy the need 
to chew and rub while items provided on the floor are used for 
rooting. Enrichment items need to be included in routine cage 
sanitation since pigs will avoid them if they become soiled. Rota-
tion of enrichment items and limiting access to them for several 
hours a day will help maintain their novelty.

HANDLING Laboratory swine are easily trained using 
gentle handling techniques and positive reinforcement. Food 
items such as canned dog food, cookies, apples, and carrots can 
be used for training. Agricultural methods of handling and 
restraint, such as snout snares and suspension by the rear legs, are 
aversive and stressful to swine and are inappropriate in a research 
setting. Swine adapt readily to daily routines, including special 
handling practices common to research settings. Small pigs may 
be carried in the handler’s arms, similar to handling a large dog. 
Larger pigs can be gently restrained against the side of a cage 
using a swine board. If prolonged restraint is necessary animals 
can be trained to use a humane restraint sling following a period 
of acclimation.

Pigs should be approached quietly in a crouched position since 
bending toward them is perceived as threatening. Rubbing pigs 
gently on the abdomen has a calming effect and can be used to 
aid physical examination. Swine can be trained to move out of 
their cages and guided with the use of a pig board or they can be 
trained to walk using a harness and leash.71

Laboratory swine that are cared for and handled gently interact 
readily with people. In fact, human–pig interaction is an important 
part of their environmental enrichment and contributes to their 
well-being in a research setting.

CONCLUSIONS
Swine will continue to be developed as translational research 

models and it is expected that their use will continue to outpace 
the growth of other large animal species in this arena. We receive 
frequent inquiries to troubleshoot protocols from investigators 
outside our institution. In the authors’ experiences most of the 
complications that occur in porcine protocols are related to anes-
thetic, perioperative care and surgical issues. Anesthetic and peri-
operative care protocols must be designed with specific attention 
to the physiological effects of the agents and their potential for 
interference with the experimental goals. Surgical complications 
are usually related to inadequate aseptic technique or improper 
wound closure techniques.

There are current courses, CD Rom training programs, and 
technical publications2,3,5,6 to help ameliorate these issues. Many 
of the helpful techniques are located online in various websites, 
which are listed below:

1. Contains a swine literature database from the Animal 
Welfare Information Center:

  http://www.nal.usda.gov/awic/pubs/swine/swine.htm
2. Contains reviews of models and Sinclair, Hanford, and 

Yucatan information:
  http://www.sinclairresearch.com/

3. Tutorial on swine procedures in research: Laboratory 
Animal Training Association:

  http://www.latanet.com/online/onlinetr.htm
4. Biology and diseases of swine:

  http://www.ivis.org/advances/Reuter/swindle/chapter_
frm.asp?LA=1

5. Basic information on swine:
  http://www.aphis.usda.gov/vs/ceah/cahm/Swine/swine.

htm
  http://www.nal.usda.gov/awic/pubs/swinehousing/swine-

housing2.htm
6. Göttingen minipig background information:

  http://minipigs.dk
7. CD Rom training series on husbandry, handling, injection 

techniques, anesthesia, analgesia, and perioperative care:
  http://www.latanet.com/desktop/drs.html
  http://www.latanet.com

8. National Swine Research Resource Center–Transgenic 
and Cryopreservation Technology:

  http://www.nsrrc.missouri.edu/
9. Medical University of SC-Swine Training Courses:

  http://research.musc.edu/dlar/Swine%20Training%20Cou
rses.htm
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27 The Minipig as an Animal Model in 
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ABSTRACT
Pigs and miniature pigs are steadily gaining importance as 

large animal models in the field of regenerative medicine, includ-
ing stem cell research. With their size, organ capacity, and physi-
ology resembling in several aspects that of humans, pigs are well 
suited for preclinical experiments and long-term safety studies. In 
this chapter, we summarize our experience with the isolation and 
culture of several somatic stem cell populations from fetal and 
adult pig tissue and briefly review their potential usefulness in 
future stem cell-based therapies. We also provide protocols for the 
isolation of fetal porcine neural stem cells (NSCs), adult bone 
marrow mesenchymal stem cells (MSCs), and epidermal progeni-
tor cells (EPCs) from adult hair follicles.

Key Words: Animal model, Minipig, Swine, Neural stem 
cell, Mesenchymal stem cell, Epidermal stem cell, Cell transplan-
tation, Biomedicine, Method(ology).

INTRODUCTION
In basic biomedical research, rodents still remain the fi rst 

choice as animal models of disease due to their relatively low 
purchase and maintenance costs, short gestation time, large litter 
size, and the availability of a large number of genetically well-
defi ned inbred and transgenic strains. However, to apply results 
obtained from rodent-based research at clinically more relevant 
levels, larger animals like dogs and nonhuman primates often 
become necessary. In that respect, pigs offer several advantages 
in comparison to these more traditional mammalian models:

1. Organ systems (e.g., heart and blood vessels, immune 
system, liver, kidney, and skin) resemble their human 
counterparts in size and physiology.

2. Life span is substantially longer than in rodents (10–15 
years vs. ∼3 years) allowing for long-term safety studies.

3. Easier handling, lower price, and less ethical controversy 
in comparison to nonhuman primates.

As immunological barriers to xenotransplantation are being 
overcome1,2 and despite the recent debate over the risks of porcine 
endogenous retrovirus (PERV) transmission to humans,3–5 pigs are 
considered the most suitable donors of organs and tissues for 

transplantation-based therapies.6,7 Being so important in applied 
biomedical research, it is beyond the scope of this chapter to fully 
describe all the presently available pig disease models. Therefore, 
given the recent boom and belief in the promises of new stem 
cell-based therapeutic approaches, we decided to focus on novel 
methodologies specifically adapted for the isolation and propaga-
tion of several pig-derived stem cell populations and briefl y 
review their possible applications. Although a few reports on the 
isolation of porcine embryonic stem and germ cells have been 
published,8–10 optimal culture conditions for expanding these cells 
in their undifferentiated state have yet to be determined. Thus, we 
decided to cover the field of somatic stem cell isolation and 
culture, for which proven protocols are available.

The Institute of Animal Physiology and Genetics in Libechov 
imported the first miniature pigs in 1967 from the Hormel Insti-
tute, University of Minnesota (two boars and three sows) and from 
the Institute for Animal Breeding and Genetics, University of 
Göttingen, Germany (two boars and four sows). During the next 
40 years of breeding, animal health and body shape were thor-
oughly controlled and outbreeding conditions were maintained by 
imports of several additional boars from Göttingen. The continu-
ous selection made it possible to increase the average litter size 
(now about 8–10 piglets) and to fix the white color. The animals 
reach sexual maturity at about 4 months of age, when they weigh 
about 12–15 kg. While gradually including porcine somatic stem 
cells in our current research, we have also initiated a minipig 
inbreeding program. At present, we have two families with an 
inbreeding index of 0.6–0.7 allowing us, for example, to trans-
plant neural stem cells without immunosuppression. All the exper-
imental procedures described in this chapter were successfully 
performed on animals from this breed.

ISOLATION AND IN VITRO DIFFERENTIATION 
OF NEURAL STEM CELLS FROM FETAL PORCINE 
CENTRAL NERVOUS SYSTEM

Neural stem cells (NSCs) capable of self-renewal and differ-
entiation into all major cell types of the neural lineage can be 
successfully isolated from the fetal and adult central nervous 
system (CNS) of a variety of mammals. These cells hold an enor-
mous therapeutic potential for the cure of many devastating 
acquired and hereditary diseases, including spinal cord injuries 
and neurodegenerative disorders (Parkinson’s, Huntington’s, and 
Alzheimer’s disease, or multiple sclerosis).11

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Parkinson’s disease (PD), in which a specific population of 
dopaminergic neurons in the brainstem needs to be replenished 
and sufficient striatal dopamine levels reestablished to achieve a 
successful therapy, lends itself particularly well for a transplanta-
tion approach using fetal neural tissue or expanded neural pro-
genitors. As fetal neural tissue of human origin is not available in 
suffi cient amount and its use is highly controversial ethically, the 
ontogenesis of fetal porcine brain was studied with the intention 
to explore its usefulness as a possible source of dopaminergic 
cells.12 It was concluded that the 28-day-old porcine fetus is 
optimal for derivation of brain tissue that could be used for xeno-
transplantation in PD treatment. The first transfer of mesence-
phalic tissue isolated from 25- to 28-day-old porcine fetuses 
occurred unilaterally into the striatum of 12 PD patients, a number 
of which experienced some improvement of symptoms without 
major adverse effects of the grafts.13,14 Nevertheless, despite 
earlier assumptions that the brain is an absolutely immunoprivi-
leged site, rejection of allogenic and xenogenic grafts can occur 
without immunosuppression.15 Consequently, as neural precursors 
expanded in vitro appear to be less immunogenic than primary 
neural tissue and a recent study demonstrated the potential thera-
peutic usefulness of NSCs grafted into a rodent model of PD,16

the survival of xenografted porcine neural precursors in a rat 
model of PD was investigated17 and a pig model of MPTP-induced 
parkinsonism was successfully established for autotransplantation 
or allotransplantation studies.18,19

Huntington’s disease (HD) represents another potential target 
for NSC-based therapy. Unfortunately, a first clinical study using 
fetal porcine striatal tissue for xenotransplantation into 12 HD 
patients13 did not show any significant improvement of the patients’ 
conditions. In 2000, Matsuyama et al.20 identifi ed the porcine 
huntingtin gene and 1 year later the derivation of the first minia-
ture pig expressing the huntingtin transgene under the control of 
the neuron-specific enolase promoter was reported by Uchida 
et al.21 Since no further reports on this topic have been published 
since, we still lack an effective HD model in the pig. Yet with the 
recent advances in transgenesis in swine, the establishment of a 
transgenic HD model in this animal is hopefully not too far 
away.

The protocol given below was optimized for the isolation of 
neural precursors from the telencephalon of 27-day-old (E27) 
porcine fetuses, but can be readily adapted for the isolation and 
expansion of cells from other parts of the fetal pig CNS and also 
for E40 neural progenitors. These cells can be signifi cantly 
expanded in culture and used both for in vitro experiments and in
vivo transplantation studies.

MATERIALS Unless stated otherwise, all media and reagents 
were purchased from Sigma. Where necessary, catalogue numbers 
are given in parentheses at the place of the first appearance in the 
text.

1. Common surgical instruments: forceps, scissors, scalpels, 
syringes, and needles.

2. Anesthesia: azaperonum (Stresnil, Janssen Animal Health), 
atropine (Atropin, Biotika), ketamine (Narkamon, Leciva), and 
halothane (Narcotan, Leciva).

3. Plasticware: 70-µm cell strainers (Falcon), 15-ml and 50-ml 
centrifuge tubes, plastic pipettes, 10-cm Petri dishes, 24-well 
culture plates (all TPP), 25-cm2 low-adhesion culture fl asks 
(Nunc), and cryogenic vials (Corning).

4. Glassware: sterile beakers, Pasteur pipettes, and 12-mm 
round coverslips.

5. P1000, P200, and P20 micropipettes.
6. Sterile phosphate-buffered saline (PBS), laminin (23017–

015, Gibco), and fibronectin (F1141) for coating coverslips, 
Accutase (A6964) for cell dissociation, and fetal bovine serum 
(FBS, F7524).

7. NSC culture medium: 500 ml of DME/F12 with 15 mM 
HEPES (D6421), supplemented with 6.25 ml of 200 mM l-alanyl-
l-glutamine (G8541), 0.5 ml of 50 mg/ml gentamicin (G1397), 
and 2.5 ml of heparin (H3149, 1 U/µl in DME/F12). Freezing 
medium: NSC medium with 20% dimethyl sulfoxide (DMSO, 
D2650).

8. Culture supplements and growth factors: B-27 supplement 
minus vitamin A (12587–010, Gibco), human recombinant basic 
fi broblast growth factor (bFGF) (100–18B, PeproTech), epider-
mal growth factor (EGF) (E9644), and all-trans-retinoic acid 
(R2625).

9. Trypan blue (T8154) and hemocytometer.

METHODS
Cell Isolation

1. Euthanize the timed pregnant sow by overdose anes-
thesia: after premedication with an im injection of 
2.0 mg/kg body weight (bw) azaperonum and 1 mg/
animal atropine, deeply anesthetize with 20 mg/ kg bw 
ketamine.

2. Remove the uterus by cesarean section and place on 
ice.

3. Rinse the uterus briefly with 70% ethanol, liberate the 
fetuses from their amniotic sacs, and collect them in a 
beaker with ice-cold phosphate-buffered saline (PBS).

4. From this time on, work in a laminar flow hood.
5. Place the fetus in a 10-cm dish and with sharp scissors 

or a surgical blade cut off a wedge-shaped head 
region containing most of the brain as indicated in 
Figure 27–1A.

Figure 27–1. Preparation of neurospheres. (A) Example of a 27-
day-old porcine fetus. The white line illustrates the cuts necessary to 
dissect the brain. (B) Phase contrast microphotography of neuro-
spheres after 10 days in culture. (C) A secondary neurosphere 10 days 
after passage still contains many dividing cells, as indicated by immu-
nolabeling for Ki-67 (C′). The nuclei of cells within the sphere are 
counterstained with propidium iodide.
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6. Remove the brain from the membranous scull, wash with 
cold PBS, and, with sharp forceps, remove all meningeal 
membranes and blood vessels (pink color) from the rest 
of the tissue (white).

7. Collect the dissected brain tissue from all fetuses in ice-
cold PBS and cut into small pieces with surgical 
scissors.

8. Centrifuge at 700 × g for 3 min, resuspend in 5 ml of ice-
cold NSC culture medium, and break up the tissue by 
trituration with a Pasteur pipette (bore size 2–3 mm).

9. Centrifuge at 700 × g for 3 min, resuspend in 2 ml of 
ice-cold NSC culture medium, and make a final single-cell 
suspension by trituration using a P1000 micropipette 
tip.

10. Pass the cell suspension through a 70-µm Falcon cell 
strainer, wash the cell strainer with 10 ml of NSC medium, 
and collect a filtered, single-cell suspension in a 50-ml 
centrifuge tube.

11. Centrifuge at 700 × g for 5 min to collect cells and wash 
with fresh medium. Repeat three times.

12. Resuspend the cells in NSC medium supplemented with 
B27 (20 µl/ml), EGF, and bFGF stocks (1 µl/ml, final con-
centration of 20 ng/ml each).

13. Count the cells using a hemocytometer and either plate 
them for neurosphere culture or cryopreserve for later use 
(see below).

Culture and Passaging
1. Plate the cells at a final density of 5–10 × 103 cells/cm2 in 

low-adhesion 25-cm2 culture flasks with 8 ml of complete NSC 
medium (with B27, EGF, and bFGF).

2. Culture at 37°C in a humidified 5% CO2 incubator.
3. Supplement the cultures every third day with fresh 

growth factors (EGF and bFGF) and once a week replace half 
of the culture medium with fresh medium and supplement with 
B27.

4. Neurospheres should become visible under phase-contrast 
optics after 7–10 days (Figure 27–1B). They should be of a nearly 
perfect spherical shape with clearly defined edges and tightly 
packed cells.

5. Passage spheres, when they reach about 100–150 µm in 
diameter, usually after 12–14 days in culture, as follows.

6. Transfer the culture medium with neurospheres from the 
25-cm2 flask to a 15-ml centrifuge tube and spin at 700 × g for 
3 min. Aspirate the culture medium and save as conditioned 
medium for replating of the cells.

7. Resuspend the pelleted neurospheres in 1 ml of Accutase 
prewarmed to 37°C and incubate for 5 min at the same 
temperature.

8. Add 1 ml of fetal bovine serum (FBS) and 10 ml of cold 
NSC medium to stop the enzyme action. Centrifuge at 120 × g
for 3 min. Aspirate as much supernatant as possible to remove 
most of the FBS (can induce cell differentiation).

9. Add 400 µl of fresh NSC medium and finish the dissociation 
of the neurospheres to a single cell suspension by trituration 
through a P1000 micropipette tip (10–15 strokes).

10. Dilute a 10-µl aliquot of the cell suspension 1 : 1 
with trypan blue and count the viable cells with a 
hemocytometer.

11. Replate the cells at a final concentration of 5–10 × 103

cells/cm2 in a 1 : 1 mix of fresh and conditioned NSC medium and 
add fresh B27, EGF, and bFGF.

12. If a clonal origin of secondary neurospheres is desir-
able, plate the cells at a lower density (about 1000 cells/cm2) in 
conditioned medium only, with fresh growth factors and B27 
supplement.

Cryopreservation
1. Prepare freezing medium: 20% DMSO in complete NSC 

medium.
2. Prepare cryovials and label them with cell type, date, and 

cell passage number.
3. For cryopreservation of cultured cells, freezing of whole 

neurospheres when they reach a diameter of 50–100 µm usually 
gives the best results. All spheres from one 25-cm2 culture fl ask 
are frozen in one cryovial.

4. Pellet the neurospheres by centrifugation at 700 × g for 
3 min, aspirate all but 0.5 ml of the culture medium, and gently 
resuspend the spheres.

5. Transfer the suspension to cryovial(s) and while gently 
swirling, add dropwise 0.5 ml of freezing medium.

6. Let the cell suspension equilibrate in the freezing medium 
for 10 min at room temperature.

7. Transfer the cryovials to a polystyrene box with ∼2-cm-
thick walls and leave it at −80°C overnight.

8. For long-term storage, transfer the cryovials to liquid nitro-
gen or a −180°C cryofreezer.

9. For freezing of cell suspensions from fresh isolations, dilute 
the cells to a final concentration of 2 × 107 cells/ml in complete 
NSC medium and aliquot 0.5 ml per cryovial. Continue from point 
5 as with neurosphere freezing.

In Vitro Differentiation
1. Working in a laminar flow hood, place 12-mm round 

coverslips washed with ethanol into a 24-well culture plate and 
let them air dry.

2. Dilute the fibronectin stock with PBS to a final concentra-
tion of 10 µg/ml and pipette 0.4 ml of the solution per well. Incu-
bate it for 1 h at room temperature.

3. Prepare a laminin solution by thawing the laminin stock 
slowly on ice and diluting it to 10 µg/ml in NSC medium. Aspirate 
the fibronectin solution from the wells and immediately add 
0.4 ml of laminin to each well. Incubate it for 2–3 h at room 
temperature.

4. Aspirate the laminin solution and plate 6–10 neurospheres 
in 50 µl of NSC medium on each coverslip. Incubate the culture 
plate for 45 min at 37°C/5% CO2 and let the spheres attach to the 
coverslips.

5. Add 1 ml of NSC medium with B27 supplement and 
1µM all-trans-retinoic acid without growth factors to each 
well.

6. Culture for 5–10 days.
7. Fix the cells on coverslips with 4% paraformaldehyde and 

process for standard immunolabeling. Several antibodies against 
NSCs and differentiated cells have been demonstrated to work on 
porcine cells; these are summarized in Table 27–1. An example 
of a whole neurosphere stained for the proliferation marker Ki-67 
is shown in Figure 27–1C.
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ISOLATION AND IN VITRO DIFFERENTIATION 
OF PORCINE MESENCHYMAL STEM CELLS

Mesenchymal stem cells (MSCs) represent a pluripotent cell 
population located in the stromal compartment of the bone 
marrow. These cells can differentiate into cells of mesenchymal 
lineage and form bone, cartilage, and adipose tissue.22,23 Differen-
tiation of MSCs into cardiomyocytes was also reported.24 As
MSCs can easily be isolated from a patient’s own bone marrow 
and substantially expanded in vitro, they are a very attractive cell 
source for many cell transplantation-based therapies.

Infarcted myocardium is one of the potential targets for the 
therapeutic use of MSCs.25 Many myocardium infarction models 
exist in the pig26 and transplantation of allogenic porcine 
MSCs27,28 into such models resulted in some improvement in 
heart function. Several methods of MSC delivery (intravenous, 
intracoronary, and endocardial) were studied by Freyman et al.29.

Labeling of MSCs with superparamagnetic iron oxide (SPIO) 
allows targeted delivery and in vivo observation of such trans-
planted cells.30–32

MSCs readily differentiate into chondrocytes and osteoblasts 
and are regarded as an excellent source of cells for bone and car-
tilage reconstruction and tissue engineering. Thus, a reconstruc-
tion of bone by osteoinduction was recently demonstrated in a 
porcine model33 where endogenous porcine MSCs were induced 
to differentiate into osteoblasts by acellular implants of recombi-
nant human bone morphogenetic protein-2 (rhBMP-2) bound to 
an absorbable collagen sponge. Transplantation of chondrocytes 
was used for articular cartilage repair in a porcine model34,35 but 
with limited amount of autologous donor cartilage available for 
chondrocyte harvest, MSCs represent an interesting alternative 
source.

In the following protocol, both isolation and in vitro expansion 
of porcine MSCs are described. In vitro differentiation into adi-
pocytes, osteoblasts, and chondrocytes can be used to demonstrate 
the multilineage potential of isolated cells. A short-term chondro-

genic induction protocol can be applied if MSCs are to be used 
for cartilage tissue therapy experiments.

MATERIALS Unless stated otherwise, all media and reagents 
were purchased from Sigma. Where necessary, catalogue numbers 
are given in parentheses at the place of the first appearance in the 
text.

1. Common surgical instruments: forceps, scissors, scalpels, 
syringes, and needles; Iliac-Crest 15 G/70-mm bioptic needle 
(Somatex).

2. Anesthesia: azaperonum (Stresnil, Janssen Animal Health), 
atropine (Atropin, Biotika), ketamine (Narkamon, Leciva), and 
halothane (Narcotan, Leciva).

3. Plasticware: injection syringes (Braun), 70-µm cell strain-
ers (Falcon),15-ml and 50-ml centrifuge tubes, plastic pipettes, 
10-cm Petri dishes, 75-cm2 culture flasks, and 24-well plates (all 
TPP).

4. Glassware: 12-mm round coverslips.
5. P1000, P200, and P20 micropipettes.
6. Ficoll-PaqueTM Plus, density 1077 g/ml (Amersham), 

heparin solution 25,000 IU/ml (Zentiva), PBS, and FBS 
(F7524).

7. Trypan blue (T8154) and hemocytometer.
8. MSC culture medium: 500 ml of minimal essential medium 

(MEM)-α (22561–021, Gibco) with 0.55 ml of 50 mg/ml genta-
micin (G1397) and 50 ml of FBS. Freezing medium: MSC medium 
with 20% DMSO (D2650).

9. Trypsin-EDTA solution: 0.25% trypsin (T4799) with 0.02% 
EDTA in Hanks’ balanced salt solution.

10. Chondrogenic medium: MSC medium supplemented 
with 100 nM dexamethasone (D4902), 50 µg/ml ascorbic 
acid 2-phosphate, and 1% ITS (Insulin-Transferrin-
Selenium, I3146); tumor growth factor (TGF)-β1 (240-B, 
R&D).

11. Osteogenic medium: MSC medium supplemented with 
10 nM dexamethasone, 50 µg/ml ascorbic acid 2-phosphate, and 

Table 27–1
Antibodies suitable for labeling of porcine neural stem cells and their differentiated progenies

Supplier/catalog number Antigen Type Recommended dilution Labels

Sigma, C5922 CNPase (2′,3′-cyclic
nucleotide
3′-phosphodiesterase)

Mouse IgG1 1 : 100–1 : 500 Oligodendrocytes, 
Schwann cells

Sigma, G9269 GFAP (glial fi brillary 
acidic protein)

Rabbit polyclonal 1 : 500–1 : 2000 Astrocytes

Sigma, C9205 GFAP (glial fi brillary 
acidic protein)

Mouse IgG1, Cy3 
conjugate

1 : 500–1 : 2000 Astrocytes

Dako, M7240 Ki–67 Mouse IgG1 1 : 200–1 : 1000 Nuclei of proliferating 
cells

Endogen, MN–1070 MAP2 (microtubule- 
associated protein–2)

Mouse IgG1 1 : 200–1 : 500 Neurons

BD, 93398 Nestin Mouse IgG1 1 : 400 Stem/progenitor cells
Chemicon, MAB377 NeuN (neuronal nuclei) Mouse IgG1 1 : 100–1 : 1000 Nuclei of postmitotic 

neurons
R&D, AF1638 Nucleostemin Goat polyclonal, IgG 10 µg/ml Nucleoli of stem cells
Sigma, T1299 Tyrosine hydroxylase Mouse IgG1 1 : 100 Catecholaminergic cells
Exbio, Tu–20 βIII–tubulin Mouse IgG1 1 : 500 Early neuronal 

differentiation
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10 mM β-glycerophosphate; collagen type I 1 mg/ml solution 
(C8919) and vitronectin (V9881).

12. Adipogenic induction medium: MSC medium supple-
mented with 1% ITS, 10 mM sodium pyruvate, 0.5 mM IBMX 
(3-isobutyl-1-methyl-xanthine, I5879), 0.2 mM indomethacin 
(I7378), and 1 mM dexamethasone.

13. Adipogenic maintenance medium: MSC medium supple-
mented with 1% ITS and 10 mM sodium pyruvate.

METHODS
Isolation of Bone Marrow Mononuclear Cells

1. Premedicate a pig with an im injection of 1 mg/animal atro-
pine, followed by 2.0 mg/kg bw of azaperonum 15 min later. As 
soon as sedation is induced, anesthetize the pig with 5 mg/kg bw 
of ketamine and maintain anesthesia with halothane.

2. Place the pig on its right side. Clean shave, clip, and asepti-
cally prepare an operation field over the left coxal spine (tuber 
coxae allae ossis illi). Make a narrow scalpel incision through the 
skin and subcutis up to the coxal spine.

3. With a 15 G/70-mm bioptic needle, penetrate the bone and 
aspirate 10 ml of bone marrow from the coxal spine pulp chamber 
into a 20-ml syringe containing 10 ml of PBS with 2% FBS and 
25 IU/ml heparin (Figure 27–2A).

4. From this time on, work in a laminar flow hood.
5. Let the Ficoll-Paque equilibrate to room temperature, mix 

well by inverting the bottle several times, and transfer 15 ml into 
a 50-ml centrifuge tube.

6. Carefully overlay 20 ml of bone marrow blood mixed 1 : 1 
with PBS-FBS-heparin. It is important not to mix the Ficoll-
Paque with the diluted blood sample.

7. Centrifuge at 400 × g for 30 min (20°C).
8. By centrifugation through the Ficoll-Paque density gradi-

ent, the cell suspension is separated, with erythrocytes and granu-
locytes at the bottom of the tube and the mononuclear cells located 
in a thin opalescent layer on the interface between Ficoll-Paque 
and blood plasma (Figure 27–2B).

9. Carefully aspirate and discard the blood plasma. Aspirate 
the opalescent layer of mononuclear cells and transfer into a 
15-ml centrifuge tube containing 10 ml of MSC culture medium.

10. Centrifuge at 250 × g for 10 min, discard the supernatant, 
and resuspend in 10 ml of fresh medium. Repeat the wash step 
once more.

11. Resuspend the cells in 5 ml of MSC medium, mix a 10-µl
aliquot with 10 µl of trypan blue, and count the viable cells using 
a hemocytometer.

Cell Culture and Passaging

  1. For initial selection of mesenchymal stem cells, plate iso-
lated bone marrow mononuclear cells at a final density of 
5 × 105 cells/cm2 in MSC medium and culture at 37°C in 
a humidified 5% CO2 incubator.

  2. After 48 h of culture, aspirate and discard the culture 
medium with all the nonadherent cells, wash the culture 
fl ask with PBS, and feed the cells with fresh MSC 
medium.

  3. Feed the cells with fresh medium every 3 days.
  4. The fi rst fibroblast-like colonies should appear in 4–5 days 

from the start of culture.
  5. Passage cells when they reach ∼80% confluency (usually 

7–10 days from the start of the culture).
  6. Aspirate the culture medium and wash the cell monolayer 

with PBS to remove all traces of FBS.
  7. Add 5 ml of a trypsin-EDTA solution per 75-cm2 culture 

fl ask and spread evenly over the cell layer. Leave this for 
15–20 sec.

  8. Aspirate the trypsin solution from the cells and incubate 
the flask for 3 min more at 37°C.

  9. Add 10 ml of MSC medium and disperse the cells by 
repeated pipetting of the medium over the monolayer.

10. For routine subculture, split the cell suspension into a new 
fl ask 1 : 2 or 1 : 3.

Cryopreservation

1. Prepare freezing medium: 20% DMSO in MSC medium.
2. Prepare cryovials and label them with cell type, date, and 

cell passage number.
3. Detach the cells as described for passaging, resuspend 

them in 10 ml of MSC medium, and centrifuge at 700 × g
for 3 min.

4. Resuspend the cells in 5 ml of MSC medium and count 
viable cell numbers by the trypan blue exclusion method 
using a hemocytometer.

5. Adjust the cell density to 1 × 107 cells/ml and aliquot 
0.5 ml per cryovial. While gently swirling the cryovial, 
add dropwise 0.5 ml of freezing medium.

6. Let the aliquots equilibrate for 10 min at room 
temperature.

7. Transfer the cryovials to a polystyrene box with ∼2-cm-
thick walls and leave them at −80°C overnight.

8. For long-term storage, transfer the cryovials to liquid 
nitrogen or a −180°C cryofreezer.

In Vitro Chondrogenic Differentiation of Porcine Mesen-
chymal Stem Cells

1. For short-term induction of chondrogenic differentiation, 
resuspend 1 × 107 porcine MSCs in 2.5 ml of chondrogenic 
medium supplemented with 100 ng/ml of TGF-ß1.

2. Incubate at 37°C for 30 min.
3. Centrifuge the cells at 700 × g for 3 min.

Figure 27–2. Isolation of mesenchymal stem cells. (A) Bone 
marrow is aspirated from the coxal spine pulp chamber with an iliac 
crest bioptic needle. (B) Distribution of cells separated by centrifuga-
tion through a Ficoll-Paque density gradient. Mesenchymal stem cells 
are present within the opalescent mononuclear cell layer.
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4. The cell suspension prepared in this way can be used for 
cell transplantation or embedding into a scaffold matrix.

5. For long-term in vitro chondrogenic differentiation, resus-
pend 2 × 105 porcine MSCs in 0.5 ml of chondrogenic 
medium containing 10 ng/ml of TGF-ß1 in a 15-ml centri-
fuge tube.

6. Centrifuge at 700 × g for 5 min.
7. Culture the pelleted cells in a 15-ml centrifuge tube with 

loosened cap to allow gas exchange at 37°C in a humidi-
fi ed 5% CO2 incubator. After 24 h, the cells should form 
a single spherical cluster.

8. Culture the MSC cell cluster for 14 days and feed every 
3 days with fresh chondrogenic MSC medium with 10 ng/
ml of TGF-ß1.

In Vitro Osteogenic Differentiation of Porcine Mesenchy-
mal Stem Cells

1. Dissolve vitronectin in sterile ddH2O to 0.5 mg/ml and mix 
with collagen in PBS to obtain a final concentration of 12 µg/ml
for each ECM molecule. Add 0.5 ml of collagen/vitronectin 
mixture to each well in a 24-well culture plate and incubate 
overnight at 37°C in a humidified 5% CO2 incubator. Just before 
use, aspirate the collagen/vitronectin solution and wash 1× with 
PBS.

2. Plate 6 × 104 MSCs in 1 ml of MSC medium per culture 
well.

3. Culture at 37°C/5% CO2 until confl uency.
4. Replace the MSC medium with osteogenic medium.
5. Continue the culture for 14–17 days. Every 3 days, feed the 

cells with fresh osteogenic medium.

In Vitro Adipogenic Differentiation of Porcine Mesenchy-
mal Stem Cells

1. Plate MSCs at 1000 cells/cm2 in adipogenic inducing 
medium and culture for 3 days at 37°C in a humidifi ed 
5% CO2 incubator.

2. Exchange the medium for the adipogenic maintenance 
medium. Feed the cells every 3 days with fresh medium, 
alternating both media types, and continue the incubation 
for 28 days.

ISOLATION AND CULTURE OF PORCINE 
EPIDERMAL PROGENITOR CELLS

Pig skin has many similarities to its human counterpart and 
has been serving for some time as an excellent experimental 
model for wound healing, skin substitution, and burn treatment. 
Two extensive reviews addressing the pig as a model for skin 
wound healing were published recently by Sullivan et al.36 and 
Middelkoop et al.37

Acellular porcine dermis can be used to support human epi-
dermal sheet cultures38 and autologous transplantation of human 
keratinocytes is currently the main approach for treatment of 
severe burns and chronic skin wounds. Unfortunately, the amount 
of autologous tissue that can be harvested for transplantation is 
limited. Hence, there is great interest in epithelial stem cells, 
which, after expansion in vitro, could produce sufficient numbers 
of keratinocytes. So far, skin epithelial stem cells and their niche 
have been studied mainly in the mouse model39,40 and cells with 
stem cell characteristics were identified both in interfollicular 
epidermis and in the bulge region of hair follicles. Because porcine 

skin is a better model for human wound healing than rodent skin, 
the isolation of similar stem-like cells of porcine origin is likely 
to provide new insights and powerful treatment opportunities in 
the field of burn treatment and skin substitution.

The methodology described below is adapted from the article 
of Klima et al.41 It allows the isolation of spherical clusters con-
taining high proportions of undifferentiated porcine cells of epi-
dermal origin.

MATERIALS Unless stated otherwise, all media and reagents 
were purchased from Sigma. Where necessary, catalogue numbers 
are given in parentheses at the place of the first appearance in the 
text.

1. Plasticware: 6-cm low adhesive culture dishes (Nunc), 6-
cm tissue culture-treated culture dishes, and 15-ml centrifuge 
tubes (all TPP).

2. Surgical instruments: forceps, scissors, scalpels, and insulin 
syringe.

3. 70% ethanol, 10% Betadine (Egis Pharmaceuticals), 
PBS, crude collagenase (Sevapharma) solution: 0.4 mg/ml in 
Dulbecco’s modified Eagle medium (DMEM), trypsin-EDTA 
solution: 0.25% trypsin (T4799) with 0.02% EDTA in Hanks’ 
balanced salt solution.

4. EPC culture medium: 500 ml of DMEM (D6546) supple-
mented with 50 ml of FBS (F7524), 20 ml of 200 mM l-alanyl-l-
glutamine (G8541), 0.5 ml of 50 mg/ml gentamicin (G1397), and 
0.05 mM 2-mercaptoethanol.

5. Mitomycin-inactivated 3T3 fibroblast feeder layer.

METHODS

1. Wash large pieces of full thickness porcine skin briefly in 
10% Betadine or 70% EtOH and rinse several times in sterile 
PBS.

2. From this time point, work in sterile conditions.
3. Using a stereomicroscope, dissect individual hair follicles 

while keeping the adjacent dermis (Figure 27–3A) and collect in 
PBS.

Figure 27–3. Isolation of epidermal progenitor cells from the hair 
follicle. (A) Photograph of a dissected porcine hair follicle with rem-
nants of dermis. (B) A hair follicle after collagenase treatment and 
removal of dermal structures. INF, infundibulum; SG, sebaceous 
gland remnants; HS, hair shaft; ORS, outer root sheath; IRS, inner 
root sheath; DP, cavity formed by the removal of dermal papilla. The 
white dotted line demarks ORS, isolated from the hair follicle after 
trypsin treatment. (C) Phase contrast microphotography of spherical 
cell clusters formed by ORS cells after overnight culture. (D) Illustra-
tion of keratinocytes migrating out of the attached sphere.
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4. Transfer approximately 20 dissected hair follicles into 1 ml 
of collagenase and incubate for 45–60 min at 37°C using a heat 
chamber.

5. Wash the hair follicles twice with EPC culture medium.
6. Using forceps and an insulin syringe needle, peel away the 

dermal remnants from the epidermal tissue of the follicle. Collect 
isolated hair follicles (Figure 27–3B) in PBS.

7. Wash once in PBS.
8. Transfer the follicles into 0.5 ml of trypsin. Incubate for 

10–15 min at 37°C using a heat chamber.
9. Aspirate the trypsin solution and cover the hair follicles 

with EPC culture medium.
10. Using forceps and an insulin syringe needle, scrape the 

jelly-like outer root sheath (ORS in Figure 27–3B) from the hair 
follicles.

11. Gently transfer the resulting viscous suspension of the 
liberated ORS cells into a 15-ml centrifuge tube. Add 10 ml of 
EPC culture medium and spin down at 500 × g for 5 min.

12. Gently resuspend the resulting cell pellet in EPC culture 
medium and transfer into low-adhesion culture dishes.

13. Culture at 37°C in a humidified 5% CO2 incubator. 
Spherical cell clusters, approximately 50–100 µm in diameter, 
should appear overnight (Figure 27–3C). The spheres of this 
size can be easily handled by a micropipette while using a 
stereomicroscope.

14. Seed the spheres onto an adhesive culture surface or a 
fi broblast feeder layer. They should adhere, and within 2–3 days 
keratinocytes should start to migrate out of the sphere (Figure 
27–3D).

Note: Vigorous resuspending during steps 11 and 12 will result 
in more but profoundly smaller spherical colonies, which are not 
so easy to handle.

CELL-TYPE-SPECIFIC LABELING IN 
TRANSPLANTATION STUDIES

An important problem of cell transplantation-based therapies 
remains the unequivocal identification of grafted cells within the 
host tissue. In xenotransplantation experiments, species-specifi c 
antibodies can be used for immunohistochemical cell identifi ca-
tion. In allotransplantation and autotransplantation experiments, 
cells should be prelabeled during in vitro culture. Several methods 
are being used at present for labeling of grafted cells, including 
the incorporation of fluorescent nuclear (Hoechst) or membrane-
bound dyes (CM-DiI) or the DNA marker 5-bromo-2-deoxyuri-
dine (BrdU). A recent publication of Coyne et al.,42 however, 
shows the potential danger of the transfer of such donor labels 
into host tissue. Cells transgenic for the green fluorescent protein 
(GFP) represent an alternative and probably more reliable labeling 
approach. Recent advances in large animal transgenesis43,44 allow 
cell isolation from GFP transgenic pigs and new lentiviral vectors 
coding for the marker can successfully transduce even nondivid-
ing cells right after isolation or during culture.45 Another alterna-
tive approach to visualize donor cells uses SPIO particles as 
contrast agent for magnetic resonance imaging (MRI). Several 
types of commercially available SPIO varieties (e.g., Resovist, 
Endorem, Feridex) were shown to incorporate into stem cell endo-
somes without affecting cell viability and differentiation poten-
tial.46 The advantage of SPIO-labeled cells is their traceability in
vivo during and after transplantation30–32 and their simultaneous 

detectability in histological sections, where these cells can be 
identifi ed with a Prussian Blue stain.

A short protocol for MSC labeling is given below. The same 
protocol can be used for labeling of cells before short-time chon-
drogenic differentiation. In this case, cells are labeled before 
chondrogenic induction with TGF-ß1.

MATERIALS AND METHODS

1. Add SPIO particles (Resovist, Schering) to cultured MSCs 
at 1 µl/ml of culture medium (final concentration of 25 µg
Fe/ml medium) 48 h before transplantation and culture in 
a 37°C/5% CO2 incubator.

2. Before harvesting of cells, wash the monolayer 1× with 
fresh culture medium and 3× with sterile PBS to remove 
nonincorporated particles.

3. Harvest the cells by standard trypsinization, spin down 
at 700 × g for 3 min, and resuspend in culture medium 
without FBS at the concentration required for 
transplantation.

4. Store on ice. Try to minimize the time between cell har-
vesting and transplantation, and gently resuspend the cells 
just before transplantation by trituration with a P1000 
micropipette tip, as SPIO-labeled cells are sticky and 
quickly form cell clumps.
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28 The Nonhuman Primate as a Model for 
Biomedical Research

DAVID M. ANDERSON

ABSTRACT
This chapter provides a brief summary of issues surrounding 

the utilization of nonhuman primates in biomedical research. 
Although a relatively small proportion of the total number of 
animals utilized in biomedical research, nonhuman primates 
occupy a unique position as the species most closely related to 
humans, and thus have the potential to provide highly relevant 
information regarding human health issues. Nonhuman primates 
are utilized across a wide diversity of research topics and exam-
ples are provided including infectious disease, neuroscience, and 
genomics. Pertinent information relating to ethical issues, species 
selection, housing, and specific pathogen-free status are provided 
as an overview of relevant issues associated with selection of 
nonhuman primate models. Selected references are provided as a 
reference for more comprehensive information relating to these 
topics.

Key Words: Nonhuman primate, Animal model, Macaque, 
AIDS, Neuroscience, Genomics, Specific pathogen free.

INTRODUCTION
Animal models are an essential component of biomedical 

research. Over the past century, the overwhelming majority of 
Nobel prizes awarded in medicine and related sciences have 
involved significant work utilizing animal models. It is clear that 
information provided through the use of animal models, and in 
particular nonhuman primate models, will be essential for contin-
ued development of effective solutions to issues affecting the 
health and well-being of both human and animal populations.

Although nonhuman primates are a relatively small component 
of the total animal use in biomedical research, they are an 
extremely important resource for a wide range of investigations. 
Of over 1.1 million animals1 (not including rodents, fish, or birds) 
used in biomedical research annually, less than 0.3% are nonhu-
man primates.2 The foundation for this disproportionate signifi -
cance lies in the quality of information available through 
nonhuman primate studies. Nonhuman primates are arguably the 
most applicable animal model to the human condition based on 
their anatomic, physiological, and genetic similarity to humans. 
Genetic relatedness with the chimpanzee [Pan (Homo) troglo-
dytes], the most closely related nonhuman primate species, 
approaches 98%, suggesting a high likelihood of correlation for 

nonhuman primate studies3,4 Other nonhuman primate species, 
while less related to humans, still demonstrate important similari-
ties and differences, offering an incredible resource for studies 
spanning a broad spectrum ranging from infectious disease to 
evolution.

A wide variety of nonhuman primate species have been devel-
oped for biomedical studies.2,5,6 These include several major fami-
lies of primates spanning the spectrum from new to old world, 
apes to prosimians. Examples of commonly used species include 
the genera Macaca, Pan (Homo), Papio, Aotus, Callithrix, Saimiri,
Chlorocebus, Saquinus, and Cercocebus. Again, species varia-
tions provide the basis for selective advantages between specifi c 
nonhuman primate species in certain research applications 
(Table 28–1).

CONSIDERATIONS FOR USE OF 
NONHUMAN PRIMATES

Ethical considerations associated with nonhuman primate use 
in biomedical research are a significant factor in model selection. 
Nonhuman primates occupy an exceptional position in the hier-
archy of animal models due to their close relatedness to humans. 
As described in earlier chapters, both physical and cognitive 
needs must be met in order to guarantee appropriate use. Nonhu-
man primates are recognized as having elevated cognitive require-
ments in addition to standard physiological needs. Strict minimum 
housing space requirements as well as dietary and environmental 
regulations are in place through the Animal Welfare Act and sub-
sequent amendments as well as the Guide for the Care and Use 
of Laboratory Animals.7,8 These requirements are enforced through 
an extensive network of federal, state, and local regulations, 
scheduled and unscheduled site visits, and oversight by local 
Institutional Animal Care and Use Committees (IACUC). Use of 
nonhuman primates, as well as other commonly used laboratory 
animal species, requires prior justification and approval by the 
appropriate IACUC to safeguard the appropriate care and use of 
every animal.

As outlined in other chapters, the selection process utilized to 
evaluate the appropriateness of nonhuman primates as a model 
system involves a variety of factors. Of primary importance is the 
ability of the specific model system to address the biological ques-
tion posed for each specific investigation. Nonhuman primates 
typically provide information very relevant to human application 
and therefore are highly recommended. Other factors, however, 
must also be considered in the process. If the biological question 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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can be addressed through the use of lower species or nonanimal 
resources, current guidelines require use of these alternative 
means. In addition, issues such as housing requirements, species 
availability, and price can be important factors for consideration 
in the animal model selection process.

The relevancy of information developed in nonhuman primate 
models is well documented (see Table 28–1). Information devel-
oped in nonhuman primate models is critical to the design of 
subsequent human studies and the evaluation of new medical 
interventions into human health care. This correlation between 
human and nonhuman primate studies has application for both 
positive and negative results. Preliminary studies in nonhuman 
primate models of new lentiviral vaccines have closely mirrored 
subsequent results developed in human clinical studies.9–16 Simi-
larly, results in gene transfer studies have been generally disap-
pointing in both human and nonhuman primates, reinforcing the 
similarity in response.

INFECTIOUS DISEASE
Nonhuman primates have been a critical resource in biomedi-

cal investigations related to infectious disease.2,5,6 Based on the 
physiological similarities between species, nonhuman primates 
and humans share susceptibility to a wide variety of pathogens.2,5,6

In addition, the balance of the host–pathogen relationship is 
largely dependent on both innate and adaptive immune responses, 
both of which are founded in the expression of the genetic code. 
Nonhuman primates possess a striking similarity to humans, a fact 
that has formed the basis for development of an extensive range 
of nonhuman primate models focused on transmission, pathogen-
esis, therapeutic intervention, and vaccine development for a 
variety of infectious pathogens.2,5,6,9–24

Macaque species are the most commonly utilized nonhuman 
primate species with the majority of public-funded studies directed 
toward infectious diseases. Macaques have a history of critical 
contributions to health concerns including the extensive utiliza-
tion of rhesus monkeys (Macaca mulatta) for the development of 
the polio vaccine.24 More recently, extensive use of a variety of 

species including, but not limited to, M. mulatta, Macaca fascicu-
laris, and Macaca nemestrina has been closely integrated into the 
research on AIDS on a national and international basis.10–16 Haig-
wood et al. have provided an excellent overview of this effort in 
Chapter 58 (this volume).

Of particular note is the expected utilization of nonhuman 
primate species for research related to “biodefense agents.”25

These agents have been identified by the Centers for Disease 
Control (CDC) and National Institutes of Health (NIH) as having 
potential use against the public health. To mitigate this potential, 
signifi cant resources have been directed toward development of 
effective means for diagnosis, vaccination, and therapeutic inter-
vention. It is highly likely that macaques will play a pivotal role 
in the development of these capabilities. This effort will require 
development and refinement of new nonhuman primate models 
to provide the necessary information required prior to implemen-
tation of human studies. This area of research emphasizes the 
highly relevant application of nonhuman primates as a precursor 
and substitute for human clinical studies. Serious ethical con-
siderations accompany the concept of challenging humans with 
potentially deadly pathogens as part of the development process. 
Nonhuman primates offer the opportunity to evaluate the safety 
and efficacy of new vaccines and therapeutic agents with a high 
degree of confidence, yet without endangering human subjects.

New world nonhuman primate models, although less heavily 
utilized on a national basis, still provide critical contributions for 
specifi c diseases. From an international perspective, malaria is 
one of the most prevalent and devastating diseases, with a dispro-
portionate impact in developing areas.26–28 Development of effec-
tive malaria vaccines and therapeutics is a high priority for the 
national and international health care community.26–30 Saimiri and 
Aotus species have proven to be excellent models for these inves-
tigations, contributing significant information on transmission, 
pathogenesis, and therapeutic and vaccine interventions.22–24

Although availability and maintenance of these species are limit-
ing factors, they will continue to be the most effective models for 
future translational research.

Table 28–1
Nonhuman primate species used in biomedical studies

Species name Common name Applications

Macaca nemestrina Pigtail macaque AIDS, reproduction, growth and development, behavior, 
neuroscience

Macaca mulatta Rhesus macaque AIDS, reproduction, growth and development, behavior, 
neuroscience

Macaca fascicularis Long-tailed crab-eating macaque, cynomolgus Infectious disease (AIDS, SARS), neuroscience
Papio anubis Olive baboon Reproduction, neuroscience, hematology, transplantation
Papio cynocephalus Yellow baboon Reproduction, neuroscience, hematology, transplantation
Cercocebus atys Sooty mangabey AIDS, leprosy, reproduction
Chlorocebus sabaeus African green monkey AIDS, neuroscience
Chlorocebus aethiops Vervet AIDS, neuroscience
Sanquinus oedipus Cotton-top tamarin Enteric disease, colitis, colorectal cancer
Callithirx jacchus Common marmoset Reproduction, endocrinology, vision, behavior
Aotus vociferans Owl monkey Vaccines (dengue, malaria), behavior, endocrinology, vision
Aotus nancymaae Night monkey Vaccines (dengue, malaria), behavior, endocrinology, vision
Saimiri sciureus Squirrel monkey Malaria, neuroscience
Pan (Homo) troglodytes Common chimpanzee Infectious disease (AIDS, hepatitis C), behavior
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NEUROSCIENCE
Nonhuman primates have made significant contributions 

to neuroscience research through utilization of a variety of 
models over several decades. Nonhuman primates share more 
anatomic and physiological similarities to humans than any 
other species, and these factors have been used to provide im-
portant advances into the structure and function of the human 
brain.31–35

Nonhuman primates offer several advantages over other 
animals models, making them a unique resource for neurological 
investigation. The relatively close behavioral and cognitive abili-
ties of nonhuman primates provide the opportunity to study the 
anatomic and physiological basis for these characteristics, a capa-
bility absent in lower species. In addition, nonhuman primates can 
be trained to perform a broad range of tasks, allowing develop-
ment of models designed to investigate very specific neurological 
activities.36–38

As a correlate, many human neurological and cognitive tests 
have been adapted to nonhuman primates, allowing investigation 
of developmental aspects of cognition.39–47 Developmental testing 
of reflex development, visual acuity, recognition memory, motor 
development, object concept development, and social interactions 
has been adapted to evaluate macaque species. These provide 
exceptional investigative tools and have been effectively utilized 
to identify important factors affecting cognitive and motor 
development.

A variety of nonhuman primate models have been developed 
to explore a broad spectrum of neurological structure and func-
tion. Extensive developmental work over several decades has 
resulted in well-characterized neurophysiological recording 
models allowing ongoing, active electrical recording from indi-
vidual neurons within specific neurological networks. Character-
ization of interrelated neurophysiological function between 
specifi c neuronal groups has led to greater understanding of func-
tion within both motor and visual systems.48–51

Advances in imaging technology have provided exceptional 
opportunities for investigation of neurological function in nonhu-
man primate models. A wide variety of imaging modalities have 
been applied to nonhuman primate models including computed 
tomography (CT), magnetic resonance imaging (MRI), and posi-
tron emission tomography (PET). These noninvasive techniques 
offer the opportunity to perform multiple, detailed interrogations 
of specific neurological, anatomic, and physiological functions 
without physical disruption of neurological tissues. Additionally, 
the tractability of nonhuman primates has allowed awake models 
of neurological function using advanced imaging techniques 
including fMRI and fPET. These models provide a unique oppor-
tunity to investigate higher cognitive functions in species with a 
high degree of correlation to humans.

FUNCTIONAL GENOMICS
Perhaps the most important similarity between humans and 

nonhuman primates lies in the relative similarity of the genetic 
code.52 In fact, the genomic similarities form the foundation for 
the physiological, morphological, and phenotypic likeness 
between species. Similarly, it appears that relatively small differ-
ences in either code or expression provide the basis for differences 
between species.53–55 Investigation of the genetic code potentially 
provides an incredible resource for information across a wide 

spectrum of issues including evolution, cancer, basic physiology, 
immunology, cognition, and development.

Development of essential investigative resources for genomic 
studies has proceeded relatively quickly. Taking advantage of the 
research infrastructure established for sequencing the human 
genome, subsequent sequencing projects have provided initial 
full-length sequences for a number of nonhuman primate species 
including the chimpanzee, bonobo, and rhesus macaque, with 
sequencing projects underway for additional species.54,55 Addi-
tionally, more limited information is available from a variety of 
other nonhuman primate species. Consistent with founding prin-
ciples of the Genome Project, these data and others are available 
in public reference sites such as GenBank.56 Microarray chips 
developed by both Agilent Technologies and Affymetrix have 
recently become available allowing directed investigation of spe-
cifi c genomic responses across a variety of biological studies. 
Advances in bioinformatics software capable of distilling complex 
microarray information into biologically relevant mechanistic 
pathways have provided a critical link between genome and 
phenotypic response. Taken together, these resources provide an 
exceptional opportunity to apply novel, highly sophisticated 
research methods to important biological issues.

Application of these research resources is rapidly increasing 
across a variety of biological fields. Evolutionary studies have 
derived significant benefit through comparative genomic studies 
of humans and nonhuman primates. Current genomic capabilities 
allow comparative studies of specific genetic composition and 
expression, providing important insights on evolutionary pres-
sures underlying the relative divergence or convergence of primate 
species. In addition, genomic studies can provide significant com-
parative data for other investigations based on mitochondrial 
DNA and Y-chromosomal sequencing. Comparative genomic 
analyses provide the potential for extremely powerful genetic 
investigations defining the genetic basis for the morphological and 
phenotypic differences between species.

Infectious disease investigation is likely to be a primary benefi -
ciary of genomic research capabilities. Both innate and adaptive 
immunity are critical components of the host–pathogen interac-
tion. Recent microarray studies have clearly highlighted the vigor-
ous host inflammatory response in animal models of pathogenic 
infl uenza infection.57–59 It is clear that a more complete under-
standing of the host response to infection will provide critical 
information for the development of new generations of therapies 
and vaccines. As an example, the development of an effective 
AIDS vaccine has proven to be an exceptional challenge despite 
more than two decades of intense research. As yet, signifi cant 
questions remain concerning the transmission events, viral patho-
genesis, means of obstructing viral replication, and correlates of 
protection necessary for effective vaccination. Functional genomic 
analysis in appropriate nonhuman primate models has the poten-
tial to provide important evidence for the resolution of these 
issues.

In addition to functional genomics, proteomic studies in non-
human primates have the potential to provide a key link between 
genome and phenotype. In that the proteome is the sum of 
expressed proteins based on the genetic composition of the organ-
ism and the current environment, the proteome is a critical link 
in achieving a more complete understanding of the ongoing rela-
tionship between genome, proteins, and function. Investigative 
tools are currently under development and promise to provide 
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information necessary to fully characterize a wide variety of 
physiological responses. Efforts are currently underway to provide 
complementary experimental designs allowing for simultaneous 
investigation of genomic response, protein expression, and physi-
ological phenotype in nonhuman primate model of infectious 
disease.60,61

HOUSING CONSIDERATIONS
Maintenance of nonhuman primates in laboratory environ-

ments presents significant challenges. A considerable commit-
ment in expertise, resources, and effort is required to ensure 
appropriate care and support for nonhuman primates in research 
facilities. While outdoors, free-ranging native housing environ-
ments might be an ideal for nonhuman primate housing, it is likely 
that research protocol constraints, existing facilities, and geo-
graphic location would render this a nonviable option for most 
research institutions. Instead, current housing environments are 
designed to meet the environmental, nutritional, and psychologi-
cal needs of each animal, allowing individual animals to express 
species-specifi c normative behaviors, albeit in a different 
setting.

While many components of an effective animal care program 
are similar among species used in biomedical research, nonhuman 
primate care programs typically must provide additional emphasis 
on provision for the psychological health of housed animals.62

Specifi c elements of a comprehensive animal care program for 
nonhuman primates include effective health surveillance and vet-
erinary care, husbandry, psychological enrichment/well-being, 
management of breeding activities, and oversight for research 
activities. Appropriate documentation of animal-related activities 
is a critical component of effective management as well as being 
necessary for regulatory compliance.

In particular, nonhuman primates have special requirements 
for environmental enrichment, social housing, and mitigation 
of experimental impacts, both physiological and cognitive. The 
perceptive and cognitive characteristics of nonhuman primates 
impose additional responsibility concerning their care and use in 
biomedical research. Behavioral assessment of nonhuman pri-
mates is considered an essential component of health and well-
being monitoring programs. Assessment of behavior is considered 
an indicator of the psychological state of nonhuman primates, 
with the implication that abnormal behavior may be an outward 
manifestation of physiological or psychological stress.63 Novak 
and Suomi64 have provided recommendations for the assessment 
of nonhuman primate well-being, although additional measures 
may be considered.

The need for positive social interaction between conspecifics
is recognized as a critical requirement for the psychological well-
being of nonhuman primates. In natural settings, nonhuman pri-
mates are generally highly social animals maintaining a range of 
social relationships. These social interactions are influenced by 
age, sex, parentage, social standing, as well as a variety of other 
factors. Social housing of conspecific nonhuman primates is the 
accepted standard housing configuration unless precluded by spe-
cifi c research or medical or behavioral constraints.62

Social housing can take many forms and spans a spectrum of 
housing configurations. Basic elements of social housing include 
access to sensory cues from other nonhuman primates including 
sight, smell, hearing, and touch. The standard cage design for 
nonhuman primates typically employs spaced bars that restrict the 

animals to a desired space but also allow extensive interaction 
with environmental visual, olfactory, and auditory cues.

The highest level of social interaction is achieved through 
direct physical contact between conspecifics. Group housing con-
fi gurations such as harem groups, family units, single-sex cohorts, 
age-matched cohorts, pair housing, or limited contact housing 
(grooming bars)65 have all been utilized to provide effective 
socialization of nonhuman primates. Although a detailed exami-
nation of each housing configuration is beyond the scope of this 
chapter, each has the potential to provide the opportunity for 
species-specifi c behavioral interactions, thereby increasing envi-
ronmental enrichment. Care must be taken, however, in the selec-
tion process for social housing partners. Significant differences in 
the success of social housing configurations can occur based on 
age, sex, and relatedness of individual animals. While direct social 
housing has the potential to provide significant environmental 
enrichment, unsuccessful social interactions can result in signifi -
cant psychological and physical trauma, including death. Addi-
tionally, social interactions can precipitously change from stable, 
positive physical interactions to aggressive, potentially traumatic 
interactions without identification of a precipitating cause. Experi-
ence and ongoing close observation of socially housed nonhuman 
primates is necessary to establish and maintain positive social 
interactions.

Maintenance of health care for nonhuman primates is central 
to an effective animal care program. This point is substantiated in 
the Animal Welfare Act through placement of independent judg-
ment and final decision authority in the Institutional Veterinarian. 
An effective health care program has several components includ-
ing well-defined programs for preventive health care, health sur-
veillance, and treatment of health issues. These components must 
be effectively combined into a seamless program that not only 
meets the spontaneous health needs of each animal but actively 
intercedes to avoid potential health care issues. Specific compo-
nents are (1) preventive health care, including quarantine, isola-
tion, annual physical examination, dentistry, and vaccination 
when appropriate; (2) health surveillance, including viral testing, 
microbiological testing, daily observations, behavioral assess-
ment, and weight monitoring; and (3) treatment/veterinary care, 
including veterinary care and surgery support, treatment of spon-
taneous disease, and treatment of health issues associated with 
research activities.

CHARACTERIZATION
As the complexity of biomedical research increases, so too 

does the demand for better characterization of the nonhuman 
primate resource. Increasing sophistication of scientific investiga-
tion requires a more thorough knowledge of potentially confound-
ing factors, including the health status and genetic profile of the 
experimental animals. Most recently, AIDS-related research in 
nonhuman primate models has provided the overriding impetus 
to characterize and segregate animals based on health status and 
genotype.66–69 The heavy reliance on normal immune function in 
AIDS-related research studies requires well-characterized research 
animals capable of exhibiting a normal immune response to viral 
infection or vaccination.

Both ethical and financial considerations provide additional 
motivation for characterization of individual animals prior to 
recruitment into research projects. Ethical guidelines require the 
use of minimum numbers of animals to meet experimental objec-
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tives, typically the demonstration of the experimental hypothesis 
with statistically significant results.70 Biostatistical consultation 
during the study design is a common part of the protocol develop-
ment process. Additionally, nonhuman primate studies require a 
signifi cant financial commitment for purchase and appropriate 
maintenance of experimental animals. These factors combine 
to produce an experimental design that includes the minimum 
number of animals necessary to produce statistically signifi cant 
results. The dropout of individual animals due to unknown 
pathogen status can be the difference between experimental 
results that are statistically significant and results that are merely 
suggestive. Therefore, significant effort is directed toward the 
designation of specific health status prior to inclusion in research 
projects.

In addition to research requirements, significant motivation 
exists to eliminate agents with the potential for zoonotic transmis-
sion. Investigative and animal care staff typically work in close 
proximity to housed animals, providing the potential for transmis-
sion events between species. Several nonhuman primate patho-
gens have the potential to induce significant morbidity or mortality 
when transmitted into human hosts.71–74 Although rare, a number 
of documented incidents of mortality associated with zoonotic 
transmission of herpes B virus from nonhuman primates to human 
hosts are available in the literature. Based on this potential, many 
facilities now require documented negative status of nonhuman 
primates for several infectious agents.

Genetic characterization of nonhuman primates has proven to 
be an important factor in studies involving immune response to 
infectious agents. Characterization of the MHC Class I alleles in 
the rhesus monkey has revealed a pattern of differential response 
to lentiviral infection based on the presence or absence of specifi c 
alleles.66,67 It is therefore important to characterize the genetic 
composition of study animals prior to study onset either to avoid 
undesirable and unintended impacts to the study results or to 
provide important information for the interpretation of the results. 
As an important correlate, identification of these alleles may 
provide valuable information regarding relative susceptibility or 
resistance to disease progression following lentivirus infection.

Genetic characterization can extend beyond individual differ-
ences to important differences between subspecies. At one point 
in time, rhesus monkeys from either Indian or Chinese origin were 
largely considered interchangeable for infectious disease studies. 
Detailed comparative studies have revealed, however, that 
although both species appear to be equally susceptible to lentiviral 
infection, a significant difference exists in their ability to support 
ongoing, long-term viral replication.75 Current recommendations 
therefore include segregation of subspecies for these studies, or 
equal distribution in experimental groups to avoid spurious distor-
tion of experimental results.

Of note is the historically imprecise confirmation of the genetic 
origin of many domestic breeding colonies. Breeding records 
for many domestic nonhuman primate breeding colonies have 
depended on imprecise observational methods for documentation 
of parentage. Long-term productive management of breeding 
colonies requires accurate, ongoing genetic characterization to 
avoid undesirable inbreeding and to confirm the genotype for 
individual animals. Recent advances in genetic sequencing have 
provided more precise methods for confirmation of parentage and 
genetic origin. Techniques such as single nucleotide polymor-
phisms (SNPs) and microsatellite assays have made it possible to 

determine with relative certainty the parentage and general genetic 
stock and subspecies of individual animals.76–79

SPECIFIC PATHOGEN FREE
The characterization of the health status of nonhuman primates 

is critically important for a wide variety of experimental applica-
tions. In particular, studies involving exposure to infectious 
diseases or characterization of immunological response have the 
potential for unintended distortion due to coinfection with spuri-
ous pathogens. To avoid this potential confounding effect, signifi -
cant efforts have been directed toward the development and 
characterization of nonhuman primates guaranteed negative for 
specifi c pathogens, designated specific pathogen free (SPF).

The SPF designation indicates negative status for one or more 
infectious agents. Although the SPF designation can technically 
be used for any pathogen, standard use refers to viral pathogens 
with a negative status for Mycobacterium tuberculosis assumed. 
Several different levels of SPF status exist; however, the most 
common designation refers to animals negative for simian retro-
virus (SRV), simian T-lymphotrophic virus (STLV), simian immu-
nodefi ciency virus (SIV), and herpes B virus (B virus, CHV-1). 
This SPF designation has been established by the National Center 
for Research Resources (NCRR) and the Office of AIDS Research 
(OAR) through the development and support of SPF macaque 
colonies for AIDS-related research. This designation reflects the 
need to have animals free of indigenous retroviruses potentially 
capable of skewing immune function while at the same time pro-
viding protection for investigative and husbandry staffs against 
potential exposure to a significant zoonotic agent, herpes B 
virus.

Effective maintenance of SPF status requires ongoing surveil-
lance, typically provided by strict viral testing programs. SPF 
status can be documented through a variety of techniques; 
however, several constraints exist for use of laboratory assays for 
colony surveillance screening. Sensitivity and specificity are key 
parameters for any laboratory assay and each should be quanti-
tated and confirmed through a rigorous, ongoing quality control 
program. Additionally, colony surveillance assays must be rela-
tively easy to perform and must be cost effective for effi cient 
inclusion in a colony management program.

Under these considerations, a spectrum of screening tests has 
been developed to survey the viral status of macaques in breeding 
and research colonies. Serology is an industry standard with 
enzyme-linked immunosorbent assay (ELISA) and, more recently, 
multiplexed bead assays80–86 utilized to identify antibody response 
to previous viral exposure. In addition, standard confirmatory tests 
such as Western blot, polymerase chain reaction (PCR), and virus 
isolation are utilized to confirm positive tests and resolve indeter-
minate results. While some institutions maintain proprietary diag-
nostic laboratories, commercial laboratories are available for 
support of viral surveillance programs.

Management of SPF colonies depends heavily on the surveil-
lance of colony viral status. Typical management strategies include 
the means to test all animals with removal of individual animals 
testing positive or indeterminate for specified pathogens. Manage-
ment protocols are available in the literature for the derivation of 
SPF nonhuman primate colonies from non-SPF founder stock as 
well as expansion of current SPF colonies.87 These protocols rely 
heavily on rigorous adherence to surveillance testing schedules 
with exclusion of animals from the SPF colony until negative 
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pathogen status is confirmed. Subsequent monitoring of the colony 
is maintained on a continuing basis to ensure identification and 
isolation of individual animals demonstrating conversion to posi-
tive status.

CONCLUSIONS
Nonhuman primates are a critical resource for biomedical 

research. The genetic, morphological, and physiological similar-
ity to humans provides an invaluable resource for information 
directly applicable to both human and nonhuman primates. 
Although housing and maintenance of these species are challeng-
ing, well-defined programs are in place to meet the physiological 
and psychological needs of animals in research settings. Ongoing 
efforts continue to better characterize nonhuman primate genetics 
and pathogen status, thereby improving the application of these 
models to biomedical research questions. Given the current 
emphasis on translational research, it is highly likely that demand 
for these extremely relevant animal models will continue to 
increase in the foreseeable future.
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29 Primates as Models of Behavior in 
Biomedical Research

STEVEN J. SCHAPIRO

ABSTRACT
Much can be learned about behaviors with biomedical rele-

vance from behavioral studies of the seemingly uncomplicated 
prosimians to the seemingly complex great apes. This chapter will 
concentrate on providing insight into suitable, and perhaps even 
ideal, nonhuman primate (NHP) models that can be used, or that 
have been used, to attempt to answer specific behaviorally ori-
ented biomedical research questions. Prosimians, monkeys, and 
apes are all organisms whose behavior has been investigated in 
the laboratory in an attempt to model, to simulate, to understand, 
or to change behavior. One of the primary biomedical uses of 
behavioral research with NHP is to identify, study, and treat 
behavioral abnormalities. A second important biomedical use of 
behavior is as an assay. Normal behavior can be assessed during 
a baseline condition and then an experimental manipulation can 
be implemented, with any significant changes in behavior being 
indicative of a meaningful effect of the manipulation. Nonhuman 
primate subjects can also be trained to perform specific tasks until 
they have reached target criteria and the effects of manipulations 
on performance can then be measured. For investigations focusing 
on the evolution of behavior, primate behavioral capabilities can 
be studied to better understand the evolution and/or development 
of human capabilities. Rhesus and cynomolgus macaques are the 
two most commonly utilized nonhuman primate models in studies 
of behavior. These medium-sized animals appear to represent a 
valuable compromise model, retaining many of the most attractive 
and useful characteristics of NHP as behavioral models, while 
simultaneously demonstrating many of the convenient and utili-
tarian characteristics required for successful laboratory animal 
models. Although specialized studies will require more special-
ized nonhuman primate models, rhesus and cynomolgus macaques 
appear to be exceptionally useful models for a variety of types of 
behavioral research.

Key Words: Animal models, Nonhuman primates, Behavior, 
Behavioral assays, Conditioning, Cynomolgus macaques, Rhesus 
macaques, Chimpanzees, Baboons.

INTRODUCTION
This chapter will focus on the use of nonhuman primates 

(NHP) as behavioral models in biomedical research. Other chap-

ters within this volume will examine the behavior of other species1

and other uses of nonhuman primates as models.2,3 From studies 
of infants4 to studies of the aged,5 from studies of normal individu-
als6 to studies of extremely abnormal subjects,7 from studies of 
simple individual behaviors8 to studies of extremely complex 
social behaviors,9 nonhuman primates serve as important behav-
ioral models in the biomedical research enterprise. Much can be 
learned about behaviors with biomedical relevance from studies 
of the seemingly uncomplicated prosimians to the seemingly 
complex great apes. Since the emphasis of this volume is on 
identifying appropriate models to address specific research ques-
tions, this chapter will concentrate on providing insight into suit-
able, and perhaps even ideal, NHP models that can be used, or 
that have been used, to attempt to answer specific behaviorally 
oriented biomedical research questions.

One of the primary biomedical uses of behavioral research 
with NHP is to identify, study, and treat behavioral abnormalities. 
Most behavioral studies of NHP have as their goal the exploration, 
explanation, prediction, and/or modification of behavior. Prosim-
ians, monkeys, and apes are all organisms whose behavior has 
been investigated in the laboratory in an attempt to model, to 
simulate, to understand, or to change behavior. For example, 
Harlow demonstrated in considerable detail the behavioral abnor-
malities that result from inadequate mother–infant attachment.4

Others continued this research and were able to identify methods 
to compensate for, and more importantly prevent, poor mother–
infant relationships and their behavioral outcomes in the labora-
tory.10–12 Addiction research shows that primates will work for 
“drugs,” sometimes to the exclusion of food.13 This work identi-
fi es the reinforcing components of drug use and abuse. Some 
studies of pharmaceuticals examine changes in abnormal behavior 
as a function of drug administration14—changes are good if the 
drug is having the desired effect and changes are bad if the drug 
is not supposed to affect behavior or is supposed to affect abnor-
mal behavior differently. This chapter will highlight studies that 
have taken place in the laboratory setting, but will also include 
occasional mention of relevant work conducted with primates in 
natural settings (the field). This will be especially evident when 
examining the evolution of biomedically relevant behaviors.

A second important biomedical use of behavior is as an assay. 
There are two different, but related ways in which behavior can 
serve as an assay. First, normal behavior can be assessed during 
a baseline condition (or in control groups), and then an experi-
mental manipulation can be implemented. Behavior can then be 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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assessed again during the experimental condition, with any sig-
nifi cant changes in behavior being indicative of a (hopefully bio-
logically) meaningful effect of the manipulation. As an example, 
Kaplan, Shively, and their colleagues have studied the effects 
of a variety of manipulations (social stress, atherogenic diets, 
oral contraceptives) on the behavior of captive cynomolgus 
macaques,15–20 primarily using between-subjects designs. Many 
studies of environmental enrichment involve multiple manipula-
tions and control conditions and are most effectively conducted 
using within-subjects designs.21,22

Trained behaviors can also be used as assays. NHP subjects 
can be trained to perform specific tasks23–26 until they have reached 
target criteria or have established stable patterns of responding. 
Once responding has stabilized, an experimental manipulation 
(i.e., administration of a pharmaceutical agent) can be imple-
mented and changes in responding can be assessed. In many 
studies of psychoactive compounds, the effects of various doses 
of these compounds are measured on macaques or baboons that 
have been trained to reliably perform sophisticated operant tasks.23

In addition to providing information about the behavioral effects 
of the manipulation, this experimental approach can also provide 
information about the sensory effects of the manipulation through 
the use of the techniques of psychophysics.24,25

A less biomedically oriented but still important use of studies 
of primate behavior involves investigations of the evolution of 
behavior. In this type of work, primate capabilities are studied to 
better understand the evolution and/or development of human 
capabilities. Studies of aggressive behaviors are one clear 
example27 Cognitive behavior, especially the social cognition that 
is involved in the complex amalgamation of behaviors that yields 
“culture,” is another example.28 This chapter will stress behaviors 
that have considerable biomedical relevance. By doing so, we will 
be neglecting/ignoring a large, interesting, and useful component 
of the primate behavioral literature (e.g., studies of NHP: in space 
fl ight,29 temperament/personality,30,31 laterality,32 and culture28,33).
In a short chapter such as this one, it is inevitable that arbitrary 
decisions must be made and some subsets of the potential subject 
matter will not be treated in adequate detail.

One of the strongest justifications for using NHP as behavioral 
models in biomedical research is that it is possible to perform 
certain experimental manipulations with NHP subjects that cannot 
be performed with human subjects. This does not mean that poten-
tially damaging or harmful research can be conducted without 
restrictions using NHP. All animal research, and especially primate 
research, is carefully regulated and approved by a variety of 
bodies with oversight responsibilities (i.e., IACUC, USDA, etc.). 
The similarity of NHP to humans makes them both desirable and 
problematic choices as animal models. In fact, NHP may be espe-
cially high fidelity models for behavioral investigations, as groups 
of subjects can be easily “randomized” and individuals are less 
likely to exhibit several potential confounding tendencies that 
may be unique to human subjects (noncompliance,15 deception, 
biased behavior,34 logically inconsistent preferences,35 and spite-
ful behavior36). Of course, data from NHP are not as valid for 
generalizations to human behavior as are data from humans.

Although retrospective analyses can provide considerable 
insight into the understanding of behavior, prospective experi-
mental investigations using appropriately selected,37 conditioned,38

desensitized,39 and trained40 primate models can more systemati-

cally, directly, and reliably address experimental hypotheses. 
Thus, assessments of the behavioral effects (natural or experimen-
tal) of glucocorticoids on the hippocampus in aged primate 
brains41 are extremely relevant for studies of the behavioral effects 
of Alzheimer’s disease in humans.

Inherent in any discussion of appropriate NHP models in bio-
medical research is the understanding that the care the animals 
receive while in captivity must be of the highest quality. In addi-
tion to outstanding husbandry and veterinary care, it is especially 
important for NHP maintained as models for behavioral research 
to be appropriately behaviorally managed.42–44

The different models and approaches used with nonhuman 
primates to study behaviors of biomedical relevance have been 
rather arbitrarily divided into several categories (see Table 29–1). 
These categories are intended to be neither exhaustive nor mutu-
ally exclusive. Since entire books and issues of journals have been 
devoted to topics relevant to this chapter, the reader is directed to 
additional sources, including the ILAR Journal, several recent 
books,45–47 and an issue of the journal Methods48 for more com-
plete discussions of some of the topics treated in the present 
chapter.

NONHUMAN PRIMATE MODELS TO IDENTIFY 
AND TREAT BEHAVIORAL ABNORMALITIES

Nonhuman primate models have played a critical role in the 
study of abnormal behavior.49–52 This applies to a variety of abnor-
mal activities, including those behaviors that do not occur in 
natural circumstances, those behaviors that occur at abnormal 
frequencies under captive conditions, and those behaviors that are 
considered indicative of psychopathology. In all of these circum-
stances, NHP can and have been used to better understand, create, 
and treat abnormalities similar to those of clinical significance in 
humans.50,51 Harlow’s studies of poor/abnormal mother–infant 
attachment in rhesus monkeys (Macaca mulatta4,53) have probably 
made the largest contribution to our understanding of the develop-
ment of a variety of abnormal behaviors, both in NHP and in 
humans. While Harlow is perhaps best known for his work that 
created rhesus monkeys that behaved abnormally, his research and 
the ongoing work of his academic descendants also demonstrate 
that it is possible (1) to mitigate abnormal behaviors once 
they have developed, but more importantly, (2) to prevent certain 
abnormalities from developing at all.10–12 Much of what we know 
about proper mother–infant attachment and its lifelong conse-
quences in NHP and humans comes from the laboratories of Harry 
Harlow and his colleagues4,11,12,53,54 and the more human-focused 
John Bowlby.55 In addition to the rhesus monkeys observed by 
Harlow, important contributions to the study of mother–infant 
attachment and abnormal behavior were made using squirrel 
monkey56 and chimpanzee57 models.

A number of abnormal behaviors may develop in laboratory 
primates that are housed singly for long periods of time, especially 
among those socially deprived when very young.4,53,57 One of the 
most interesting and most relevant is self-injurious behavior 
(SIB).7,58 As the name implies, SIB occurs when an individual 
injures itself, in the case of rhesus monkeys, typically through acts 
of self-directed biting. Aside from any parallels to human SIB, 
NHP SIB is of considerable importance in biomedical research 
because SIB can adversely affect the NHP and the study in which 
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the animal is participating.58 The focus of this volume is on iden-
tifying appropriate models for research questions. Therefore it 
should be obvious that singly caged male rhesus macaques are an 
appropriate model for studies of SIB and that SIB may make them 

inappropriate subjects for investigations requiring early and long-
term social isolation. Because SIB is a condition that already 
exists among a subset of captive male rhesus,7,58 there is little, if 
any, need to attempt to experimentally induce SIB.

Table 29–1
Research questions and appropriate model species

Research question Model species (references) Special characteristics

Assess and/or treat behavioral abnormalities
Depression Cynomolgus macaques18–19 Females and social stress
Self-injurious behavior Rhesus7,14,58 Singly housed males
Abnormal development Rhesus,4,53 chimpanzees,57

squirrel monkeys56
Socially isolated infants

Behavior as an assay
Normal behaviors
Effects of oral contraceptives Cynomolgus macaques15,17 Females in captivity
Effects of diet Cynomolgus macaques17,20 Laboratory setting
Environmental enrichment Rhesus,14,21,44 baboons22 Laboratory setting

Trained behaviors
Drug effects Rhesus,8,3 baboons23–25 Laboratory trained to lever press
Brain manipulations Rhesus,26 squirrel monkeys61 Laboratory trained to lever press
Learning and memory Many species68,71–72,74 Many circumstances
Control by thought Rhesus76,77 Laboratory setting
Space fl ight Rhesus,29 chimpanzees29 Experimental settings

Study decrements to understand normal behavior
Affi liative behavior Cynomolgus,63 rhesus64 Adults in unstable groups
AIDS susceptibility Rhesus64 Subadult males in unstable groups
Alloparental Marmosets,86 Blue monkeys87 Naturalistic social groups
Response to capture Vervets66 From wild to laboratory quarantine
Sexual behavior Bonobos,83–85 mandrills81 Naturalistic social groups

Study occurrence to understand evolution of behavior
Aggression Many species27 Laboratory and natural settings
Murder Chimpanzees79–80 Natural setting
Rape Orangutans97 Experimental settings
Cannibalism Chimpanzees98 Natural setting
Infant abuse Rhesus10,53 Socially isolated individuals
Social stress Baboons41,65,99 Natural setting

Cynomolgus macaques16,19,59 Laboratory setting
Eating Rhesus103–104 Caloric restriction, obesity

Cynomolgus macaques105 High cholesterol diets
Addiction Baboons23,25 Laboratory setting
Infanticide Proboscis monkeys78 Natural setting
Laterality Chimpanzees32 All settings
Personality/temperament Bushbabies31 Laboratory setting
Adoption Capuchins96 Natural setting
Aging Rhesus5,106 Laboratory settings
Culture Chimpanzees28,33 Laboratory and natural settings
Self-medication Chimpanzees6 Natural settings

Emerging techniques and new frontiers
fMRIa Rhesus,108 marmosets111 Laboratory setting
PETa scans Rhesus54,109 Laboratory setting
Gaze tracking Ring-tailed lemurs112 Laboratory, but group-housed

afMRI, functional magnetic resonance imaging; PET, positron emission tomography.
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Recent studies suggest that female cynomolgus macaques 
are particularly good models for investigations of depression,19

demonstrating many useful similarities to human depression. 
These similarities appear to be relatively unique among animal 
models, and even NHP models, for depression. This research 
group has also profitably studied the effects of stress on behavior 
in this species.59,60

Nonhuman primates as models for abnormal behavior are 
probably the best known and reported use of NHP as behavioral 
biomedical models. Recent, excellent reviews of this topic are 
available from a number of sources.50–52

NONHUMAN PRIMATE BEHAVIOR AS AN ASSAY
As with many laboratory animal species, the behavior of NHP 

can be used as an assay to measure the effects of particular 
manipulations. These manipulations can be behavioral or nonbe-
havioral in nature. Typically, behavior during baseline periods is 
compared to behavior during experimental conditions or behavior 
in control groups of NHP is compared to behavior in experimental 
groups of NHP. Depending on the species and the experimental 
question, either natural behavior or trained behavior can be used 
as the assay.

CHANGES TO NORMAL NONHUMAN PRIMATE 
BEHAVIOR Perhaps the easiest way to view this approach 
to behavioral assays is to consider studies that are designed to 
establish relationships between particular brain structures and 
particular behaviors. Effects of a variety of brain manipulations 
(lesions, stimulation, pharmaceutical treatments, etc.) can be 
assessed by comparing behavior with and without the manipula-
tion.26,61 Macaques, primarily rhesus and cynomolgus macaques, 
are the most frequently utilized NHP models in neuroscience 
research.62

Unstable social settings have been shown to have a variety of 
adverse behavioral and physiological consequences on laboratory 
NHP, especially several macaque species (M. mulatta and M.
fascicularis).60,63,64 Similar findings exist for baboons in the wild65

and for vervet monkeys recently captured from the wild and 
housed individually in captivity.66 These studies are extremely 
relevant to biomedical research, as they compare stable to unsta-
ble social conditions and demonstrate that behavioral factors/
manipulations can have profound physiological and behavioral 
consequences. In addition to opportunities to study these types of 
manipulations and their consequences as phenomena, it is impor-
tant to be aware of factors such as potential confounds when 
developing and using NHP models in research. There are strong 
data describing the physiological and especially the immunologi-
cal consequences of unstable social settings.60,63,64 For example, 
rhesus macaques infected with simian immunodeficiency virus 
(SIV) get sicker faster when housed in unstable social groups than 
when housed in stable social groups.64

Cynomolgus macaques have also served as extremely impor-
tant models in a long series of research projects that have exam-
ined the effects of a variety of behavioral and physiological 
manipulations, including social stress, atherogenic diets, alcohol 
consumption, ovariectomy, and oral contraceptives15–20 on 
“normal” behavior. Most of these studies have taken advantage 
of between-subjects designs in which the behavior of the experi-
mental group(s) is compared with the baseline behavior of the 
control group, which did not receive the atherogenic diet,17 the 
oral contraceptives,15 or the ovariectomy.16

USING TRAINED BEHAVIOR Nonhuman primates can be 
trained to perform a variety of simple and sophisticated operant 
responses.8,13,23–26 Once trained, the response patterns of the NHP 
can be used to assess the effects of a variety of manipulations. 
Animals that respond in one way during control conditions but 
respond differently during experimental sessions provide impor-
tant behavioral data to address research questions. For example, 
an NHP that has been trained to successfully avoid shock under 
baseline conditions, but fails to avoid shock while under the infl u-
ence of alcohol,67 provides a useful model for alterations in behav-
ior as a function of alcohol consumption. The techniques of 
psychophysics can be applied to determine whether a subject’s 
responses to target stimuli have changed, rather than its ability to 
perceive/sense the stimuli.24,25

Macaques, baboons, and chimpanzees can be trained to perform 
many different behaviors using food or fluid (water or juice) as 
the primary reinforcer.68 Some of these experimental paradigms 
are conducted under conditions of food or water control, in which 
subjects receive much of their food or fluid as a function of per-
forming the experimental task.69 In these types of studies, food or 
water is often available only during, and shortly after, the experi-
mental session, resulting in reasonably long periods of food or 
water restriction for the NHP.23 These types of procedures are 
typically thought to increase the motivation of the subjects to 
perform the operant response, but may simultaneously adversely 
affect the validity of the experiment.69,70

NHP subjects can be trained to perform many different responses, 
including simple lever presses, making choices on touch screens, 
and using joysticks.68,71,72 Similarly, the effects of a variety of 
manipulations can be examined using these behavioral responses, 
including the psychoactive effects of pharmaceutical compounds 
and the effects of brain lesions or brain stimulation.8,13,23–26,61,67–69

NHP can also be trained to perform multiple operant responses 
with each response coupled to a different reinforcer in order to 
compare the value of the different reinforcers.23,24 The most enlight-
ening of these studies are ones that involve comparisons between 
food and psychoactive reinforcers (drugs or brain stimulation), 
providing substantial insight into the behavioral components of 
drug addiction.23 The use of trained behaviors may be particu-
larly valuable for assessing longitudinal effects of manipulations, 
including developmental, maturational, and aging processes.

Studies of Learning and Memory Trained behaviors are 
especially useful in studies of NHP learning and memory. Although 
memory is not really a behavior, learning is a constellation of 
behaviors with considerable biomedical relevance and learning 
and memory are so closely related that both learning and memory 
are important to include in the current discussion. Learning and 
memory have been studied in many primate species using natu-
ralistic and artificial methods of assessment under both laboratory 
and field conditions.73–75 The study of NHP learning and memory 
is likely to be limited, not by the capabilities of the animals, but 
by the ability of human experimenters to develop technology 
to adequately assess NHP learning and memory. Once again, 
macaques and baboons are the most frequently used NHP models 
for studies of learning and memory.62 Chimpanzees, given their 
considerable cognitive abilities, are also attractive, well utilized, 
and productive models.75

Macaques have also been quite profitably utilized in research 
programs that have focused on training NHP to control body 
movements via thought (primarily hand movements).76,77 Although 
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neither a training manipulation in the strict operant conditioning 
sense nor a standard approach to examining learning and memory, 
these studies have successfully trained rhesus monkeys to control 
movements with thoughts. The data from these experiments are 
impressive and have many implications for therapeutic behavioral 
applications.

NONHUMAN PRIMATE MODELS OF THE 
EVOLUTION OF BEHAVIOR

When the behaviors of NHP are typically explained, evolution-
ary justifications for behavioral patterns are often provided. 
Although evolutionary explanations fit certain patterns of human 
and NHP behavior, explanations of human behavior are not limited 
solely to adaptations of NHP patterns. While male NHP may kill 
infants (infanticide) sired by rival males to increase their own 
likelihood of siring infants,78 this type of explanation is unlikely 
to be invoked in human situations. On the other hand, male chim-
panzees will systematically attack and kill other chimpanzees, a 
fact that some use to explain human tendencies toward murder 
and war.79,80

SEXUAL BEHAVIOR Ovulation is clearly signaled in some 
species of NHP81 and concealed in others.82,83 As reproductive 
strategies, both signaled and concealed ovulation impact patterns 
of sexual and paternal behavior. In NHP species with signaled 
ovulation,81 males may be able to adopt behavioral strategies 
designed to monopolize females’ breeding opportunities during 
fertile periods. If successful, males may then have some certainty 
of parenthood and should invest in the care of offspring they 
have “calculated” to be theirs. Alternatively, usurper males would 
know that they were not the father of any infants and might try 
to eliminate the offspring of a rival through infanticide. In NHP 
species with concealed ovulation, males may be more likely to 
invest in the infants of all females they mated with, since they 
cannot be completely certain that they sired any particular infant. 
NHP females may take advantage of this. Bonobos may be a 
particularly important model for studies of sexual behavior, 
since their ovulation appears to be concealed83 and unlike many 
NHP species, sexual behavior is not strictly under “hormonal 
control.”84 In fact, bonobo sexual behavior appears to function 
both for reproductive and for nonreproductive purposes,85 serving 
as a critical, human-like component of this species’ repertoire of 
social behaviors.

CAREGIVING BEHAVIOR Nonhuman primates typically 
take very good care of their offspring, investing great quantities 
of time and resources in their young. As with most of the topics 
in this chapter, much has been learned about all types of caregiv-
ing behavior from studies of NHP caregiving.

Offspring of NHP are typically altricial, requiring considerable 
care from one or both parents (and sometimes additional individu-
als) during long developmental periods.86,87 Mothers and fathers 
differ considerably in their initial investment in offspring, and 
much has been made of this discrepancy as an explanation for 
differences in parenting behavior.88 In general, there is a positive 
correlation between an NHP male’s certainty of paternity and his 
tendency to engage in paternal behavior.89 As one example, males 
of species with typically monogamous mating systems (marmo-
sets), on average, are considerably more paternal than males of 
species with typically polygamous mating systems (macaques90),
providing a wide spectrum of potential NHP model species for 
studies of paternal behavior.

Nonhuman primate parents often rely on caregivers other than 
themselves to assist in the raising of offspring. Examples of these 
alloparenting situations include older siblings helping to care for 
younger siblings in several marmoset species,91 and aunts and 
cousins caring for infants in many other species of nonhuman 
primates.92–94 Grandparents are relatively infrequent alternate 
caregivers among NHP.90 There are even examples of individuals 
purposely “adopting” and raising unrelated conspecific orphans 
(at significant costs to themselves and/or their own offspring95) or 
members of other species.96

AGGRESSIVE BEHAVIOR The vast array of aggressive, 
violent, and destructive behaviors of which humans are capable 
is at times unbelievable, but always of biomedical relevance. 
Clearly, examples of similar aggressive/violent tendencies exist 
among species of NHP.79,80 Natural selection is typically posited 
as the cause of most aggression in wild populations of NHP, with 
animals competing with one another over the availability of 
resources and opportunities to pass their genes on to future gen-
erations. Competition among NHP may be aggressive and/or 
violent, but it is less frequently lethal, and according to evolution-
arily based arguments, is rarely performed for “no apparent 
reason.” It is of interest then that rape occurs among orangutans,97

infanticide occurs in several species,78,98 chimpanzees engage in 
war79,80 and cannibalism,98 and mother macaques will abuse their 
infants.10 Clearly, rape, infanticide, war, cannibalism, and infant 
abuse are all behaviors that lend themselves to examination in a 
biomedical research context.

STRESS-RELATED BEHAVIOR AND DOMINANCE 
STATUS Several aspects of NHP agonistic interactions (domi-
nance and subordinate behaviors) are affected by, and affect, 
multiple behavior patterns in many social circumstances and are 
thus relevant to biomedical investigations of behavior. Studies of 
chronic subordinate status in wild baboons serve as particularly 
relevant models in this regard. In addition to behaviors indicative 
of chronic stress, low-ranking male baboons suffer from persis-
tently high levels of glucocorticoids that are frequently associated 
with a variety of physiological impairments with behavioral 
implications, including most importantly, death of neurons in the 
hippocampus.65,99

EATING BEHAVIOR Clearly, NHP eat in the wild100 and in 
the laboratory.101 Similarly, given the epidemic of obesity and 
diabetes that currently plagues many Western societies,102 eating 
behavior is of great interest in biomedical research. The consump-
tion of food by NHP has been studied in a variety of contexts, 
including normal foraging behavior and diet in wild NHP,100 the 
effects of calorie restriction on longevity and behavior in captive 
NHP,103 and the effects of different “human-like” diets on weight 
gain, behavior, and a variety of physiological parameters in 
captive NHP.17,20,104 From the standpoint of this chapter in this 
volume, the most relevant body of work focuses on the effects of 
dietary manipulations (primarily the use of atherogenic diets) on 
the behavior of adult cynomolgus monkeys;17,20,105 however there 
are many other useful NHP models for eating, obesity/diabe-
tes,104,106,107 and caloric restriction.103

EMERGING MODELS/QUESTIONS/FRONTIERS
Noninvasive imaging techniques are likely to increase in 

importance in studies of behavior in the biomedical research 
enterprise. Although few fully developed NHP models for use 
with these techniques currently exist, a number of promising 
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models are currently under development, including rhesus 
monkeys for functional magnetic resonance imaging (fMRI)108

and positron emission tomography (PET),54,109 chimpanzees for 
MRI,110 and marmosets for fMRI.111

Monitoring of the visual attention (gaze direction) of NHP is 
often an important dependent measure in biomedical research. In 
one of the few prosimian models in biomedicine, a system is cur-
rently under development to measure the visual orientation of 
socially living Lemur catta.112

CONCLUSIONS
This has been a very brief and very selective review that sought 

to identify some available and developing NHP behavioral models. 
The references in this chapter contain data from at least 20 differ-
ent NHP taxa. A complete treatment of all NHP behavioral research 
that might be relevant to questions of biomedical interest is simply 
not possible in a short chapter. Many issues have not been treated, 
including extremely interesting topics such as NHP social cogni-
tion, language, culture, laterality, personality, and emotions,28–33

and the reader is directed to several recent publications45–48 for
more detailed treatments of these and related topics.

For some behaviors, there is considerable justification for 
studying the behavior in NHP for its own sake, while for other 
behaviors, the primary, and perhaps only, justification for studying 
the behavior is to better understand human behavior. It should 
be obvious that there are numerous examples of behaviors in 
NHP that are useful for modeling, predicting, or understanding 
behaviors relevant to biomedical research investigations. In fact, 
it is probably difficult to think of a behavior that could not be 
studied with some face validity in biomedicine using an NHP 
model. Even many of the most sophisticated (language, learning, 
culture) and the most abnormal (self-aggression, infant abuse) 
patterns of behavior can be studied and/or induced in nonhuman 
primates.

Rhesus monkeys and cynomolgus macaques are the two most 
commonly utilized NHP models in studies of behavior.62 While 
not all behavioral studies are biomedically oriented, the literature 
cited above suggests that these two species are among the most 
commonly utilized NHP models in biomedical behavioral research. 
These medium-sized animals appear to represent a valuable com-
promise model, retaining many of the most attractive and useful 
characteristics of NHP as behavioral models while simultaneously 
demonstrating many of the convenient and utilitarian characteris-
tics required for successful laboratory animal models. While some 
specialized studies may require more specialized models like 
marmosets86,91 or chimpanzees,71,80,98,110 rhesus and cynomolgus 
macaques appear to be exceptionally useful models for a variety 
of types of behavioral research.

ACKNOWLEDGMENTS
This work was supported in part by the Department of Veteri-

nary Sciences of The University of Texas M.D. Anderson Cancer 
Center.

REFERENCES
1. Zohar J. Animal models of posttraumatic stress disorder. In: Conn 

PM, Ed. Sourcebook of Model Organisms in Biomedical Research.
New York: Humana Press, 2007.

2. Kettner RE. Primate cerebellum models. In: Conn PM, Ed. Source-
book of Model Organisms in Biomedical Research. New York: 
Humana Press, 2007.

3. Wolf DP. Primate models for assisted reproductive technologies. In: 
Conn PM, Ed. Sourcebook of Model Organisms in Biomedical 
Research. New York: Humana Press, 2007.

4. Harlow HF, Harlow MK. Social deprivation in monkeys. Sci Am
1962;207:136–146.

5. Duce JA, Hollander W, Jaffe R, Abraham CR. Activation of early 
components of complement targets myelin and oligodendrocytes 
in the aged rhesus monkey brain. Neurobiol Aging 2006;27:633–
644.

6. Huffman MA. Primate self-medication. In: Campbell CJ, Fuentes 
A, MacKinnon KC, Panger M, Bearder SK, Eds. Primates in 
Perspective. New York: Oxford University Press, 2007:677–690.

7. Tiefenbacher S, Novak MA, Lutz CK, Meyers JS. The physiology 
and neurochemistry of self-injurious behavior: A nonhuman primate 
model. Front Biosci 2005;10:1–11.

8. Foltin RW. Effects of sibutramine on the appetitive and consumma-
tory aspects of feeding in non-human primates. Physiol Behav
2006;87:280–286.

9. Caldwell CA, Whiten A. Social learning in monkeys and apes: 
Cultural animals? In: Campbell CJ, Fuentes A, MacKinnon KC, 
Panger M, Bearder SK, Eds. Primates in Perspective. New York: 
Oxford University Press, 2007:652–664.

10. Maestripieri D, Lindell SG, Ayala A, Gold PW, Higley JD. Neuro-
biological characteristics of rhesus macaque abusive mothers and 
their relation to social and maternal behavior. Neurosci Biobehav 
Rev 2005;29:51–57.

11. Novak MA, Harlow HF. Social recovery of monkeys isolated for 
the first year of life: I. Rehabilitation and therapy. Dev Psych
1975;11:453–465.

12. Novak MA, Sackett GP. The effects of rearing experiences: The 
early years. In: Sackett GP, Ruppenthal GC, Elias K, Eds. Nursery
Rearing of Nonhuman Primates in the 21st Century. New York: 
Springer, 2006:5–19.

13. Foltin RW. Effects of dietary and pharmacological manipulations 
on appetitive and consummatory aspects of feeding in non-human 
primates. Appetite 2005;45:110–120.

14. Taylor DK, Bass T, Flory GS, Hankenson FC. Use of low-dose 
chlorpromazine in conjunction with environmental enrichment to 
eliminate self-injurious behavior in a rhesus macaque (Macaca
mulatta). Comp Med 2005;55:282–288.

15. Henderson JA, Shively CA. Triphasic oral contraceptive treatment 
alters the behavior and neurobiology of female cynomolgus 
monkeys. Psychoneuroendocrinology 2004;29:21–34.

16. Shively CA, Kaplan JR, Adams MR. Effects of ovariectomy, social 
instability and social status on female Macaca fascicularis social 
behavior. Physiol Behav 1986;36:1147–1153.

17. Shively CA, Kaplan JR, Clarkson TB. Carotid artery atherosclerosis 
in cholesterol-fed cynomolgus monkeys: The effects of oral contra-
ceptive treatments, social factors and regional adiposity. Arterio-
sclerosis 1990;10:358–366.

18. Shively CA, Williams JK, Laber-Laird K, Anton RF. Depression 
and coronary artery atherosclerosis and reactivity in female cyno-
molgus monkeys. Psychosom Med 2002;64:699–706.

19. Shively CA, Register TC, Friedman DP, Morgan TM, Thompson J, 
Lanier T. Social stress-associated depression in adult female cyno-
molgus monkeys (Macaca fascicularis). Biol Psychol 2005;69:
67–84.

20. Simon NG, Kaplan JR, Hu S, Register, TC, Adams MR. Increased 
aggressive behavior and decreased affiliative behavior in adult male 
monkeys after long-term consumption of diets rich in soy proteins 
and isofl avones. Horm Behav 2004;45:278–284.

21. Schapiro SJ, Suarez SA, Porter LM, Bloomsmith MA. The effects 
of different types of feeding enhancements on the behavior of single-
caged, yearling rhesus macaques. Anim Welf 1996;5:129–138.

22. Bourgeois S, Brent L. Modifying the behavior of singly caged 
baboons: Evaluating the effectiveness of four enrichment tech-
niques. Anim Welf 2005;14:71–81.



CHAPTER 29  /  PRIMATES AS MODELS OF BEHAVIOR IN BIOMEDICAL RESEARCH 265

23. Weerts EM, Froestl W, Griffiths RR. Effects of GABAergic modula-
tors on food and cocaine self-administration in baboons. Drug
Alcohol Depend 2005;80:369–376.

24. Brady JV, Bradford LD, Hienz RW. Behavioral assessment of risk-
taking and psychophysical functions in the baboon. Neurobehav
Toxicol 1979;1(Suppl. 1):73–84.

25. Hienz RW, Weerts EM. Cocaine’s effects on the perception of 
socially significant vocalizations in baboons. Pharmacol Biochem 
Behav 2005;81:440–450.

26. Rice DC. Effect of postnatal exposure to a PCB mixture in monkeys 
on multiple fixed interval-fixed ratio performance. Neurotoxicol
Teratol 1997;19:429–434.

27. Bernstein IS. Social mechanisms in the control of primate aggres-
sion. In: Campbell CJ, Fuentes A, MacKinnon KC, Panger M, 
Bearder SK, Eds. Primates in Perspective. New York: Oxford Uni-
versity Press, 2007:562–571.

28. Whiten A, Horner V, de Waal FBM. Conformity to cultural norms 
of tool use in chimpanzees. Nature 2005;437(7059):737–740.

29. Hoban-Higgins TM, Robinson EL, Fuller CA. Primates in space 
fl ight. Adv Space Biol Med 2005;10:303–325.

30. Vazire S, Gosling SD, Dickey AS, Schapiro SJ. Measuring personal-
ity in nonhuman animals. In: Robins, RW, Fraley RC, Krueger, R, 
Eds. Handbook of Research Methods in Personality Psychology.
New York: Guilford Press, 2007:190–208.

31. Watson SL, Ward JP. Temperament and problem-solving in 
the small-eared bushbaby (Otolemur garnetti). J Comp Psych
1996;110:377–385.

32. Hopkins WD, Wesley MJ, Russell JL, Schapiro SJ. Parental and 
perinatal factors influencing the development of handedness in 
captive chimpanzees. Dev Psychobiol 2006;48:428–435.

33. Hopper L, Spiteri A, Lambeth SP, Schapiro SJ, Horner V, Whiten 
A. Experimental studies of traditions and underlying transmission 
processes in chimpanzees. Anim Behav 2007;73:1021–2032.

34. Tversky A, Kahneman D. The framing of decisions and the psychol-
ogy of choice. Science 1981;211:453–458.

35. Thaler R, Shefrin HM. An economic theory of self-control. J Pol 
Econ 1981;89:392–406.

36. Werner G, Schmittberger R, Schwartze, B. An experimental analysis 
of ultimatum bargaining. J Econ Behav Org 1982;3:367–388.

37. Capitanio JP, Kyes RC, Fairbanks LA. Considerations in the selec-
tion and conditioning of Old World monkeys for laboratory research: 
Animals from domestic sources. ILAR J 2006;47:294–306.

38. Tardif S, Bales K, Williams L, Moeller EL, Abbott D, Schultz-
Darken N, Mendoza S, Mason W, Bourgeois S, Ruiz J. Preparing 
new world monkeys for laboratory research. ILAR J 2006;47:
307–315.

39. Schapiro SJ, Everitt JI. Preparation of animals for use in the labora-
tory: Issues and challenges for the Institutional Animal Care and 
Use Committee (IACUC). ILAR J 2006;47:370–375.

40. Bloomsmith MA, Schapiro SJ, Strobert EA. Preparing chimpanzees 
for laboratory research. ILAR J 2006;47:316–325.

41. Sapolsky RM, Finch CE. Alzheimer’s disease and some specula-
tions about the evolution of its modifi ers. Ann NY Acad Sci
2000;924:99–103.

42. Bloomsmith MA, Else JG. Behavioral management of chimpanzees 
in biomedical research: The state of the science. ILAR J
2005;46:192–201.

43. Lutz CK, Novak MA. Primate natural history and social behavior: 
Implications for laboratory housing. In: Wolfe-Coote S, Ed. The
Laboratory Primate. San Diego, CA: Elsevier, 2005:133–142.

44. Schapiro SJ. Effects of social manipulations and environmental 
enrichment on behavior and cell-mediated immune responses in 
rhesus macaques. Pharmacol Biochem Behav 2002;73:271–278.

45. Wolfe-Coote S. The Laboratory Primate. San Diego: Elsevier, 
2005.

46. Campbell CJ, Fuentes A, MacKinnon KC, Panger M, Bearder SK. 
Primates in Perspective. New York: Oxford University Press, 
2007.

47. Maestripieri D. Primate Psychology. Cambridge, MA: Harvard Uni-
versity Press, 2003.

48. Coleman K. Introduction: Models for primate behavior. Methods
2006;38:161.

49. Capitanio JP. Behavioral pathology. In: Erwin J, Mitchell G, Eds. 
Comparative Primate Biology, Vol. 2, Part A: Behavior, Conserva-
tion and Ecology. New York: Alan R. Liss, 1986:411–454.

50. Murison R. Animal models for psychological disorders. In: Hau J, 
Van Hoosier GL Jr, Eds. Handbook of Laboratory Animal Science,
Vol. II, Animal Models. New York: CRC Press, 2003:111–125.

51. Troisi A. Psychopathology. In: Maestripieri D, Ed. Primate
Psychology. Cambridge, MA: Harvard University Press, 2003:451–
470.

52. Maestripieri D, Wallen K. Nonhuman primate models of develop-
mental psychopathology: Problems and prospects. In: Cicchetti D, 
Walker EF, Eds. Neurodevelopmental Mechanisms in Psychopath-
ology. New York: Cambridge University Press, 2003:187–214.

53. Mitchell GD, Raymond EJ, Ruppenthal GC, Harlow HF. Long-term 
effects of total social isolation upon behavior of rhesus monkeys. 
Psych Rep 1966;18:567–580.

54. Ichise M, Vines DC, Gura T, Anderson GM, Suomi SJ, Higley JD, 
Innis RB. Effects of early stress on [11C]DASB positron emission 
tomography imaging of serotonin transporters in adolescent 
peer- and mother-reared rhesus monkeys. J Neurosci 2006;26:
4638–4643.

55. Bowlby J. Making and breaking of affectional bonds: 1. Etiology 
and psychopathology in light of attachment theory. Br J Psych
1977;130:201–210.

56. Vogt J, Levine S. Response of mother and infant squirrel 
monkeys to separation and disturbance. Physiol Behav 1980;24:
829–832.

57. Menzel EW Jr. The effects of cumulative experience on responses 
to novel objects in young isolation-reared chimpanzees. Behavior
1963;21:1–12.

58. Novak MA. Self-injurious behavior in rhesus monkeys: New 
insights into its etiology, physiology and treatment. Am J Primatol
2003;59:3–19.

59. Kaplan JR, Manuck SB. Ovarian dysfunction, stress, and disease: 
A primate continuum. ILAR J 2004;45:89–115.

60. Cohen S, Kaplan JR, Cunnick JE, Manuck SB, Rabin BS. Chronic 
social stress, affiliation, and cellular immune response in nonhuman 
primates. Psychol Sci 1992;3:301–304.

61. Dressnandt J, Juergens U. Brain stimulation-induced changes 
of phonation in the squirrel monkey. Exp Brain Res 1992;89:
549–559.

62. Carlsson HE, Schapiro SJ, Farah I, Hau J. Use of primates in 
research: A global overview. Am J Primatol 2004;63:225–237.

63. Kaplan JR, Heise ER, Manuck SB, Shively CA, Cohen S, Rabin 
BS, Kasprowicz AL. The relationship of agonistic and affi liative 
behavior patterns to cellular immune function among cynomolgus 
monkeys (Macaca fascicularis) living in unstable social groups. Am
J Primatol 1991;25:157–173.

64. Capitanio JP, Mendoza SP, Lerche NW, Mason WA. Social stress 
results in altered glucocorticoid regulation and shorter survival in 
simian acquired immune deficiency syndrome. Proc Natl Acad Sci 
USA 1998;95:4714–4719.

65. Sapolsky RM. The physiology of dominance in stable versus unsta-
ble dominance hierarchies. In: Mason WA, Mendoza SP, Eds. 
Primate Social Confl ict. Albany, NY: SUNY Press, 1993:171–
204.

66. Suleman MA, Wango E, Farah IO, Hau J. Adrenal cortex and 
stomach lesions associated with stress in wild male African green 
monkeys (Cercopithecus aethiops) in the post-capture period. J Med 
Primatol 2000;29:338–342.

67. Barrett JE. Effects of alcohol, chlordiazepoxide, cocaine and pen-
tobarbital on responding maintained under fixed-interval schedules 
of food or shock presentation. J Pharmacol Exp Ther 1976;196:
605–615.

68. Weed MR, Taffe MA, Polis I, Roberts AC, Robbins TW, Koob GF, 
Bloom FE, Gold LH. Performance norms for a rhesus monkey 
neuropsychological testing battery: Acquisition and long-term per-
formance. Cogn Brain Res 1999;8:95.



266 SECTION III  /  WELL-ESTABLISHED MODELS

69. Taffe MA. Effects of parametric feeding manipulations on 
behavioral performance in macaques. Physiol Behav 2004;81:
59–70.

70. Toth LA, Gardiner TW. Food and water restriction protocols: Physi-
ological and behavioral considerations. Contemp Top Lab Anim Sci
2000;39:9–17.

71. Matsuno T, Kawai N, Matsuzawa T. Color classification by chim-
panzees (Pan troglodytes) in a matching-to-sample task. Behav
Brain Res 2004;148:157–165.

72. Leighty KA, Fragaszy DM. Primates in cyberspace: Using interac-
tive computer tasks to study perception and action in nonhuman 
animals. Anim Cogn 2003;6:137–139.

73. Weller RE, LeDoux MS, Toll LM, Gould MK, Hicks RA, Cox JE. 
Subdivisions of inferior temporal cortex in squirrel monkeys make 
dissociable contributions to visual learning and memory. Behav
Neurosci 2006;120:423–446.

74. Wich SA, de Vries H. Male monkeys remember which group 
members have given alarm calls. Proc Royal Soc Lond B Biol Sci
2006;273:735–740.

75. Matsuzawa T, Tomonaga M, Tanaka M. Cognitive Development in 
Chimpanzees. New York: Springer, 2006.

76. Santhanam G, Ryu SI, Yu BM, Afshar A, Shenoy KV. A high per-
formance brain-computer interface. Nature 2006;442:195–198.

77. Musallam S, Corneil BD, Greger B, Scherberger H, Andersen RA. 
Cognitive control signals for neural prosthetics. Science
2004;305:258–262.

78. Agoramoorthy G, Hsu MJ. Occurrence of infanticide among wild 
proboscis monkeys (Nasalis larvatus) in Sabah, Northern Borneo. 
Folia Primatol 2005;76:177–179.

79. Wrangham R. Why apes and humans kill. In: Jones M, Fabian AC, 
Eds. Confl ict. New York: Cambridge University Press, 2006:43–
62.

80. Wrangham RW, Wilson ML, Muller MN. Comparative rates of 
violence in chimpanzees and humans. Primates 2006;47:14–26.

81. Setchell JM Wickings EJ. Sexual swelling in mandrills (Mandrillus
sphinx): A test of the reliable indicator hypothesis. Behav Ecol
2004;15:438–445.

82. Ostner J, Chalise MK, Koenig A, Lornhardt K, Nikolei J, Podzuweit 
D, Borries C. What Hanuman langur males know about female 
reproductive status. Am J Primatol 2006;68:701–712.

83. Reichert KE, Heistermann M, Hodges JK, Boesch C, Hohmann G. 
What females tell males about their reproductive status: Are mor-
phological and behavioral cues reliable signals of ovulation in 
bonobos (Pan paniscus). Ethology 2002;108:583–600.

84. Manson JH, Perry S, Parish AR. Nonconceptive sexual behavior in 
bonobos and capuchins. Int J Primatol 1997;18:767–786.

85. Parish AR, de Waal FBM. The other “closest living relative.” How 
bonobos (Pan paniscus) challenge traditional assumptions about 
females, dominance, intra- and intersexual interactions, and hominid 
evolution. Ann NY Acad Sci 2007;907:97–113.

86. Tardif SD. The bioenergetics of parental behavior and the evolution 
of allomaternal care in marmosets and tamarins. In: Solomon NG, 
French JA, Eds. Cooperative Breeding in Mammals. New York: 
Cambridge University Press, 1997:11–33.

87. Foerster S, Cords M. Socialization of infant blue monkeys (Cerco-
pithecus mitis stuhlmanni): Allomaternal interactions and sex dif-
ferences. Behavior 2005;142:869–896.

88. Trivers RL. Parental investment and sexual selection. In: Campbell 
B, Ed. Sexual Selection and the Descent of Man. Chicago: Aldine, 
1972:136–140.

89. Werren JH, Gross MR, Shine R. Paternity and the evolution of male 
parental care. J Theor Biol 1980;82:619–631.

90. Fairbanks LA. Parenting. In: Maestripieri D, Ed. Primate Psychol-
ogy. Cambridge, MA: Harvard University Press, 2003:144–170.

91. Goldizen AW. Tamarins and marmosets: Communal care of off-
spring. In: Smuts BB, Cheney DL, Seyfarth RM, Wrangham RW, 

Struhsaker TT, Eds. Primate Societies. Chicago: University of 
Chicago Press, 1987:34–43.

92. Hrdy SB. The care and exploitation of nonhuman primate infants 
by conspecifics other than the mother. In: Rosenblatt J, Hinde R, 
Shaw E, Beer C, Eds. Advances in the Study of Behavior, Vol. 6. 
New York: Academic Press, 1976:101–158.

93. Nishida T. Alloparental behavior in wild chimpanzees of the Mahale 
Mountains of Tanzania. Folia Primatol 1983;41:1–33.

94. Williams L, Gibson S, McDaniel M, Bazzel J, Barnes S, Abee C. 
Allomaternal interactions in the Bolivian squirrel monkey (Saimiri
boliviensis boliviensis). Am J Primatol 1994;34:145–156.

95. Thierry B, Anderson JR. Adoption in anthropoid primates. Int J 
Primatol 1986;7:191–216.

96. Izar P, Verderane MP, Visalberghi E, Ottoni EB, Gomes De Oliveira 
M, Shirley J, Fragaszy D. Cross-genus adoption of a marmoset 
(Callithrix jacchus) by wild capuchin monkeys (Cebus libidinosus):
Case report. Am J Primatol 2006;68:692–700.

97. Knott CD, Kahlenberg SM. Orangutans in perspective: 
Forced copulations and female mating resistance. In: Campbell CJ, 
Fuentes A, MacKinnon KC, Panger M, Bearder SK, Eds. Primates
in Perspective. New York: Oxford University Press, 2007:290–
305.

98. Watts DP, Mitani JC, Sherrow HM. New cases of inter-community 
infanticide by male chimpanzees at Ngogo, Kibale National Park, 
Uganda. Primates 2002;43:263–270.

99. Sapolsky RM, Alberts SC, Altmann J. Hypercortisolism associated 
with social subordinance or social isolation among wild baboons. 
Arch Gen Psychiatry 1997;54:1137–1143.

100. Lambert JE. Primate nutritional ecology: Feeding biology and diet 
at ecological and evolutionary scales. In: Campbell CJ, Fuentes A, 
MacKinnon KC, Panger M, Bearder SK, Eds. Primates in Perspec-
tive. New York: Oxford University Press, 2007:482–495.

101. National Academy of Sciences. Nutritional Requirements of Non-
human Primates, 2nd ed. Washington, DC: National Academy of 
Sciences, 2003.

102. Kopelman PG. Obesity as a medical problem. Nature 2000;404:
635–643.

103. Mattison JA, Lane MA, Roth GS, Ingram DK. Calorie restriction 
in rhesus monkeys. Exp Gerontol 2003;38:35–46.

104. Grove KL, Grayson BE, Glavas MM, Xiao XQ, Smith MS. Devel-
opment of metabolic systems. Physiol Behav 2005;86:646–660.

105. Kaplan JR, Fontenot MB, Manuck SB, Muldoon MF. Influence of 
dietary lipids on agonistic and affiliative behavior in Macaca fas-
cicularis. Am J Primatol 1996;38:333–347.

106. Tigno XT, Erwin JM, Hansen BC. Nonhuman primate models of 
human aging. In: Wolfe-Coote L, Ed. The Laboratory Primate. San 
Diego, CA: Elsevier Academic Press, 2005:449–466.

107. Wagner JD, Kavanagh K, Ward GM, Auerbach BJ, Harwood HJ Jr, 
Kaplan JR. Old World nonhuman primate models of type 2 diabetes 
mellitus. ILAR J 2006;47:259–271.

108. Gamlin PD, Ward MK, Bolding MS, Grossmann JK, Twieg DB. 
Developing functional magnetic resonance imaging techniques for 
alert macaque monkeys. Methods 2006;38:210–220.

109. Gil-da-Costa R, Braun A, Martin A. Using PET H2015 brain 
imaging to study the functional-anatomical correlates of non-human 
primate communication. Methods 2006;38:221–226.

110. Dadda M, Cantalupo C, Hopkins WD. Further evidence of an asso-
ciation between handedness and neuroanatomical asymmetries in 
the primary motor cortex of chimpanzees (Pan troglodytes). Neuro-
psychologia 2006;44:2583–2586.

111. Brevard ME, Meyer JS, Harder JA, Ferris CF. Imaging brain activity 
in conscious monkeys following oral MDMA (“ecstasy”). Magn
Reson Imaging 2006;24:707–714.

112. Shepherd SV, Platt ML. Noninvasive telemetric gaze tracking in 
freely moving socially housed prosimian primates. Methods
2006;38:185–194.



267

30 Primate Models for Understanding Brain 
Mechanisms of Cognitive Behavior

Ronald E. KETTNER, M. LYSETSKIY, AND M. SUH

ABSTRACT
An approach to understanding cognitive brain function is 

described for behaviors that are best studied in primates. The 
approach begins with the development of an experimental para-
digm that exhibits important aspects of the cognitive behavior, 
can be learned by a monkey, and allows quantification and experi-
mental control. Behavioral and neural responses during task per-
formance are then recorded and analyzed. Finally, biologically 
realistic neural network models of specific brain regions are 
created that generate appropriate behavioral and neural outputs. 
This approach is ambitious and depends on the combined efforts 
of many laboratories, but has a high payoff in providing a mecha-
nistic explanation of cognitive function. To illustrate this approach, 
we discuss work that seeks to understand the neural basis of pre-
dictive control during smooth eye pursuit of visible, as well as 
imagined, targets in monkeys. This is a cognitive process that 
facilitates eye tracking based on the prediction of upcoming target 
motions from memory. Neural recording takes place in the fl oc-
culus/parafl occulus regions of the cerebellum and the frontal eye 
fi elds of the frontal lobe, regions that are involved in predictive 
eye pursuit. Mathematical modeling of neural/behavioral process-
ing is done at several levels. Single-neuron-firing models are used 
to quantify single-neuron responses during task performance in 
terms of sensory, motor, and cognitive variables. Local-circuit 
models describe how these neural firing patterns might be pro-
cessed using local synaptic and intracellular mechanisms. Finally, 
a neural network model is presented that describes how predictive 
eye tracking could be generated in the cerebellum.

Key Words: Primate, Monkey, Model, Pursuit, Eye, Neuron, 
Behavior, Prediction, Cognition.

INTRODUCTION
A primary goal of neuroscience research is the understanding 

of how brain systems generate cognitive behaviors such as 
memory, perception, prediction, dance, music, and rational thought 
at the single-neuron level. In this chapter we describe a multilevel 
approach to understanding cognitive brain function using a com-
bination of experimental and mathematical modeling techniques. 
The goal is a mechanistic description of the brain processes that 
create cognitive behavior. Mechanistic descriptions go beyond 

simple correlative descriptions that merely point to the involve-
ment of particular brain areas in mental function. They make it 
possible to understand at a very fundamental level how specifi c 
brain areas might produce cognitive performance, how disrup-
tions in this processing might produce mental dysfunction, and 
how processing can be changed to improve cognition. Mechanis-
tic explanations of how biological systems might produce cogni-
tive performance have also proven useful to computer scientists 
and engineers who want to create robots and intelligent computer 
systems with cognitive abilities.

To study a specific cognitive behavior, it is necessary first to 
develop an experimental paradigm that allows the control and 
quantifi cation needed for scientific study while still retaining the 
most important aspects of the behavior. Experimental paradigms 
are also called animal models, behavioral models, or model 
systems (see other chapters in this book). In this chapter, which 
explores behavioral, neural recording, and mathematical 
approaches to understanding cognition, “model” will refer to 
mathematical models and “experimental paradigm” will refer to 
the animal preparation and associated experimental tasks used 
to study a specific behavior.

We have been interested in the cognitive abilities that underlie 
predictive behaviors. Real world examples include the quarter-
back who throws a football to the predicted future location of his 
receiver, the dancer who moves elegantly and in perfect syn-
chrony with the beat of the music, and the Formula 1 driver who 
skillfully anticipates a turn in the road before it becomes visible. 
At a more mechanistic level, predictive motor control allows 
language production based on a rich variety of internal and exter-
nal inputs that are not driven by auditory feedback control. Finally, 
predictive eye movements keep the eye on a target when it moves 
behind a tree or when it moves along an erratic but remembered 
trajectory.

Our experimental paradigm for the study of predictive control 
utilizes macaque monkeys as experimental subjects and experi-
mental tasks that examine eye pursuit along predictable and non-
predictable visual target trajectories. We first train the monkeys 
to perform pursuit tasks and then characterize this behavior quan-
titatively using behavioral models. Once trained, single-neuron 
responses are recorded during task performance.

Our modeling approach strives for biological realism at each 
processing stage without abandoning the primary goal of develop-
ing models of cognitive brain function. We do not follow a strict 
“bottom-up” approach that requires a complete knowledge of 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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low-level function at the cellular level before creating theories of 
higher-level function at the cognitive level. Nor do we adhere to 
a strict “top-down” philosophy that builds models of higher-level 
function with minimal anchoring in empirical data. Instead we use 
a combination of top-down and bottom-up approaches. Single-
neuron and behavioral data provide measures of input, output, and 
internal signaling that guide the construction and evaluation of 
our modeling work. The architecture of the neural network model 
used to generate high-level performance is based on neuroana-
tomical data. Finally, and perhaps most importantly, the process-
ing performed by the simulated neurons and local neural circuits 
within the model are biologically reasonable. For example, indi-
vidual neurons can sum inputs from other neurons but cannot 
perform a Fourier or Laplace transform on input signals. This 
construction of higher-level performance from large numbers of 
units with simple input–output transformations is central to the 
spirit of the neural network modeling approach to understanding 
brain function.

THE USE OF MONKEYS TO STUDY COGNITIVE 
BRAIN PROCESSING

Like many other investigators of cognitive function, our 
empirical studies utilize macaque monkeys as experimental 
subjects because they are easily trained to perform a variety of 
interesting cognitive behaviors that cannot be studied in other 
animals. Primate investigations also tend to study important motor 
behaviors that can be studied only in primates. For example, 
studies of hand and finger movement require primate subjects. 
Our own work focuses on smooth pursuit eye movements, a class 
of behaviors unique to primates.

Monkeys also have several methodological advantages for 
experiments that correlate behavioral performance with single-
neuron recording. Monkeys enjoy doing complex tasks for juice 
reward and once trained perform reliably for several hours while 
sitting comfortably in a primate chair that maintains their head in 
a fixed position. This quiet pattern of behavior coupled with 
neurons that are relatively large in size makes it possible to record 
from a single neuron for about 1 h while the monkey performs 
under a variety of test and control conditions.

Although there are obvious concerns about the expense of 
using monkey subjects, this cost is offset by the fact that a great 
deal of information can be obtained from each monkey. From 100 
to 200 neurons are typically studied in a single monkey during a 
series of recording sessions lasting a month or more. This means 
that detailed analyses of a specific brain region generally require 
only two or three monkeys. This small number of subjects con-
trasts with other animal studies that use many more subjects. 
Perhaps most importantly for cognitive studies, the ability to 
collect large amounts of data from each monkey makes it possible 
to study cognitive tasks that require months of training. It would 
not be feasible to train an animal for 3 months and then obtain 
data during a single test day. Thus, for many types of experiment, 
primates are the species of choice in terms of cost and 
effi ciency.

Repeated recording sessions across days are made possible by 
experimental procedures that have become standard in the fi eld. 
During sterile surgery conducted under deep anesthesia, a record-
ing chamber is surgically implanted over a skull opening that 
provides access to the brain region of interest. The exposed brain 
is protected from infection and damage between recording ses-

sions by preserving the membrane that encloses and protects the 
brain, flooding the chamber with an antibiotic solution, and sealing 
the chamber with a cap. On the day of an experiment, the chamber 
cap is removed and a microdrive system is attached to the chamber. 
This allows accurate positioning of a microelectrode at a specifi ed 
chamber location. The microelectrode is then slowly lowered into 
the brain until a stable, single neuron is encountered. At this time, 
the monkey is allowed to perform in one or more tasks while 
action potential events are recorded from the isolated neuron. This 
process is repeated for other neurons until the monkey indicates 
that he wants to go back to his cage. This generally occurs when 
the monkey has had his fill of juice.

BEHAVIORAL PARADIGMS FOR STUDYING 
PREDICTIVE EYE PURSUIT

In the laboratory setting, several experimental paradigms have 
been developed to study predictive eye movements.1–3 Perhaps the 
simplest requires the subject to track a target that moves back and 
forth at a fixed sinusoidal amplitude and frequency. Subjects 
quickly lock onto the target so that the lag between eye and target 
is essentially zero. This result cannot be explained by direct visual 
control because the brain processes visual information with a 
delay of ∼100 msec. That is, if direct visual control were the only 
resource available to the primate there would be a 100-msec delay 
between eye and target during sinusoidal pursuit, a delay that is 
not observed. To produce the performance that is actually observed, 
the brain must utilize cognitive processes that predict changes in 
target motion well before information about these changes can be 
processed by the visual system.

Our first behavioral studies4,5 demonstrated that predictive 
control was more complex than previously thought: it could also 
be used to generate accurate eye pursuit along more complex 
sum-of-sines trajectories. Figure 30–1A illustrates this result 
using a sum-of-sines task that required tracking of a trajectory 
created by combining two sinusoidal motions with different fre-
quencies along horizontal and vertical axes. Notice that repeated 
cycles of eye pursuit (thin lines) were relatively accurate, albeit 
with some variability about the target trajectory (thick lines). In 
particular, changes in eye direction were well timed with little 
overshoot following relatively abrupt changes in target motion. 
The use of predictive control was indicated by quantitative mea-
surements that showed a delay between eye and target of essen-
tially zero, far better than would have been possible using visual 
inputs processed with a 100-msec delay on this and a variety of 
other complex trajectories.

Our next studies5–7 utilized half-circle trajectories that are less 
complex than sum-of-sines trajectories but more demanding in 
requiring right angle changes in the pursuit direction. The abrupt 
changes in target direction also facilitate the viewing and mea-
surement of pursuit delays. For example, Figure 30–1B shows eye 
tracking performance during the random-half-circle task where 
the half-circle trajectory is presented randomly on 25% of cycles 
intermixed with circle trajectories on the remaining 75% of cycles. 
As expected, a consistent overshoot was observed on the cycles 
that contained the half-circle perturbation because its occurrence 
was unpredictable. The system had to rely on visual information 
about changes in target direction that was processed with a 100-
msec delay. This idea was supported by quantitative analyses that 
indicated an average lag of 95 msec following the top right angle 
transition.
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To see whether predictive control could be used to improve 
performance on this demanding half-circle trajectory, its occur-
rence was made highly predictable by presenting it on every cycle 
in the repeated-half-circle task.6,7 As expected, overshoot errors 
were initially observed (Figure 30–1C). However, after several 
hundred repeated presentations a highly accurate pursuit profi le 
developed (Figure 30–1D). This repeated presentation schedule 
allowed the monkey to utilize predictive control that appropriately 
decelerated his eye in anticipation of the top change in target 
direction. Deceleration occurred well before visual information 
about the change in target direction became available. Interest-
ingly, the ability to use predictive control during the repeated-half-
circle task develops rather slowly across hundreds of repeated 
cycles. This suggests that predictive control in this task results 
from permanent alterations in the brain pursuit systems. This idea 
was verified by the presence of aftereffect errors in comparisons 
of circle tracking before (Figure 30–1E) and after (Figure 30–1F) 
training. Notice that after training the eye consistently decelerated 
at the top to the circle in anticipation of the expected right angle 
change in direction. These aftereffect errors continued for hun-
dreds of cycles.

Other behavioral paradigms developed for the study of nonvi-
sual predictive control turn the target off briefly during ongoing 
pursuit.8–13 In these “gap” tasks the subject is required to maintain 
pursuit when the target goes off. It is argued that any pursuit 
during target gaps cannot result from direct visual drive, but must 
instead result from predictive signals that maintain target motion 
in the absence of a visual target. In short 100-msec target gaps 
during linear pursuit, the eye continues to move with little reduc-
tion in ongoing velocity.8 Here the level of required predictive 
control is relatively simple: the maintenance of ongoing eye speed 
and direction. We extended this result using a circle-with-four-
gaps task that introduces four gaps (of either 100 or 200 msec) at 
constant positions along a repeated circle trajectory.14 The monkey 
subjects showed good pursuit continuation during circle trajecto-
ries both with (Figure 30–1G) and without (Figure 30–1H) target 

gaps under conditions that required the prediction of a target that 
was continually changing direction.

When the duration of a target gap is increased beyond 100 msec 
during linear target pursuit declines in pursuit velocity are observed 
at about 200 msec, although some residual eye velocity is main-
tained.9 This result is based on task conditions designed to make 
the time and duration of gap events unpredictable. We have 
extended these studies using a circle-with-random-gaps task that 
turned the target off on random cycles of circle pursuit but always 
during the same 312-msec period in the upper left quadrant of the 
circle trajectory.15,16 Our goal was to study pursuit during longer 
gap periods for a trajectory that constantly changed direction and 
thereby put higher demands on a predictive controller. In these 
experiments, the monkeys initially did quite badly (Figure 30–1J) 
showing severe declines in pursuit ∼100 msec after the target light 
was switched off. When the target reappeared, a large catch-up 
saccade was then generated after ∼200 msec that pulled the eye 
back on target. Both results are what would be expected based on 
past experiments. A new finding (Figure 30–1K) was that perfor-
mance during these longer gaps improved markedly with extended 
training, indicating the presence of predictive pursuit during these 
longer gap periods.

NEURAL PARADIGMS FOR STUDYING 
PREDICTIVE EYE PURSUIT

Studies of smooth eye pursuit have focused on three brain 
regions: the flocculus and ventral paraflocculus of the cerebellum, 
the frontal eye field of the frontal neocortex, and the superior 
colliculus. Their involvement in smooth eye pursuit has been 
established by a number of recording, stimulation, and lesion 
studies.17–34 Other brain sites are also likely to be involved and 
deserve further study including the middle-temporal, middle-
superior-temporal, lateral-intraparietal, and supplementary-
eye-fi eld regions of the neocortex.1,8,17 The contribution of 
brain systems closer to motor output or sensory input are less 
likely involved in higher-level predictive processing, but their 

Figure 30–1. Behavioral results during (A) the sum-of-sines task, 
(B) the random-half-circle task, (C, D) the repeated-half-circle task 
before and after training, (E, F) the circle task before and after train-
ing in the repeated-half-circle task, (G, H) the circle task versus the 

circle-with-four-gaps task, and (J, K) the circle-with-random-gaps 
task before and after training. Thin lines represent multiple cycles of 
eye pursuit along a target trajectory indicated by thicker lines. Axes 
indicate eye position in degrees.
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contribution needs to be studied to understand the complete 
system.

One approach that we have used to understand the brain mech-
anisms of predictive pursuit is to record from single neurons while 
a monkey performs behavioral tasks designed to contrast predic-
tive versus nonpredictive control. For example, in studies of 
the cerebellum14 we recorded activity from single neurons during 
performance in both the sum-of-sines task (see Figure 30–2A) and 
in the random-half-circle tasks (see Figure 30–2B) to contrast 
responses related to predictive and nonpredictive pursuit, respec-
tively. Our analyses produced two important results. First, these 
cerebellar regions are most directly involved in predictive control 
and only secondarily involved in nonpredictive control. Second, 
predictive control is derived from nonvisual signals.

Evidence for predictive control in the cerebellar flocculus and 
ventral paraflocculus was based on a timing analysis that com-
pared changes in neural firing to changes in eye movement. Put 
briefl y, we found that average neural responses led eye motion by 
3 msec during predictive pursuit in the sum-of-sines task, but 
lagged eye motion by 7 msec during nonpredictive pursuit in the 
random-half-circle task. Because activity in brain areas responsi-
ble for generating pursuit must lead eye motion while those 
playing a follow-up role will show response lags, we concluded 
that the cerebellar flocculus and ventral paraflocculus were more 
strongly involved in generating predictive pursuit than in generat-
ing nonpredictive pursuit.

Our second finding was that predictive processing was based 
on nonvisual input. During performance in the circle-with-four-
gaps task designed specifically to test for the presence of visual 
input, no modulation in firing rate was observed when the target 
was turned on and off (see Figure 30–2C). Any system involved 
in direct visual control should have shown some response to these 
dramatic on–off changes in visual input. An absence of visual 
drive was also shown using the modeling analyses described in 
the next section. These analyses showed strong correlations with 
eye movement and negligible influence from retinal-slip inputs 
during the sum-of-sines, random-half-circle, and circle-with-four-
gaps tasks. This result is particularly compelling for data obtained 

from the random-half-circle task that generated reliable periods 
of visual input when the target image on the retina was moved 
away from the fovea following unexpected right angle changes in 
target direction.

MATHEMATICAL MODELING OF 
SINGLE-NEURON FIRING PATTERNS

Our modeling work begins with the quantitative modeling 
of single-neuron responses. This is important for our later models 
that must be supplied with appropriate inputs. A standard approach 
to modeling neural responses with multilinear equations is 
used.25,27,35,36 We model two types of neural response: the fi rst 
related to eye motion input and the second related to visual input 
variables.

The eye-motion firing-rate model defines the neural firing rate 
due to eye motion, RM (t), by the following equation:

 RM(t) = bM + eP · EP(t) + eV · EV(t) (30–1)

It states that at a given time, t, the firing rate of a neuron can 
be determined by adding a baseline firing rate, bM, to weighted 
infl uences due to eye position, EP(t), and eye velocity, EV(t). The 
weights are constants that define sensitivities to eye position, eP,
and eye velocity, eV. In all instances, bold letters indicate vectors 
and their multiplication is by the dot product. In this vector for-
mulation the length and direction of the sensitivity vector defi ne 
the magnitude and direction of the variable it specifies. This equa-
tion is often reexpressed in terms of x and y components. For 
example, eP · EP(t) = ePX EPX + ePY EPY based on the dot product 
operation on eP = (ePX, ePY) and EP = (EPX, EPY).

The dark lines in Figure 30–2A and B show the excellent fits
provided by the eye-motion model for cerebellar responses during 
performance in the sum-of-sines and random-half-circle tasks. 
Further support is provided in Figure 30–3A and B by model 
descriptions of frontal-eye-field neurons during a circles task that 
alternates six cycles of CW (clockwise) pursuit with six cycles of 
CCW (counterclockwise) pursuit.34 Interestingly, the neuron 
shown in Figure 30–3B fired more strongly during CCW cycles, 
a result obtained when position and velocity sensitivity vectors 

Figure 30–2. Cerebellar neural responses during (A) the sum-of-
sines task, (B) the random-half-circle task, and (C) the circle-with-
four-gaps task. In (A) and (B), the gray histogram represents averaged 
neural responses and the dark line indicates fits of the eye-motion 

model to the data. (C) Horizontal and vertical eye positions are shown 
at the top and neural raster and average neural response data at the 
bottom. Vertical lines indicate the start and stop of the 100-msec gap 
periods.
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point in different directions. Rotation-specific neurons were also 
observed in our cerebellar studies.27

The visual-input firing-rate model defines the neural firing rate 
due to visual input, RV(t), by the following equation:

 RV(t) = L(t) [bV + RS(t) + RG(t)] (30–2)

Because visual input is defined only when the target light is 
on, its contribution to firing rate is modulated by the variable, L(t),
which depends on the intensity of the target light. Here, it is 
defi ned to be one when the light is on and zero otherwise. Thus, 
the baseline value, bV, indicates the average increase in firing rate 
due to the presence to the target light. Variations in neural fi ring 
rate result from two factors.

The first factor, RS(t), defines changes in visual input that result 
from movement of the target image on the retina:

 RS(t) = sP · SP(t) + sV · SV(t) (30–3)

Although slip position, SP(t), cannot be measured directly, it 
can be computed by subtracting eye position from target position, 
TP(t), using the equation SP(t) = Ep(t) − TP(t). Slip velocity, SV(t),
is defined similarly.

A second factor, RG(t), defines gain-field changes in visual 
input due to eye motion:

 RG(t) = gP · EP(t) + gV · EV(t) (30–4)

Several investigators have reported visual responses that vary 
with the position of the eye and have described these results in 
terms of gain fields. In our work, we have found it useful to extend 
this idea to include an additional dependence on eye velocity.

The addition of the eye-motion and visual-input fi ring-rate 
models produces the total firing-rate model that defines the total 
fi ring rate, RTotal(t), using the following equation:

 RTotal(t) = RM(t + ∆M) + RV(t + ∆V) (30–5)

Here we have introduced two delay constants: a movement 
delay, ∆M, and a visual delay, ∆V. Estimates of the movement delay 
allow us to determine whether neural activity leads or lags eye 

motion. As noted in the previous section, leads and lags are impor-
tant criteria for determining whether a brain area is creating a 
behavior (response lead) or simply monitoring a behavior after it 
has been created elsewhere in the brain (response lag). The visual 
delay is needed to compensate for observed delays in visual pro-
cessing of ∼100 msec during visual pursuit tasks. Both delay terms 
can be used to identify cognitive events that precede motor and 
visual signals and therefore cannot be explained by these 
signals.

The total firing-rate model makes it possible to quantify the 
relative contributions of movement and visual variables in terms 
of both magnitude and preferred direction. Figure 30–3C and D 
shows fits of the total firing-rate model for two frontal-eye-fi eld 
neurons during the circle-with-four-gaps task.34 One neuron 
(Figure 30–3C) shows responses related to a combination of eye-
motion and visual-input variables as indicated by modulation 
during both target-on and target-off periods. Responses from 
another neuron (Figure 30–3D) show a stronger reliance on 
visual input with minimal variation in firing when the target 
was off. Interestingly, the responses related to visual input 
began before the target turned on. Thus, they reflect cognitive 
processes that anticipate the appearance of the target in the absence 
of direct visual drive and that could be useful in predictive 
control.

LOCAL-CIRCUIT MODELS
Sometimes information key to the creation of a systems-level 

model is not available. For example, it has proven difficult to 
record from cerebellar granule cells in performing monkeys 
because of their small size. Neuroscientists have also made slow 
progress in studying the synaptic mechanisms of learning because 
intracellular recordings are difficult to maintain during the course 
of learning in behaving animals. Because of these diffi culties, 
modelers sometimes make hypotheses about the nature of missing 
information. This is a useful approach that produces testable 
model predictions that can be evaluated experimentally.

A more direct approach is to use local-circuit models to gener-
ate the needed information from data that are available. For 

Figure 30–3. Comparisons between model fits (thick lines) and 
average firing rate (thin lines) for four single neurons recorded from 
the frontal eye field. (A, B) Responses during the circle task. (C, D) 
Responses during the circle-with-four-gaps task. Target on times are 

indicated by bars. In each panel, the top and bottom plots show CW 
and CCW pursuit along a circle of radius 5°, a period of 1500 msec, 
and a tangential velocity of 20.9°/sec.
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example, we use local-circuit models to generate granule cell 
responses that are difficult to study in behaving monkeys using 
the mossy-fiber data that are available. Another local-circuit 
model is used to describe changes in the efficacy of parallel-fi ber-
to-Purkinje-cell synapses during learning. Local-circuit models 
are based on cellular-level information that describes the anatomi-
cal, electrical, and chemical characteristics of a small group of 
interconnected neurons. Their implementation is facilitated by 
computer programs (e.g., NEURON, GENESIS) that provide a 
standard framework to which the cellular modeler can add elec-
trophysiological and neurochemical response data specific to the 
local circuit being modeled. The primary use of this type of mod-
eling has been to explain intracellular responses to simple electri-
cal or chemical inputs. However, there is increasing interest in 
using cellular models to study responses to more realistic input 
streams.

Thus, local-circuit models allow systems-level models to 
benefi t from the very large base of information available from 
“reduced preparations.” For instance, the “slice” preparation has 
revolutionized neuroscience by providing the access and stability 
required for intracellular recording using patch-clamp, sharp-
electrode, and imaging techniques, as well as the controlled study 
of responses elicited by intracellular current injection, extracellu-
lar stimulation of axonal and dendritic inputs, and the application 
of chemical agents. Of course, slice experiments necessarily elim-
inate much of the brain circuitry and input at play in intact organ-
isms. Thus, they have been most useful for the analysis of specifi c 
channels and/or receptor subtypes. However, the use of this infor-
mation to simulate natural conditions using local-circuit models 
provides an important bridge between these highly specialized 
cellular experiments and systems-level analyses. From a philo-

sophical point of view, the use of local-circuit models to facilitate 
systems-level modeling represents an elegant combination of top-
down and bottom-up approaches to understanding and modeling 
brain function.

CEREBELLAR LOCAL-CIRCUIT MODELS
To illustrate the use of local-circuit models we first describe a 

model of the cerebellar glomerulus that has been developed by 
Dr. Lysetskiy and its use in creating a local-circuit model that 
implements onset detection in our network model. His analyses 
indicate that local processing within the glomerulus produces 
granule cell activation only during the initial few milliseconds of 
a sustained mossy-fiber input. This onset-response transformation 
greatly reduces the fraction of active granule cells at any given 
time relative to the fraction of active mossy-fiber inputs. At the 
systems level, the result is a sparser coding of eye motion infor-
mation within the granule cell population as compared with the 
highly overlapping coding of eye motion information observed 
experimentally for the mossy-fiber population. The importance of 
this sparse recoding will be discussed in the context of our neural 
network model of the cerebellum.

The glomerular model is shown schematically in Figure 30–4. 
It models synaptic interactions among the triad of neural pro-
cesses within each cerebellar glomerulus: mossy-fiber input, 
Golgi-dendrite input, and granule-dendrite output. The model was 
developed in the NEURON modeling environment by construct-
ing the glomerular triad and inserting into each neural process the 
large number of membrane-channel and receptor properties that 
have been described in the cellular literature (e.g., D’Angelo et
al.37). A primary finding was the production of a phasic burst of 
granule cell action potentials (upper-left graph) in response to a 

Figure 30–4. Local-circuit model of the cerebellar glomerulus. See the text for additional details.
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sustained pattern of mossy-fiber glutamate release (lower-left 
graph). The on phase of the response was generated by the 
expected direct activation of sodium channels via activation of 
glutamate receptors. The off phase was more surprising. It resulted 
from several factors that acted in combination including sustained 
inactivation of spike-generating sodium currents, membrane 
hyperpolarization induced by slow (IM like) potassium currents, 
and increased inhibition due to accumulated GABA (lower-right 
graph). The idea that granule cells might produce phasic responses 
also has initial support from empirical studies that show burst 
responses under some conditions.37

Another important local-circuit model implements a coinci-
dence-detection mechanism that further refines the mossy-fi ber 
input signal at the granule cell soma. Put simply, more than one 
dendritic input to a granule cell must be active simultaneously 
before an action-potential output is generated. This model is moti-
vated by slice experiments38 that indicate that granule cells show 
no spontaneous firing and require more than one input pulse in 
close temporal proximity before an action potential is generated. 
Because glomerular processing causes individual dendrites to 
generate a single onset burst in response to mossy-fiber input, it 
is likely that more than one dendrite must be active at any given 
time before an action potential is generated at the granule cell 
soma. This coincidence detection is implemented by a local-
circuit model that limits the maximum contribution of each den-
dritic input to the membrane potential at the granule cell soma so 
that more than one input must be active before action-potential 
generation can occur. At the system level, this coincidence detec-
tion mechanism further enhances sparse coding and the computa-
tional capacity of our neural network model.

A final local-circuit model specifies the synaptic learning rule 
that we use to modify the influence of parallel-fiber axons on 
Purkinje cell dendrites. Granule cell axons ascend and then bifur-
cate to form parallel fibers that innervate Purkinje cell dendrites. 
Plasticity at the parallel-fiber-to-Purkinje-dendrite synapse has 
been studied extensively in slice preparations.39–43 Initial studies 
focused on conditions that cause a long-term depression (LTD) of 
synaptic strength, but more recent studies have established addi-
tional conditions that produce long-term potentiation (LTP) of the 
same synapse. This dual mechanism is important for the training 
of our neural network. Without the ability to drive synaptic 
strength both up and down, a synapse that becomes too strong 
cannot be pulled back to an appropriate level. A simple learning 
rule based on the combined occurrence of recent parallel-fi ber 
activation and climbing-fiber input allows our cerebellar network 
model to learn.

BIOLOGICALLY REALISTIC NEURAL 
NETWORK MODELS

Several central concepts distinguish biologically realistic 
neural network models from other brain models. First, neural 
networks contain a large number of computational units. The 
original idea was to mimic the large number of neurons observed 
experimentally in brain systems. For example, our cerebellar 
models utilize from 10,000 to 40,000 computational units depend-
ing on the pursuit accuracy that is required. Over time, network 
research has indicated the advantages associated with processors 
with large numbers of units computing in parallel: they are faster 
than serial processors and are better able to handle the large 
number of sensory and feedback signals received by real brain 

systems. Thus, evolution has increased the size of the primate 
brain for important reasons.

A second guiding idea used in the construction of neural 
network models is that each unit performs a relatively simple 
computation. Again, the original idea was to mimic biological 
neurons that were then assumed to perform relatively simple 
computations. This computation has most frequently been the 
weighted summation of inputs coupled with a “squashing func-
tion” that smoothly limits output levels. Later, slightly more 
complex operations involving multiplication and spiking events 
have also been used. The simplicity of the unit computations 
in network models is in sharp contrast to the complexity of unit 
computations in models containing only a handful of intercon-
nected units. The units in these models are sometimes labeled 
“black boxes” to indicate the complexity of the operations they 
perform and a lack of interest in understanding the mechanisms 
that create this complexity. For those interested in brain mecha-
nisms, these black box models are unappealing. However, they 
can prove useful for dissecting a complex process into 
subprocesses.

A third guiding principal is that the computational unit is often 
the synapse. This principle acknowledges the fact that simple 
operations beyond the simple multiplication of input by a synaptic 
weight can sometimes occur. For example, the glomerular trans-
formation at the mossy-to-granule synapse results in the conver-
sion of a sustained input into a phasic output. This principle 
implies that relatively complex operations are performed by 
neurons that receive thousands of synaptic inputs and that less 
complex operations are performed by neurons with only a few 
synaptic contacts. In the cerebellar model described below, two 
Purkinje units perform predictive control by driving horizontal 
and vertical eye muscles respectively. These complex operations 
arise from the convergence on each Purkinje cell of more than 
5000 synaptic inputs from parallel fibers. In contrast, each granule 
cell performs a relatively simple coincidence detection operation 
based on input from four dendrites.

A final defining concept is that a biologically realistic neural 
network model should be constrained by neural data. This is not 
the same as saying that such a model needs to be a simple, bottom-
up reconstruction of a brain system. This is a very tedious exercise 
that produces a result that is already known: that the complete 
system can generate responses observed experimentally. Rather, 
the goal of the modeler is to help us understand how a brain 
system works by creating a simpler version of the system that 
retains biologically realistic connectivity and processing. One 
simplifying idea is that brain systems consist of thousands of 
nearly identical modules each consisting of a few cells. It is then 
possible to understand the larger system by understanding pro-
cessing within a module. Another useful approach is the deletion 
of neural elements that are not needed for the generation of a 
particular function. Here it is presumed that these discarded ele-
ments are used only to refine the processing of the simple model. 
It is also possible that excluded elements play their role in other 
functions performed by the network.

Of course there are differences in opinion regarding how sche-
matic a model can become before it stops being useful to biolo-
gists. For this reason there has been a split between those interested 
in creating biologically realistic neural network models and others 
interested in computational networks without the constraints 
required for realistic biological modeling. The result is a healthy 



274 SECTION III  /  WELL-ESTABLISHED MODELS

and synergistic interaction between two perspectives that facili-
tates a common goal of understanding complex, highly parallel, 
computational systems in multiple contexts. That said, we place 
ourselves in the group interested in using neural networks to 
understand brain function.

A NEURAL NETWORK MODEL OF CEREBELLAR 
PREDICTIVE CONTROL

A neural network model will now be described that puts these 
pieces together to provide a mechanistic explanation of how the 
cerebellum could generate predictive smooth eye pursuit. It ben-
efi ts from a variety of other approaches to cerebellar model-
ing.44–48 A schematic diagram of the model’s architecture is shown 
in Figure 30–5. It follows well-established anatomical connec-
tions between the primary neural elements in the model, although 
the precise anatomical positioning of these neural elements has 
been altered. For example, the exit direction for Purkinje cell 
axons has been reversed to allow a more orderly left-to-right 
presentation of information flow through the model. The number 
of neural elements is also underrepresented: the model contains 
240 mossy fibers and 7200 granule cells that provide input to two 
Purkinje cells and one Golgi cell.

Mossy fibers entering the cerebellum at the left of the diagram 
provide the primary input to the model. Their signals are then 
processed within cerebellar glomeruli before activating multiple 
granule cells. Each granule cell, in turn, receives input from mul-
tiple glomeruli. This produces an expansive recoding of the 
mossy-fi ber population into a much larger granule cell population 
with a more diverse pattern of activation. Granule cell axons then 
travel to the molecular layer where they bifurcate at right angles 
to form the parallel fibers. The Golgi cell also receives input from 
parallel fibers and in turn influences granule cell responses within 
the glomeruli.

Purkinje cells provide the sole output for the cerebellar model. 
They receive their primary input from parallel fibers and climbing 
fi bers that arise from the inferior olivary nucleus. The climbing 
fi bers provide a training signal24,49,50 that is used to modify the 
strength of parallel-to-Purkinje synapses using the biologically 

based learning rule described above. The Purkinje cells provide 
predictive output that activates a well-established system of brain-
stem nuclei that further process the signal before activating eye 
muscles. A rudimentary model of saccadic generation and a 
visual-pursuit model based on existing pursuit models51–53 have 
been included to complete the model environment. They are 
needed in the initial training of the cerebellar network and to 
provide contrasts between what is expected from visual control 
alone and what can be achieved with the addition of predictive 
signals.

Figure 30–6A and C shows the excellent performance of the 
model during sum-of-sines and circle pursuit. Figure 30–6B and 
D shows the much poorer levels of performance observed without 
predictive control using only delayed visual control. The jagged 
appearance of the pursuit results from a saccade generator that 
pulls the eye back on target at intermittent times that never exceed 
the saccade refractory time of ∼200 msec. Between saccades, the 
eye continues the pursuit, but in the wrong direction, based on 
information about the direction of target motion that is delayed 
by 100 msec. Figure 30–6E shows how the sparse activation of 
the granule cell population provides a good representation of eye 
position at the top of the circle trajectory. Figure 30–6F shows the 
much broader pattern of activation across the granule cell popula-
tion that would have been observed without the local-circuit 
refi nements that produce sparse recoding. Without this sparse 
representation the model is unable to learn predictive tracking.

Put simply, the model creates predictive pursuit at a given 
point along a predictable trajectory by using the currently active 
subpopulation of granule cells to drive Purkinje cells in a fashion 
that generates correct eye motion at that position. This drive varies 
as first one subpopulation of granule cells and then another sub-
population is activated along the trajectory so that a changing 
drive signal is created across the entire trajectory. This process 
requires the sparse coding of trajectory location by the granule 
cell population. Otherwise it would be impossible to assign the 
unique drive pattern required at each point along the trajectory. 
Put another way, the network model creates predictive eye pursuit 
by using the active granule cell subpopulation to retrieve 

Figure 30–5. Architecture of the neural network 
model of the cerebellum described. Although 
Golgi cell axons innervate each glomerulus, these 
connections are indicated in complete detail for 
only a subset of glomeruli. See the text for addi-
tional details.
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remembered control information stored by granule-to-Purkinje 
synapses. Importantly, the model does not rely on visual input 
because the mossy-fiber population is activated exclusively by 
signals related to eye motion.

CONCLUSIONS
This chapter describes how monkeys are used to study the 

neural mechanisms of cognitive processing. The approach is mul-
tipronged using information from behavioral studies that test the 
limits of cognitive performance in primates, neural recording 
studies that examine brain responses in performing monkeys, and 
modeling studies that attempt to pull this information together in 
a biologically realistic fashion. Examples of this approach are 
presented based on our own work that seeks to understand the 
cognitive processing that results in predictive control. We fi rst 
present evidence that predictive processing is used by monkey 
subjects during eye pursuit in a variety of experimental tasks. 
Single-neuron recording experiments indicate that the cerebellum 
and frontal eye fields show responses correlated with predictive 
control. Finally, a biologically realistic neural network model is 
presented that generates predictive control and explains the exper-
imental data.
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ABSTRACT
It is believed that more than 80% of the information our brain 

receives comes from the visual system. Dysfunction of the visual 
system can significantly lower the quality of life. The most preva-
lent causes of visual impairment are cataracts, glaucoma, and 
age-related macular degeneration (AMD), which are responsible 
for 69% of blindness globally. In spite of the high incidence of 
AMD and glaucoma, a limited amount of information is available 
on the underlying pathological mechanisms causing these dis-
eases. Because experimental studies of AMD and glaucoma are 
limited in humans, the availability of animal models is very valu-
able to investigate molecular mechanisms and to test new thera-
peutic interventions. Appropriate animal models, such as monkey, 
mouse, rat, and zebrafish, facilitate the identification of new genes 
involved in the pathology and elucidate the genetic relationships 
between causative and modifier genes. In this chapter the advan-
tages and difficulties of using animal models for vision research 
will be discussed. Several animal models including a primate 
model with defined macula for AMD research and genetically 
modifi ed mice models for glaucoma research will be introduced.

Key Words: Vision, Age-related macular degeneration, 
Retina, Macula, Drusen, Glaucoma, Retinal ganglion cells, Optic 
nerve.

VISUAL IMPAIRMENT AND IMPORTANCE OF 
ANIMAL MODELS FOR EYE DISEASES

It is believed that more than 80% of the information our brain 
receives comes from the visual system. Dysfunction of the visual 
system can alter the normal human life style and signifi cantly 
lower the quality of life. The causes of visual impairments and 
blindness vary among ethnic groups and the global regions where 
they live. There are many causes of visual impairments including 
diabetic complications, infections, and trauma; however the most 
prevalent causes of visual impairment are cataracts, glaucoma, 
and AMD. According to the World Health Organization, there 
were more than 161 million visually impaired individuals in 2002; 
124 million of this group had low vision and 37 million were blind 
(http://www.who.int/mediacentre/factsheets/fs282/en/index.html)
(Figure 31–1).

Cataract, glaucoma, and AMD are responsible for 69% of 
blindness globally. Although cataracts are the leading cause of 

blindness worldwide, recent advances in cataract surgery have 
signifi cantly reduced the visual impairments caused by cataracts, 
especially in developed countries. Glaucoma, an optic neuropa-
thy, is often associated with elevated intraocular pressure and is 
responsible for blindness in 6.7 million people across the world. 
Glaucoma is more common in individuals of African ancestry, 
and the incidence of glaucoma increases with age.

The most prevalent eye disease for elderly Europeans and 
Americans is AMD. This degenerative disease progresses from 
retinal deposits called drusen to neovascularization and retinal 
hemorrhages resulting in irreversible loss of central vision.

In spite of the high incidence of AMD and glaucoma, a limited 
amount of information is available on the underlying pathological 
mechanisms causing these diseases. Obtaining tissues for any 
disease is often difficult, and even when obtained, they may not 
be informative because the tissues are usually collected many 
hours or even days after death. Because experimental studies of 
AMD and glaucoma are limited in humans, the availability of 
animal models is very valuable because they can be used to inves-
tigate the molecular mechanisms causing these diseases and to 
test new therapeutic interventions. Animal models, compared to 
other experimental methods, e.g., cell and organ cultures or post-
mortem models, allow the study of different pathological factors 
and therapeutic treatments under in vivo conditions, i.e., with the 
visual and other systems of the body intact. Appropriate animal 
models, e.g., monkey, mouse, and zebrafish, also facilitate the 
identifi cation of new genes involved in the pathology as well as 
elucidate the genetic relationships between causative and modifier
genes. Equally important, specific genes can be altered in these 
models. Thus, it is possible to induce mutations in animals, and 
then search for specific phenotypes, e.g., abnormal intraocular 
pressure (IOP) and retinal ganglion cell degeneration. Subse-
quently, the affected genes can be identified by standard genetic 
procedures.

Many animal models of AMD and glaucoma have been devel-
oped in different mammalian and nonmammalian species. None 
of these models is a perfect reproduction of the human disease, 
and when choosing the animal model for research, the investigator 
should evaluate the following: (1) the similarity of the visual 
system of the model to that of humans, especially the eye; (2) the 
similarity of the time course of pathological changes in the model 
and in human eyes; (3) the ability to perform genetic manipula-
tions; (4) the training required to produce affected animals; 
(5) the size of the eye; (6) the availability and difficulties in the 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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methods of analysis; (7) the availability of animals; and (8) the 
cost.

AGE-RELATED MACULAR DEGENERATION
INTRODUCTION The retina is composed of nine layers of 

neural and glial cells that are arranged concentrically at the pos-
terior pole of the eye. Incoming light is focused on the central 
area of the retina called the fovea, which is located in the center 
of the macular area (Figure 31–2). In humans, the size of the 
macula is approximately 6 mm in diameter (Figure 31–3). The 
outer (posterior) surface of the retina is covered by a monolayer 
of retinal pigment epithelial (RPE) cells that forms a diffusion 
barrier between the neural retina and the choroidal blood supply. 
The RPE regulates the transport of proteins to the retina and 
controls the hydration and ionic composition of the subretinal 
space. The physiological condition of the RPE is closely associ-
ated with the pathogenesis of AMD.

AMD is a blinding disorder characterized by a marked decrease 
in central vision associated with RPE atrophy with or without 
choroidal neovascularization (CNV). Many factors, including 
genetic, behavioral, and environmental, are involved in this 
disease. AMD is characterized by the degeneration of cone photo-
receptors in the foveal region of the retina resulting in a decrease 

of central visual acuity. The progressive impairment of the RPE 
cells and damage to Bruch’s membrane and choriocapillaris 
results in retinal atrophy and photoreceptor dysfunction. In some 
cases, CNV develops, and the new vessels penetrate Bruch’s 
membrane and pass into the subretinal space.

Two types of AMD are recognized: the nonneovascular type 
is called the dry-type AMD and includes more than 80% of the 
cases; the neovascular type is called the wet-type AMD and it is 
progressive with a higher probability of blindness. The prevalence 
of AMD differs considerably among the different ethnic groups, 
but the incidence increases with age in all groups. A lower preva-
lence of AMD has been reported in individuals of African ances-
try than of Anglo-Saxon ancestry. Other risk factors for AMD are 
cigarette smoking, obesity, hypertension, and atherosclerosis.

EPIDEMIOLOGY AND GENETICS Extensive epidemio-
logical studies have shown a genetic component for AMD. Thus, 
twin studies have shown a higher concordance for AMD in mono-
zygotic twins than in dizygotic twins.1−3 In addition, fi rst-degree 
relatives of individuals with AMD have a 2- to 4-fold higher 
incidence of AMD than individuals without a family history of 
AMD. Genetic segregation studies have also shown a genetic 
effect that accounts for approximately 60% of AMD with a single 
major gene accounting for about 55% of the risk of developing 

Figure 31–1. Global causes of blindness as 
a proportion of total blindness in the year 
2002 (WHO). AMD, age-related macular 
degeneration.
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AMD. Overall, the data have suggested that the etiology of AMD 
has a significant genetic component. Only a small proportion of 
the families with AMD shows Mendelian inheritance, and the 
majority of the individuals inherit AMD in a complex multigene 
pattern.

There have been a number of attempts to identify the genes 
that cause AMD. With the help of the haplotype marker project 
(HapMap Project), genome-wide scanning has identified at least 
13 loci linked to AMD on different chromosomes.4−6

Recently, a polymorphism of complement factor H gene 
(Y402H) was shown to be associated with an increased risk for 
AMD.7−10 These results were confirmed in many of the countries 
with large white populations but not in Japan.11,12 This gene is 
located on chromosome 1q25-31 where one of the candidate loci 
was identified by linkage studies. Another recent study reported 
that a haplotype association of tandemly located complement 2 
and factor B was protective for AMD.13

PATHOLOGY AND BIOCHEMISTRY The early stage of 
the dry-type AMD is characterized by a thickening of Bruch’s 
membrane, aggregation of pigment granules, and increasing 
numbers of drusen. The thickening of Bruch’s membrane obstructs 
its function as a “barrier” between the choroid and the RPE that 
protects the neural retina from the choriocapillary. Drusen are 
small yellowish-white deposits that are composed of lipids, pro-
teins, glycoproteins, and glycosaminoglycans. They accumulate 
in the extracellular space and the inner aspects of Bruch’s 
membrane (Figure 31–4). Drusen are not directly associated with 
visual loss but represent a risk factor for both the dry-type and 
wet-type AMD. The classification of hard and soft drusen is based 
on their size, shape, and color; hard drusen are yellowish with 
diameters <50µm and are found in eyes that are less likely to 
progress to advanced stages of the disease, while soft drusen are 
darker yellow and larger in size, and are found in eyes more likely 
to progress to more advanced stages of AMD. A small percentage 
of dry-type AMD patients progress to the late stage of the wet-
type AMD that is characterized by geographic atrophy or detach-
ment of RPE and the development of CNV in the macular region. 
The presence of a CNV is the factor that most damages the neural 
retina because the newly developed vessels grow from the 
choriocapillaris through Bruch’s membrane and extend laterally 

through the RPE cell layer (classic CNV) or extend between the 
inner Bruch’s membrane and RPE (occult CNV). In advanced 
stages of AMD, the CNV and fluid leaked into the subretinal or 
intraretinal regions lead to cell death and retinal detachment.

Recent analyses of the progression of drusen have provided 
important clues that help understand the molecular pathology of 
AMD. Using both immunohistochemistry and proteomic tech-
niques, the materials in drusen were found to be composed of 
molecules that mediate inflammatory and immune processes.14,15

These molecules include components of the complement pathway 
and modulators of complement activation, viz. vitronectin, clus-
terin, membrane cofactor protein, and complement receptor-1. In 
addition, molecules triggering inflammation, viz. amyloid P com-
ponent, α1-antitrypsin, and apolipoprotein E, were identified in 
drusen. Cellular debris from macrophages, RPE cells, and choroi-
dal dendritic cells has also been identified in drusen. On the other 
hand, crystallins, EEFMP1, and amyloid-β have been found at 

Figure 31–2. Schematic diagram of the human 
eye.

Figure 31–3. Fundus photograph of a normal human retina showing 
the location of the macula and the fovea.
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higher levels in drusen from individuals unaffected by AMD. The 
presence of immunoreactive proteins and the oxidative modifi ca-
tions of many proteins in drusen imply that both oxidation and 
immune functions are involved in the pathogenesis of AMD.

All of these findings suggest that complement activation trig-
gers innate immune responses in the subretinal space. The codis-
tribution of immunoglobulin G (IgG) and terminal complement 
complexes in drusen indicate that immune responses that directly 
target antigens in retinal cells might also be occurring. Antiretinal 
autoantibodies have been reported in a number of ocular disor-
ders, e.g., macular degeneration in an aged monkey model.

ANIMAL MODELS Access to appropriate biological materi-
als from affected donors at different stages of a disease is an 
absolute necessity for the study of mechanisms underlying the 
disease process. However, because it is nearly impossible to 
obtain retinal tissues from patients or controls, the development 
of animal models becomes crucial for investigating the biological 
pathways involved in the progression of the disease and for the 
development of therapeutic strategies.

Over the past few years, genetic engineering techniques have 
generated a number of animal models of AMD in mice, rats, 
rabbits, pigs, and dogs.16 However, in mammals, a well-defi ned 
fovea is found only in primates (humans and monkeys), and a 
search for a monkey line affected with macular degeneration has 
been persistent for a long time.

A monkey with macular degeneration was first described by 
Stafford et al. in 1974. They reported that 6.6% of the elderly 
monkeys they examined showed pigmentary disorders and drusen-
like spots.17 El-Mofty et al. reported that the incidence of macu-
lopathy was 50% in a colony of rhesus monkeys at the Caribbean 
Primate Research Center of the University of Puerto Rico.18 At 
the Tsukuba Primate Research Center (Tsukuba City, Japan), 
Suzuki et al. found a single cynomolgus monkey (Macaca fas-
cicularis) in 1986 with a large number of small drusen around the 
macular region (Figure 31–5).19−21 This single affected monkey 

has multiplied to a large pedigree of more than 65 affected and 
210 unaffected monkeys. Drusen were observed in the macular 
region as early as 1 year after birth, and the numbers increased 
and spread toward the peripheral retina throughout life. No histo-
logical abnormalities have been found in the retina, retinal vessels, 
or choroidal vasculatures of the eyes with drusen. Immunohisto-
chemical and proteomic analyses of the drusen from these monkeys 
showed that the drusen were very similar to those in other monkeys 
with aged macular degeneration sporadically found in older 
monkeys and also with human drusen.22,23 These observations by 
Umeda et al. have shown that the Tsukuba monkeys produce 
drusen that are biochemically similar to those in human AMD 
patients, but the development of the drusen occurs at an acceler-
ated rate of over 25 times. Currently, 240 loci of the cynomolgus 
monkey are being investigated to try to identify the disease-
causing gene and to understand the biological pathways leading 
to complement activation.

The eyes of monkey are structurally similar to human eyes, 
which make them extremely valuable for macular degeneration 
studies. However, there are limitations in using this species over 
other laboratory animals. Monkeys have a relatively longer life 
span, have a longer gestation period, have lower birth numbers 
resulting in a slower rate of expanding the pedigree, and are more 
diffi cult to genetically manipulate; in addition, the cost of main-
tenance is high. In other laboratory animals, the differences in the 
eye structure, lack of a fovea, and a low cone-to-rod ratio com-
pared to humans have been considered to be a disadvantage for 
using them as AMD models. However, they are easier to manipu-
late genetically and easier and less expensive to maintain. This 
has made the development of a mouse model of AMD very attrac-
tive, and a number of mouse AMD models have been reported 
recently.

The mouse model described by Ambati et al. is deficient either 
in monocyte chemoattractant protein-1 or its cognate C–C che-
mokine receptor-2. These mice were found to develop the cardinal 

Figure 31–4. Retinal histological section 
showing the accumulation of drusen between the 
retinal pigment epithelium and Bruch’s membrane 
in a primate model of AMD.

Figure 31–5. Photographs of the fundus of two 
monkeys with AMD in the Tsukuba Primate 
Research Center showing drusen.
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features of AMD including accumulation of lipofuscin in drusen 
beneath the RPE, photoreceptor atrophy, and CNV.24 An impair-
ment of macrophage recruitment allowed the accumulation of C5a 
and IgG, which leads to the production of vascular endothelial 
growth factor by the RPE cells and the development of CNVs.

Another mouse model that has three known AMD risk 
factors—age, high-fat cholesterol-rich diet, and expression of 
human apolipoprotein E (apoE2, apoE3, andapoE4)—has been 
developed.25 ApoE4-defi cient mice are severely affected showing 
diffuse subretinal pigment epithelial deposits, drusen, thickened 
Bruch’s membrane, and atrophy, hypopigmentation, and hyper-
pigmentation of the RPE.

Oxidative stress has long been linked to the pathogenesis of 
AMD. Imamura, et al. reported Cu, Zn-superoxide dismutase 
(SOD1)-defi cient mice that had features typical of AMD in 
humans. Senescent Sod1−/− mice had drusen, thickened Bruch’s 
membrane, and choroidal neovascularization.26 The number of 
drusen increased with age and also after exposure of young Sod1−/−

mice to excess light. The retinal pigment epithelial cells of Sod1−/−

mice showed oxidative damage, and their β-catenin-mediated cel-
lular integrity was disrupted. These findings suggested that oxida-
tive stress may affect the junctional proteins necessary for the 
barrier integrity of the RPE. These observations strongly sug-
gested that oxidative stress may play a major role in AMD.

The complement components, C3a and C5a, are present in 
drusen, and were observed in Bruch’s membrane of a laser-
induced CNV mice model. Neutralization of C3a or C5a by anti-
body or by blockade of their receptors by a complement inhibitor 
signifi cantly reduced the CNV. These observations revealed a role 
of immunological mechanisms for angiogenesis and provided evi-
dence for future therapeutic strategies for AMD.

Although the pathology of AMD is pronounced in the macula 
area, it is not confined to this region. Characteristics of human 
AMD such as thickening of Bruch’s membrane, accumulation of 
drusen, and CNV have been observed in mouse models. Neverthe-
less, the primate model will still be the choice for AMD studies, 
especially at the stage when new therapeutic methods are tested 
and evaluated for the first time. However, it would be wise and 
more productive to study both primate and mouse models in AMD 
research. This will be necessary to determine the mechanisms 
underlying the disease and to identify clinical and molecular 
markers for the early stages of AMD. The findings from these 
studies will provide critical information needed to develop thera-
pies for AMD.

GLAUCOMA
OVERVIEW Glaucoma is a heterogeneous group of complex 

neurodegenerative disorders that is characterized by the constric-
tion of the visual field, death of retinal ganglion cells (RGCs), and 
a pathognomonic deformation of the optic nerve head (ONH) 
known as glaucomatous cupping. Glaucomas are classified into 
three main types: open-angle, closed-angle, and congenital glau-
coma. Each of these types is subdivided into primary and second-
ary types.

EPIDEMIOLOGY AND GENETICS Primary open-angle 
glaucoma (POAG) is the most common form of glaucoma; it 
occurs in about 4.5 million people worldwide and accounts for 
12% of all global blindness. By the year 2020, over 11 million 
people will be blind from primary glaucoma.28 POAG is often, 
but not always, associated with elevated IOP, which is one of the 

main risk factors in glaucoma. However, about a third of all 
patients with POAG develop the disease without an IOP eleva-
tion, and in these patients, the IOP is continuously below 
21 mm Hg. This form of POAG is called normal tension or low 
tension glaucoma (NTG). A reduction of the IOP, even in cases 
of NTG, is the main, clinically proven, treatment for glaucoma.

ANIMAL MODELS Among the different animal models of 
glaucoma, the monkey models are superior because of the ana-
tomical similarity of the monkey eyes to human eyes and the 
phylogenetic similarities of these two species. At the same time, 
monkeys are extremely expensive and experiments on them 
require a highly skilled team of investigators.

Most of the existing animal models of POAG, including the 
monkey models, are based on the elevation of the IOP. An eleva-
tion of the IOP develops from an imbalance between aqueous 
humor production and outflow. Aqueous humor, a fluid produced 
by the ciliary body of the eye, drains out of the eye and into the 
blood circulatory system. The eye’s outflow system consists of a 
series of endothelial cell-lined structures that include the trabecu-
lar meshwork (TM), Schlemm’s canal (SC), which serves as a 
collector vessel, and the episcleral venous system (Figure 31–6). 
In most glaucoma models, the IOP is elevated as a result of a 
reduction or blockage of the aqueous humor outflow. In monkeys, 
an elevation of IOP is commonly induced by laser photocoagula-
tion of the TM.29,30 Several days after the laser treatment, the IOP 
increases and this elevation may last for more than a year, although 
more than one laser session is usually required to achieve a sus-
tained elevation of the IOP. The IOP in treated eyes is usually 
between 25 and 60 mm Hg.

Other methods to elevate the IOP in monkey eyes include the 
anterior chamber injection of ghost red cells,31 latex micro-
spheres,32 cross-linked polyacrylamide gels,33 and enzymes.34

Topical steroids have also been shown to elevate the IOP.35 These 
latter treatments produce less consistent elevations than laser 
photocoagulation.36

Monkey glaucoma models have been shown to have changes 
in the optic disk, optic nerve, RGC, and nerve fiber layers similar 
to those observed in glaucomatous human eyes. Apoptosis was 
shown to be the cause of the RGCs death in a monkey photo-
coagulation model,37 and apoptosis was later confirmed to be the 
cause in other animal models and in humans with glaucoma. 
Monkey glaucoma models have also been successfully used to 
study changes in the retinal gene expression pattern 30 days after 
laser photocoagulation of the TM,38 and to test the effectiveness 
of new classes of hypotensive drugs.36

Rodent became the animal of choice when large numbers 
of animals were required, e.g., when examining the mechanism 
of RGC degeneration and neuroprotection. Several rat models of 
elevated pressure-induced optic nerve damage have been devel-
oped during the past decade, and they have been used to study 
changes in the retina and the optic nerve. Rats are easy to handle 
and the relatively large size of their eyes allows multiple, awake 
measurements of the IOP with commercially available equip-
ment.39 This latter is important because it is well documented that 
general anesthesia induces a rapid decrease in the IOP. Although 
there are certain differences in the structure of the rat and human 
eyes, all of the eye structures affected in glaucomatous human 
eyes exist in the rat eye.

In rat models, the IOP elevation is achieved by injection of 
concentrated saline solution into the episcleral veins,40 laser 
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photocoagulation of the TM after an injection of Indian ink into 
the anterior chamber,41 laser photocoagulation of the TM,42 and 
laser cauterization of episcleral veins.43 All of these methods that 
lead to an elevation of the IOP require special training of the 
investigators.

Successful treatment of the eye leads to a rapid elevation of 
the IOP, although the level of elevation varies from eye to eye. 
Saline injection generally produces a wide range of IOP elevation 
from a very minimal rise to a 2-fold increase over the IOP in 
control eyes. The elevation of the IOP generally lasts for several 
weeks, and a second laser treatment is often required in the 
photocoagulation method to maintain an elevated IOP for more 
than 3 weeks.

A chronic elevation of the IOP in rats leads to apoptosis of the 
RGCs, degeneration of the optic nerve fibers, and remodeling of 
the ONH similar to those observed in human glaucomatous 
eyes.40,44−45 Rat models of glaucoma have been used to study the 
effects of elevated IOP on the electroretinogram,46 neuroprotec-
tive drugs,47 and molecular changes in the retina and optic nerve 
using the candidate gene approach and array hybridization.48

A mutant rat strain was reported to have unilateral or bilateral 
enlargement of the eyes with an IOP ranging from 25 to 45 mm Hg. 
In this strain of rat, cupping of the optic nerve head was detected 
by funduscopic examination, and the cupping was more pro-
nounced in older animals. The number of RGCs also declined 
with age.49 Unfortunately, this strain was obtained from the Royal 
College of Surgeons colony that has a mutation in the receptor 
tyrosine kinase gene, leading to degeneration of the photorecep-
tors. Therefore, this strain can hardly be considered a good 
glaucoma model.

The construction of mouse models of glaucoma has lagged 
behind rat glaucoma models for a long time despite the advan-
tages of mice over rats and other mammalian species for cost-
effective genetic manipulations, availability of a wide spectrum 
of methods, and the existence of many genetically modifi ed 
strains. However, it should be remembered that mouse and human 
eyes have certain important differences including the arterial 

blood supply to the optic nerve head and the absence of a lamina 
cribrosa.50 The lamina cribrosa, a collagenous scaffold supporting 
the optic nerve, plays a critical role in the damage/protection of 
the human optic nerve.

One of the main difficulties working with mice is that their 
eyes are much smaller than the eyes of humans and rats, and new 
methods had to be developed to measure the IOPs in mice. To 
date, several invasive and noninvasive methods of IOP measure-
ments have been developed for mice. The first remains one of the 
most reliable and accurate methods and does not depend upon the 
mechanical properties of the cornea. It involves the insertion of a 
glass microneedle connected to a pressure transducer into the 
anterior chamber of the eye. Using this method, it was shown that 
common mouse strains have different IOP between 10 and 
20 mm Hg.51 Other methods of IOP measurements in mice were 
later developed including noninvasive techniques. Noninvasive 
methods allow multiple IOP measurements to be completed in a 
short period of time, but the results of these measurements may 
depend upon mechanical properties of the cornea. To obtain 
reliable IOP readings, all of the described techniques require 
training.

Transgenic and gene-targeted knockout approaches have been 
used to develop several mouse models of glaucoma. The main 
advantage of these models is that the animals with the mutated 
gene provide a more uniform elevation of the IOP and damage to 
the retina and optic nerve similar to that found with surgically 
induced elevated IOPs. A large number of animals can be pro-
duced, and once a mutant mouse line is obtained, no special 
training is needed to produce more affected mice.

Several lines of transgenic mice have been developed that 
contained BAC DNAs with a mouse Tyr423His point mutation 
and Tyr437His point mutation of the human myocilin (Myoc) 
genes. The Tyr437His mutation in the Myoc gene leads to severe 
glaucoma in humans, and the mouse Tyr423His mutation corre-
sponds to this human mutation. Expression of mutated mouse 
Myoc in the ocular drainage structures led to moderate (about 
2 mm Hg during the day and 4 mm Hg at night) elevation of the 

Figure 31–6. Schematic diagram of the anterior 
segment of the eye showing the trabecular mesh-
work and uveoscleral outflow pathways of aqueous 
humor.
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IOP and progressive degenerative changes in the peripheral RGC 
layer and optic nerve that resembled glaucomatous changes in 
human eyes.52 In 1-year-old animals, the peripheral retina of 
transgenic mice had approximately 20% fewer RGCs than the 
peripheral retina of control littermates.

Transgenic mice with a targeted mutation in the gene for the 
α1-subunit of collagen type I have also been constructed. This 
mutation blocks the cleavage of collagen by matrix metallo-
p roteinase-1. Transgenic mice expressing mutated collagen had 
elevated IOPs. The difference in the IOP between control and 
transgenic mice gradually increased to a maximum of 4.8 mm Hg 
at 36 weeks. Because these mice had progressive optic nerve axon 
loss with normal organization of the drainage structures, it has 
been suggested that they may be used as a mouse model of 
POAG.53

Recent data have demonstrated that transgenic mice express-
ing mutated optineurin under the control of the ubiquitous 
ROSA26 promoter develop optic nerve cupping and death of the 
RGCs without elevation of the IOP.54 These transgenic mice may 
represent the first animal model of NTG.

The surgical methods used to produce rat glaucoma models 
have also been used in mice. However, performing surgery on the 
mouse eye is even more challenging than on rat eyes because of 
the difference in size. A significant elevation of the IOP was found 
in the eyes of C57BL/6J mice that had an injection of indocyanine 
green dye into the anterior chamber and diode laser treatment of 
the TM and episcleral vein region.55 At 10 days after the surgery, 
the mean IOP in the operated eyes was 33.6 ± 1.5 mm Hg versus 
15.2 ± 0.6 mm Hg in the control eyes. However, the IOP returned 
to normal 60 days after the surgery. Histological examination of 
the treated eyes 65 day after the surgery revealed anterior syn-
echia, a decrease in the number of RGCs, thinning of all retinal 
layers, and damage to the optic nerve structures without evidence 
of prominent cupping.55 A reduction in the function of the outer 
retinal layers, confirmed by electroretinographic studies, may 
indicate that this model produces more extensive changes in the 
retina compared to the glaucoma in humans.

Similar to the above model, an elevation of IOP was induced 
by argon laser photocoagulation of the episcleral and limbal veins 
in C57BL/6J mouse eyes56 or by cauterization of three episcleral 
veins in CD1 mouse eyes.57 During the first 4 weeks following 
laser treatment, the mean IOP in the treated eyes was about 1.5 
times higher than in control eyes. The number of RGCs had 
decreased by 22.4 ± 7.5% of that in the controls at 4 weeks after 
treatment. Most of the TUNEL-positive apoptotic cells were 
detected in the peripheral retina.56

Cauterization of the episcleral veins led to a maximum IOP 
elevation within 2–9 days, and the IOP decreased progressively 
thereafter to reach more or less normal values after 24–33 days. 
There was a 20% decrease in the number of RGCs 2 weeks after 
the surgery.57

The DBA/2J strain has high IOP and has become a popular 
mouse model to study secondary angle-closure glaucoma. This 
mouse strain has mutations in two genes, Tyrp1 and Gpnmb.58

DBA/2J mice develop pigment dispersion, iris transillumination, 
iris atrophy, and anterior synechia. At the age of 9 months, the 
IOP was elevated in most mice and the elevation was accompa-
nied by the death of the RGCs, optic nerve atrophy, and optic 
nerve cupping. Although no group of the RGCs was especially 
vulnerable or resistant to degeneration, fan-shaped sectors of dead 

or surviving RGC radiated from the ONH.59 It has been suggested 
that axon damage at the ONH might be a primary lesion in this 
model.59

Several important observations were made from the studies on 
the DBA/2J model. It was shown that the proapoptotic protein 
BAX is required for the survival of RGCs but not for RGC axon 
degeneration, suggesting that BAX may be a candidate human 
glaucoma susceptibility gene.60 Unexpectedly, a high dose of γ-
irradiation accompanied by syngeneic bone marrow transfer pro-
tected the RGCs in DBA/2J mice.61 Similar to the results obtained 
with rat and monkey models, genes involved in the glial activation 
and immune response were activated in DBA/2J retina as shown 
by array hybridization.62

Complement component, 1Q, was upregulated in the retina of 
several animal models of glaucoma as it is in human glaucoma 
with the timing suggesting that complement activation plays a 
signifi cant role in the pathogenesis of glaucoma.63

Taken together, these findings confirm that animal models 
might be used to look for a molecular mechanism involved in 
glaucoma in humans.

The modulation of the activity of genes involved in the devel-
opment of the anterior segment of the eye may lead to relatively 
rare developmental glaucomas that account for less than 1% of 
all glaucoma cases. Several genes have been implicated in con-
genital glaucoma and anterior segment disgenesis. They include 
Cyp1b1, Foxc1, Foxc2, Pitx2, Lmx1b, and Pax6. Several lines of 
mice with defects in these genes have been studied with glaucoma 
in mind (see Gould et al.64 for a review). For example, mutation 
in the CYP1B1 gene (cytochrome P450, family 1, subfamily b, 
polypeptide 1) may lead to primary congenital glaucoma (PCG) 
in humans. Although Cyp1b1 knockout mice did not develop 
elevated IOP, they had ocular abnormalities similar to the defects 
in humans with PCG, viz. small or absent Schlemm’s canal, 
defects in the TM, and attachment of the iris to the TM and 
anterior synechia.

Mutations in the FOXC1 gene, which encodes a transcription 
factor with a forkhead-winged-helix DNA binding domain, cause 
a range of eye abnormalities associated with glaucoma, e.g., iris 
hypoplasia, Axenfeld and Rieger anomaly, and Rieger syndrome. 
Foxc1−/− mice die at birth, while Foxc1+/− animals are viable but 
have defects in the eye drainage structures without changes in 
IOP. Similar eye defects were observed in Foxc2+/− mice. It has 
been suggested that Foxc1+/− and Foxc2+/− mice are useful models 
for studying anterior segment development and anomalies, and 
may allow the identification of genes that interact with Foxc1 and 
Foxc2 (or FKHL7 and FKHL14) to produce a phenotype with 
elevated IOP and glaucoma.

Other animals, including rabbit, pig, and bovine, have also 
been used to develop animal models of glaucoma, but none of 
them is widely used for different reasons. Zebrafish became a 
powerful model for advanced genetic studies in vertebrates, espe-
cially in the case of complex diseases, and was proposed as a 
model for identification of modifier genes for glaucoma.65

CONCLUSIONS
In summary, animal models of glaucoma, including the most 

widely used rodent and monkey models, have already provided 
interesting new information about mechanisms of glaucoma in 
humans. However, it should be remembered that even in monkey 
models the time course of changes in the glaucomatous eyes may 
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be significantly accelerated compared to that in human glaucoma-
tous eyes, and all discussed models are indeed just models of 
glaucoma in humans. Results obtained with these models should 
not be automatically applied to human glaucoma and should be 
confi rmed by testing in humans whenever possible. It has become 
clear that reaction to the same insult, e.g., elevated IOP, may be 
somewhat different in different animal models. Glaucoma studies 
in animals may help us identify the molecular mechanisms 
involved in the development of glaucoma in each particular 
model. By comparing these mechanisms, it may be possible to 
fi nd some common mechanism that might be involved in glau-
coma formation in humans. This will be extremely valuable for 
the development of new therapeutic approaches for the treatment 
and prevention of glaucoma in humans.
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32 Animal Models of Noise-Induced 
Hearing Loss

RICHARD SALVI AND FLINT A. BOETTCHER

ABSTRACT
Animal models have played a major role in understanding 

noise-induced hearing loss, a major cause of hearing loss in indus-
trialized societies. Behavioral models using positive and negative 
reinforcement techniques have played an important role in delin-
eating the relationship between the physical characteristic of the 
noise, namely intensity, spectral content, and duration, and the 
magnitude of the resulting hearing loss. An important contribution 
from these studies was the discovery that the hearing loss reaches 
an asymptotic value of threshold shift for exposures lasting 24 h 
or more. Animal models of noise-induced hearing loss have 
revealed a significant loss of frequency sensitivity, making it dif-
fi cult to discriminate signals in noise, and a breakdown in tempo-
ral resolution that makes it difficult to perceive the temporal 
information contained in complex signals such as speech. Animal 
models have shown that prolonged exposure to high-level noise 
mainly damages the sensory hair cells in the inner ear. The ste-
reocilia bundles on the sensory hair cells, which contain the 
mechanically gated ion channels responsible for converting sound 
into neural activity, are especially vulnerable to acoustic over-
stimulation. High-level noise can obliterate or damage the stereo-
cilia. More severe sound exposures can result in degeneration of 
the hair cell body, beginning with the outer hair cells followed by 
the inner hair cells. The functional status of the outer hair cells 
can be evaluated in noise-exposed animals using distortion product 
otoacoustic emissions. When healthy ears are stimulated with two 
primary tones, f1 and f2, the inner ear generates a distortion tone, 
the most prominent of which occurs at 2f1–f2. Acoustic over-
stimulation that primarily damages the outer hair cells and leads 
to mild to moderate hearing loss almost completely abolishes the 
distortion product otoacoustic emission. The type I spiral ganglion 
neurons, which make synaptic contact with single inner hair cells, 
can be used to assess the functional status of a very narrow region 
of the cochlea. The functional status of small populations of type 
I neurons can be evaluated using tone bursts to elicit the com-
pound action potential. Narrow band noise exposures that damage 
specifi c regions of the cochlea cause an increase in the compound 
action potential threshold at frequencies associated with the region 
of cochlear pathology. Microelectrode recordings from single 
type I auditory nerve fibers can be used to delineate the patho-

physiology at specific sites along the cochlea. Sound exposures 
that selectively damage the outer hair cells lead to an elevation of 
threshold and loss of tuning. In cases in which acoustic overstimu-
lation destroys both the outer hair cells and inner hair cells, nerve 
fi bers associated with the damaged region are unresponsive to 
sound resulting in a dead region. The biological mechanisms that 
lead to noise-induced degeneration of hair cells is not fully under-
stood, but there is growing awareness that hair cell death may be 
initiated by oxidative stress that leads to hair cell death by necrosis 
or apoptosis.

Key Words: Chinchilla, Gerbil, Mice, Noise exposure, 
Hearing loss, Tuning, Oxidative stress, Hair cells, Auditory 
nerve.

NOISE-INDUCED HEARING LOSS
In industrialized countries where recreational and work place 

noise are increasing, noise-induced hearing loss (NIHL) has 
become the leading cause of hearing loss among those under 50 
years of age.1 The early studies of NIHL in humans between 1940 
and late 1960 helped to establish a basic understanding of the 
magnitude of the hearing loss resulting from noise exposures of 
a given intensity, duration, and spectral content; however, because 
of ethical constraints and the difficulty of carrying out long-term 
noise exposure with humans, most of the early human studies 
focused on sound exposures that resulted in temporary threshold 
shifts (TTS). With the growing concern that TTS-inducing sound 
exposures might cause permanent damage to the sensory cells, 
supporting cells, and spiral ganglion neurons in the inner ear, 
more recent work on NIHL has turned to animal models, in par-
ticular, studies aimed at understanding the basic neuroanatomical, 
neurophysiological, and biochemical mechanisms underlying 
NIHL.

Which animal model is the most useful for investigating NIHL 
and to what extent is it possible to extrapolate from animal 
models to humans? The answer to the question is complex and 
probably depends on the specific issue or problem being inves-
tigated. Most biological studies of sensorineural hearing loss 
have been conducted on cat, chinchilla, gerbil, guinea pig, mouse, 
and rat. Because cats are particularly hardy animals, they have 
proved especially useful for long-term electrophysiological 
recording.2 Chinchillas have often been used because their range 
of hearing is nearly identical to that of humans;3 however, they 
may be more susceptible to acoustic trauma than humans.4 The 
upper range of hearing in guinea pigs and gerbils is slightly 

From: Sourcebook of Models for Biomedical Research
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290 SECTION IV  /  MODELS FOR SPECIFIC PURPOSES

higher than in humans, but their cochlea is accessible for physi-
ological recordings and anatomical analysis.5,6 With the rapid 
developments in molecular biology and genomics, research has 
shifted toward the use of rats and mice, in particular, inbred 
strains in which the effects of genetic variability are greatly 
reduced.7 A wide range of techniques has been used to assess 
the effects of NIHL in animal models. The following sections 
will review some of the most commonly used techniques that 
have provided fundamental insights into questions such as the 
following: How much noise is too much noise? What anatomical 
structures in the inner ear are damaged by noise? What physio-
logical changes are associated with NIHL? Are there any thera-
peutic treatments for NIHL?

BEHAVIORAL ASSESSMENT OF NOISE-INDUCED 
HEARING LOSS Behavioral measures, although time consum-
ing, allow for the most comprehensive assessment of the full 
range of hearing deficits associated with NIHL. Animal psycho-
physical techniques for assessing hearing fall into two broad cat-
egories: those involving positive reinforcement and those utilizing 
negative reinforcement.8,9 Regardless of the technique, suffi cient 
training must occur so that the animal’s behavior is under stimulus 
control. The psychophysical procedures used to define threshold 
in quiet typically involve the method of limits, method of constant 
stimuli, or a tracking algorithm in which the sound level is 
decreased or increased by a specified dB step size after a correct 
or incorrect response, respectively (Figure 32–1). For example, 
chinchillas have been trained to press and hold down a key and 
wait for a variable time interval until a tone is presented. If the 
tone is detected, the animal releases the bar and receives a food 
pellet (hit). Failure to release the bar on tone trials is scored as a 
miss resulting in a time out indicted by turning off the house 
lights. Blank (no tone) trials are presented on 50% of the trials. 
If the bar hold is maintained throughout the trial, a food pellet is 
administered and the trial is scored as a correct rejection. Release 
of the bar on a no-tone trial is scored as a false alarm. To more 

accurately define threshold, the step size can be reduced after a 
certain number of threshold reversals has occurred. In the example 
shown in Figure 32–1A, threshold was defined as the mean of the 
last three reversals, 16.7 dB sound pressure level (SPL), with a 
step size of 5 dB. Threshold can be measured over a broad range 
of frequencies to obtain a plot of threshold versus frequency, or 
the audiogram. Figure 32–1B illustrates the audiogram of the 
chinchilla, an animal model that has been used extensively in 
behavioral studies of NIHL. Thresholds in quiet are lowest in the 
2–4 kHz range and begin to increase near the lower and upper 
range of hearing for this species.9

Procedures similar to those used to measure the audiogram 
have also been used to assess suprathreshold measures of hearing 
such as frequency discrimination, frequency tuning curves, tem-
poral resolution, intensity discrimination, masking patterns, and 
the critical band.10–13

BEHAVIORAL ASSESSMENT OF NOISE-INDUCED 
HEARING LOSS Chinchillas have been used extensively to 
map out the relationship between the three main parameters of the 
noise exposure (intensity, frequency, and exposure frequency) 
and degree of TTS and/or permanent threshold shifts (PTS).14–18

Figure 32–1B illustrates the pattern of TTS that would result from 
exposure to an octave band of noise (OBN) centered at 4 kHz at 
a low level (83 dB SPL) and a high level (95 dB SPL). The hearing 
loss is typically greatest one-half to one octave above the center 
frequency of the noise exposure, a phenomenon referred to as the 
one-half octave shift. At low exposure levels, the hearing loss 
drops off rapidly above and below the exposure frequency; con-
sequently, there is little or no threshold shift at 16 or 2 kHz. 
However, at high exposure levels, the hearing loss spreads exten-
sively toward the high frequencies, but comparatively little toward 
the low frequencies. The spread of TTS and PTS toward the high 
frequency results mainly from the traveling wave vibration pattern 
that spreads from the point of maximum vibration toward the 
basal high-frequency region of the cochlea.19

Figure 32–1. (A) Behavioral threshold tracking algorithm in which 
the sound level is initially decreased in 10-dB steps after a response 
is made on a tone trial (hit) and increased in 10-dB steps if no 
response is made on a tone trial (miss). The step size is reduced to 
5 dB after two 10-dB reversals. The threshold is calculated as the 
mean of the last three reversals with a 5-dB step size. (B) Behavioral 

thresholds between 0.25 and 16 kHz preexposure and after long-term 
noise exposure to an octave band noise centered at 4 kHz and pre-
sented at 83 and 95 dB SPL. Note the large increase in high-frequency 
behavioral thresholds and normal low-frequency thresholds after the 
exposure. (Modified from Salvi et al.9)
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EXPOSURE LEVEL AND DURATION A major advantage 
of animal models is that it is possible to use long-term, well-
controlled noise exposures that extend over days, weeks, months, 
or years, something that is impossible to do in human laboratory 
studies. Prior to the 1970s, it was not clear if the degree of hearing 
loss would continue to increase with exposure duration or if it 
would reach an asymptotic value. When the experiments were 
fi nally carried out, a major revelation was that the degree of 
hearing loss increased with exposure duration, but reached an 
asymptotic value after 18–24 h. Figure 32–2A illustrates the 
growth of TTS at 715 Hz in the chinchilla resulting from a 7-day 
exposure to an octave band of noise centered at 500 Hz.20 The 
level of the octave band noise was set at 75, 85, 95, or 105 dB 
SPL. Hearing loss was measured approximately 4 min after the 
animal was removed from the noise. When hearing loss is plotted 
on a logarithmic time scale, TTS increased approximately linearly 
with exposure duration over the first 24 h and then reached a 
plateau, or asymptotic threshold shift (ATS). This plateau remains 
stable for exposure durations as long as 3 years.21 The ATS value 
increased according to the following equation: TTS4 min = m(OBL
− k), where OBL is the octave band noise level in dB, k is the 
exposure level that must be exceeded for a hearing loss to occur, 
and m is the rate of growth of hearing loss. For an octave band 
noise centered at 500 Hz, TTS4 min = 1.6(OBL − 65). That is, the 
ATS value will increase at 1.6 dB/dB once the OBN level exceeds 
65 dB SPL. The variables m and k vary with species and/or fre-
quency. It was originally assumed that if the noise exposure went 
on indefinitely, ATS would go on to become PTS. If this assump-
tion were correct, then this would be theoretically important 
because ATS could be used to predict the maximum PTS that 
could result from a given noise exposure. However, 5–20 dB of 
recovery has been observed even after a 3-year period of ATS. 
Thus, ATS is a combination of TTS and PTS where the PTS 
component increases with exposure duration and level.21

RECOVERY Following the end of a noise exposure, thresh-
olds typically recover over a period of approximately 10–15 days. 
Thresholds can fully or partially recover depending on the expo-
sure level and exposure duration. Figure 32–2B shows the pattern 
of threshold recovery at 5.7 kHz following an intermittent (6 h/day 
for 9 days) exposure to an octave band noise centered at 4 kHz.15

The exposure resulted in an ATS that ranged from 10 dB with an 
exposure level of 52 dB SPL to approximately 70 dB when the 
exposure level increased to 92 dB SPL. On a log-recovery time 
scale, three phases are seen: an early phase during the first 200 min 
(∼3 h) where there is little recovery, a rapid recovery phase extend-
ing from approximately 200 to 7000 min (∼5 days), and finally a 
very slow recovery phase followed by a plateau. In general, small 
ATS values produced by low exposure levels are associated with 
a shorter recovery time and little or no PTS, whereas large ATS 
values produced by high exposure levels resulted in longer recov-
ery times and PTS.

FREQUENCY SELECTIVITY If NIHL simply resulted in a 
loss in hearing sensitivity, then correcting the problem would 
simply entail turning up the volume on your hearing aid or stereo 
amplifi er. Unfortunately, NIHL also disrupts a listener’s fre-
quency selectivity, that is, the ability to extract out and hear the 
signal of interest from nearby frequencies in the background 
noise.12,22 Behavioral psychophysical tuning curves can be mea-
sured by having animals respond when they hear a fi xed-fre-
quency, short-duration probe tone burst, for example, a 20-msec 
tone burst at 2000 Hz presented 10–15 dB above the threshold. 
The low-intensity probe tone presumably excites a limited group 
of neurons that is tuned to the frequency of the probe signal. Next, 
a continuous pure tone masker is added to the background. The 
frequency of the masker is set to a frequency far below the probe-
tone frequency, for example, 500 Hz, and then the level of the 
500-Hz continuous masker is increased until the animal can no 
longer hear the 2000-Hz probe tone. The intensity of the 500-Hz 

Figure 32–2. (A) The amount of TTS at 715 Hz that occurred 4 min 
after chinchillas are removed from an octave band noise centered at 
500 Hz. Exposure levels were 75, 85, 95, and 105 dB SPL; the ATS 
values associated with these exposure values were 17, 31, 49, and 

63 dB. (B) The recovery of threshold as a function of log recovery 
time following exposure to an octave band noise centered at 4 kHz. 
Exposure levels ranged from 57 to 102 dB SPL as shown in the inset. 
(Modifi ed from Clark.21)
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masker that prevents the detection of the 2000 Hz tone bursts 
represents the masked threshold at 500 Hz. The frequency of the 
masker is change to another frequency, and the masked threshold 
is remeasured to obtain a second point on the psychophysical 
tuning curve. When the masked threshold is measured over a wide 
range of frequencies below, near, and above the frequency of the 
probe tone, the entire psychophysical tuning curve can be mapped 
out. Figure 32–3A shows a normal psychophysical tuning curve 
measured in a chinchilla using a 2-kHz probe tone presented 
approximately 10 dB above threshold. The masked thresholds are 
lowest near the probe tone frequency; masked thresholds increase 
rapidly as masker frequency increases resulting in a steep high-
frequency edge to the tuning curve. Masked thresholds also 
increase rapidly as the masker frequency decreases; however, at 
about one octave below the probe frequency, masked thresholds 
reach a plateau. Thus, normal psychophysical tuning curves 
consist of two distinct regions, a narrowly tuned V-shaped tip 
centered at the probe frequency and a high-threshold, broadly 
tuned tail region. The shape of the psychophysical tuning curve 
changes significantly in subjects with NIHL as shown in Figure 
32–3A. In subjects with approximately 30 dB of NIHL, the probe 
tone intensity must be increased so that it is 10 dB above the 
threshold in the impaired ear. When the psychophysical tuning 
curve is measured in an ear with NIHL, the masked thresholds in 
the vicinity of the tip are found to increase (hyposensitive), 
whereas masked thresholds in the tail of the tuning curve remain 
the same or sometime decrease (hypersensitive). Thus, psycho-
physical tuning curves in animals with NIHL have a high-thresh-
old, broadly tuned tip connected to a high-threshold tail region, 

which give rise to a blunt W- or U-shaped tuning curve. Conse-
quently, sounds far below the probe tone, which normally would 
have little effect on its detection, become almost as effective at 
masking the signal as those located near the probe signal.

TEMPORAL RESOLUTION The information content of 
sounds such as speech and music is largely contained in the tem-
poral fluctuations in sound frequency and intensity. Thus, it is 
possible to ask whether NIHL has any impact on the ability of 
listeners to extract out and respond to the temporal fl uctuations 
present in sounds. One simple task that can be used to assess the 
temporal resolving power is the ability to hear a brief silent gap 
in an otherwise continuous background noise (Figure 32–3B).13,23

An animal is placed in a continuous background noise and trained 
to make a behavioral response when a silent gap appears in the 
ongoing background noise. As shown in Figure 32–3B, the short-
est silent gap that can be detected in broadband noise is on the 
order of 3 msec at moderate to high sound levels. When the back-
ground noise intensity falls below 40 dB SPL, the gap threshold 
decreases to around 7 msec when the background noise is just 
above the threshold of hearing.

When chinchillas were exposed for many days to a broadband 
noise that induced relatively flat hearing loss across all frequen-
cies, gap thresholds systematically increased as the noise-induced 
ATS increased.13 With a 16-dB ATS, gap thresholds were longer 
than normal only when the gap thresholds were measured in low-
level background noise. With higher levels of background noise 
gap thresholds were essentially normal. However, as the noise-
induced ATS increased from 30 to 43 and then 52 dB, the gap 
threshold became longer than normal and could be measured at 

Figure 32–3. (A) Psychophysical tuning curves from a chinchilla 
using a 2-kHz probe tone presented approximately 10 dB above 
threshold before and after a noise exposure that resulted in approxi-
mately 30 dB of permanent NIHL. The normal psychophysical tuning 
curve has a narrow, V-shaped, low-level tip near the 2-kHz probe 
tone frequency and a high-level, low-frequency tail that extends 
toward the low frequencies. After a noise exposure, the level of the 
2-kHz probe tone must be increased so that it is again 10 dB above 
threshold and the psychophysical tuning curve is remeasured. In 

animals with NIHL, the psychophysical tuning curve has a broad U-
shaped or blunt W-shaped tip due to the increased masked threshold 
near the probe frequency. Masked thresholds in the tail of the psy-
chophysical tuning curve show little change or sometimes become 
hypersensitive. (Modified from Salvi et al.47) (B) Changes in gap 
thresholds as a function of stimulus level in chinchillas with a fl at 
NIHL of approximately 16, 30, 43 or 52 dB. (Modified from Giraudi-
Perry et al.13)
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high levels of background noise only when the stimulus was 
above threshold. Since it is possible to systematically manipulate 
the degree of NIHL in animal models and assess the deterioration 
in hearing performance, animal models have been especially 
useful in determining exactly how auditory temporal resolution 
changes as the degree of NIHL increases.

HISTOPATHOLOGIES ASSOCIATED WITH 
NOISE-INDUCED HEARING LOSS

The major histopathologies associated with NIHL occur in the 
inner ear (cochlea). The spiral-shaped sensory epithelium is 
encased in a fl uid-fi lled, bony labyrinth located in the temporal 
bone (Figure 32–4A). Sounds that are collected by the external 
ear are channeled toward the tympanic membrane that is coupled 
to the middle ear ossicles, which consist of a chain of three small 
bones, the malleus, incus, and stapes. Sound-induced vibrations 
of the tympanic membrane are transmitted through the middle ear 
to the stapes, a piston-like bone that is loosely coupled by liga-
ments to the oval window, the point of entry of sounds into the 
fl uid-fi lled cochlea. Complex sounds entering the cochlea are 
spatially filtered and set up a traveling wave such that high-
frequency sounds produce maximal vibration in the base of the 
cochlea; lower frequencies produce maximal vibration further 
toward the apex.19 The spiral tube of bone that forms the cochlea 

is subdivided along its entire length by three parallel, fl uid-fi lled 
compartments, scala tympani, scala vestibuli, and scala media, as 
shown in Figure 32–3B. The cochlea spirals around the modiolus, 
a centrally located, hollow bony core that contains the spiral 
ganglion neurons whose axons give rise to the auditory nerve 
fi bers. The sensory cells, which transduce the incoming sounds, 
rest on supporting cells of the basilar membrane. The basilar 
membrane is attached medially to the bony modiolus and laterally 
near the spiral limbus along the lateral bony wall of the cochlea. 
The outer hair cells (OHC) form three rows and the inner hair 
cells (IHC) form a single row that spiral along the length of the 
cochlea from base to apex. Although there are roughly three times 
as many OHC as IHC, the majority, 95%, of auditory nerve fi bers 
make synaptic contact with the IHC. Only about 5% of auditory 
nerve fibers contact the OHC.24 The sensory hair cells can be 
subdivided into three main regions, the cell body, a cuticular plate 
containing a stereocilia bundle on the cell’s apical surface facing 
the endolymph, and a basal pole where the afferent dendrites from 
the spiral ganglion neurons make synaptic contact. The stereocilia 
bundles that protrude from the apical pole of the hair cells are 
most easily visualized using scanning electron microscopy 
(SEM).

SCANNING ELECTRON MICROSCOPY AND STEREO-
CILIA DAMAGE Our procedure for visualizing the stereocilia 

Figure 32–4. (A) Photomicrograph of the chinchilla cochlea 
showing the stapes plugged into the oval window in the base of the 
cochlea next to the round window. The cochlea spirals from base to 
apex around the modiolus, a central bony core containing the spiral 
ganglion neurons whose fibers give rise to the auditory nerve. The 
solid line depicts the axis of the modiolus within the cochlea; 
the dotted triangle depicts a cross section through the basal turn of 
the cochlea. (B) Schematic cross section of one turn of the cochlea 

showing the three fl uid-fi lled compartments, the scala media, scala 
vestibuli, and scala tympani. The scala media is separated from the 
scala vestibuli by Reissner’s membrane; the stria vascularis lies along 
the lateral wall of the cochlea. The organ of Corti containing the 
sensory hair cells and supporting cells rests on the basilar membrane. 
The tectorial membrane, an acellular structure, lies above the outer 
hair cells and inner hair cells. Approximately 95% of the auditory 
nerve fibers contact the IHC; the remaining 5% contact the OHC.
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with SEM involves euthanizing the animal; afterward, the cochlea 
is quickly removed, the stapes and oval windows are opened, and 
fi xative (e.g., 2.5% glutaraldehyde) is slowly perfused through the 
round window.25 The cochlea is immersed in fixative for 24 h, 
postfi xed in 1% osmium tetroxide, and dehydrated with ethyl 
alcohol (ETOH). Afterward, the bony shell surrounding the 
sensory epithelium is dissected away along with the stria vascu-
laris. Segments of the cochlea are removed, rehydrated, immersed 
in thiocarbohydrazide, dehydrated, rinsed in acetone, critically 
point dried in CO2, mounted on aluminum stubs coated with 
conductive graphite, sputter coated with gold (25 nm), and exam-
ined on an SEM at an accelerating voltage between 10 and 25 kV. 
Figure 32–5A shows the apical surface of the sensory epithelium 
from a normal control animal with three rows of OHC and a single 
row of IHC. The stereocilia bundle on each OHC is arranged in 
a W-shaped pattern with the bottom of the W oriented toward the 
lateral wall and the interior of the W facing the modiolus. The 
IHC stereocilia bundle is arranged in a gently curving arc.

High-level sound exposures primarily damage the sensory hair 
cells, although secondary damage has been seen in auditory nerve 
fi bers, stria vascularis, or fibrocytes in the sensory epithelium.26,27

With low-intensity or short-duration sound exposures that primar-
ily lead to TTS or a low level of PTS, damage appears to be 
largely confined to the stereocilia bundles on the OHC.28,29 In 
some cases, the damage is confined to the tip links that contain 
the mechanically gated ion channels.30 As the intensity and/or 
duration of the noise increases, the amount of stereocilia damage 
increases.25 In some cases, the entire stereocilia bundle is destroyed 
leaving behind the W-shaped imprint of the stereocilia rootlets on 
the apical surface of the OHC (Figure 32–5B, white arrowheads). 
In other cases, the stereocilia bundle can be partially obliterated, 
in disarray, or the stereocilia can be fused together or bent over 
(Figure 32–5B, black arrowhead). Since the transduction channels 
on the stereocilia play an essential role in the mechanical-to-elec-
trical transduction process that leads to depolarization of the hair 
cells, significant damage to the stereocilia bundle could result in 
nonfunctional, but surviving hair cells. With careful sample prep-
aration that reduces the risk of preparation artifacts, it is possible 
to quantify the amount of stereocilia damage following acoustic 
overstimulation;25 however, the technique can be difficult and 
time consuming, especially if it is necessary to evaluate the condi-
tion of the stereocilia over the entire length of the cochlea.

SURFACE PREPARATION TECHNIQUE AND COCHLEO-
GRAM One of the most useful techniques for surveying the 
degree of hair cell damage along the entire length of the cochlea 
is the surface preparation technique. Detailed methods for prepar-
ing and staining surface preparations of the cochlea can be found 
in Ding et al.31 Briefl y, the cochlea is removed, stained, and/or 
fi xed using a procedure similar to those described above. After-
ward, the bony shell and lateral wall surrounding the cochlea are 
carefully dissected away and then the sensory epithelium contain-
ing the organ of Corti with the IHC and OHC is carefully removed 
as a surface preparation. Sections of the cochlea are typically 
removed in half turns. The half turns are mounted in glycerin or 
other medium on glass slides in sequential order, coverslipped, 
and then observed through a light microscope typically at 400×
magnifi cation. Two of the staining techniques we have found to 
be especially useful are Harris’s hematoxylin and succinate 
de hydrogenase histochemistry (SDH). For Harris’s hematoxylin 
staining, the cochleas are first fixed with 10% formalin for approx-
imately 4 h and then immersed in hematoxylin staining solution 
for approximately 5 min. Afterward, specimens are dipped in 
0.3% hydrochloric acid for 3 min to remove excess stain followed 
by immersion for a few seconds in ammonium aluminum sulfate 
until the tissue turns blue. This is an inexpensive, reliable, and 
convenient method that intensely labels the nuclei of hair cells 
and supporting cells. SDH staining is a particularly useful method 
for selectively staining just the IHC and OHC since SDH and 
other dehydrogenase enzymes are heavily expressed in the hair 
cells, but not in the surrounding supporting cells. The SDH tech-
nique utilizes colorless tetrazolium salts that are reduced to 
colored formazans in the presence of hydrogen donors. Briefl y, 
after removing the cochlea, the round and oval windows are 
opened and a small hole is made in the apex. Then SDH staining 
solution is gently perfused through the round window followed 
by immersion in SDH for approximately 45 min at 37°C. After-
ward, the cochlea is fixed with 10% formalin, dissected out as 
a flat surface preparation, and mounted on glass slides for 
analysis.

Figure 32–6A shows two segments of surface preparations 
from SDH-stained cochleas, one from a leupeptin-protected ear 
and the other from the opposite unprotected ear of a chinchilla 
that had been exposed for 48 h to a 105 dB SPL OBN centered at 
4 kHz. The IHC and OHC in the protected ear (Figure 32–6A, 

Figure 32–5. (A) The apical surface of the 
sensory epithelium from a normal control animal 
with three rows of OHC and a single row of IHC. 
The stereocilia bundle on each OHC is arranged 
in a W-shaped pattern with the bottom of the W 
oriented toward the lateral wall and the interior of 
the W facing the modiolus. The IHC stereocilia 
bundle is arranged in a gently curving arc. (B) 
High-level sound exposures primarily damage the 
sensory hair cells. In some cases, the entire ste-
reocilia bundle is destroyed leaving behind the 
W-shaped imprint of the stereocilia rootlets on the 
apical surface of the OHC (white arrowheads). In 
other cases, the stereocilia bundle can be partially 
obliterated, in disarray, or the stereocilia can be 
fused together or bent over (black arrowheads).
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bottom, left) are darkly stained while the surrounding supporting 
cells are unstained, making it especially easy to identify the hair 
cells. All of the IHC are present in the protected ear and most of 
the OHC are present in three parallel rows, except for the scattered 
loss of a few OHC (arrows). In the unprotected ear from the 
opposite cochlea (Figure 32–6A, upper left), many OHC are 
missing as well as a few missing IHC.

The degree of IHC and OHC loss can be quantified by counting 
the number of hair cells that are present or absent at each cochlear 
location from the apex and proceeding toward the base. For ease 
of comparison, hair cell loss can be converted to percentage loss; 
however, this requires that the hair cell density be determined for 
each cochlear location in the species being studied.31 Figure 32–
6B is a cochleogram from a noise-exposed chinchilla (105 dB 
SPL, OBN at 4 kHz, 48 h) showing the percentage of missing 
OHC and IHC as a function of the percent distance from the apex 
(lower abscissa) of the chinchilla cochlea. Using the frequency-
position map developed for the chinchilla, percent distance from 
the apex of the cochlea can be related to frequency as shown in 
the upper abscissa.32 The cochleogram in Figure 32–6B shows a 
large, discrete lesion located at a distance of 70–75% from the 
apex; the location of the IHC lesion lies near the 4 kHz region on 
the chinchilla frequency-place map. This chinchilla sustained a 

100% loss of OHC extending from the base of the cochlea down 
to the middle of the cochlea (∼1.8 kHz) followed by a decline of 
the OHC lesion in the apical half of the cochlea.

PHYSIOLOGICAL MEASURES OF 
NOISE-INDUCED HEARING LOSS

While behavioral measures have been extremely useful in 
delineating the perceptual changes that are associated with NIHL, 
the assessment technique is time consuming and provides little 
insight regarding the functional changes that are occurring in the 
cochlea. Consequently, researchers have developed a number of 
useful physiological tools for evaluating the functional status of 
the hair cells in ears with NIHL. Three of the most useful tools 
are discussed below.

OTOACOUSTIC EMISSIONS Otoacoustic emissions, dis-
covered by Kemp in the late 1970s, refer to sounds generated by 
an active process within the inner ear. Otoacoustic emissions can 
be recorded by a sensitive microphone placed in the ear canal.33,34

The biological source of the spontaneous and sound-evoked oto-
acoustic emissions remained a mystery until it was discovery that 
OHC possess an electromotile response. Changes in the mem-
brane potential of the OHC cause extremely rapid, cycle-by-cycle 
longitudinal movements of the OHC body.35,36 OHC elongate 

Figure 32–6. (A) Segment of a surface preparation of chinchilla 
cochlea stained with SDH. Surface preparations were obtained from 
a chinchilla that had been exposed for 48 h to an octave band noise 
centered at 4 kHz at 105 dB SPL. One ear (bottom, left panel) had 
been infused with a protective agent, leupeptin; the opposite ear 
(upper, left panel) was unprotected (no treatment). The protected ear 
shows intense dark purple staining of the single row of IHC and three 
rows of OHC; all of the IHC are present in the protected ear whereas 
a few OHC are missing (arrows). Many OHC are missing (arrows) 
in the unprotected ear as well as some IHC. (B) Cochleogram showing 

the percentage of missing IHC and OHC as a function of percent 
distance from the apex of the cochlea from a chinchilla that had been 
exposed to a 105-dB SPL octave band noise (OBN) centered at 4 kHz 
for 48 h. The position along the length of the cochlea is related to 
frequency using a frequency–position map for the chinchilla.32 The 
horizontal bar at the top shows the approximate bandwidth of the 
OBN on the frequency–place map. A large IHC loss was present 
near the 4-kHz place in the cochlea. Note the large widespread loss 
of OHC extending from the base of the cochlea up to 30% distance 
from the apex.
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during membrane hyperpolarization and contract during depolar-
ization. The electromotile response is asymmetric with contrac-
tion being substantially larger than elongation. The electromotile 
response arises from the voltage-sensitive motor protein prestin, 
which is heavily expressed in the lateral wall of the OHC.37

Knockout mice lacking prestin fail to produce otoacoustic emis-
sions, even though the OHC appear normal, and show hearing 
loss on the order of 50 dB.38 Furthermore, destruction of the OHC, 
but not the IHC, leads to substantial or complete loss of otoacous-
tic emissions.39,40 Thus, otoacoustic emissions provide a sensitive 
and selective tool for assessing the status of the OHC in NIHL.

Distortion Product Otoacoustic Emissions Distortion 
product otoacoustic emissions (DPOAE) can be evoked from a 
normal, healthy ear by presenting two primary tones, f1 (lower 
frequency) and f2 (higher frequency), through a pair of loudspeak-
ers. DPOAE amplitudes are largest when the f2/f1 ratio is on the 
order of 1.2 and the intensity level of the lower frequency, L1, is 
slightly greater than the intensity level of the higher tone, L2. 
When the primary tones, f1 and f2, are delivered to the ear canal, 
they propagate in the forward direction into the inner ear where 
each tone sets up a traveling wave with a peak at its characteristic 
place along the cochlear (Figure 32–7A). The two primary tones 
produce maximum activation of OHC in the region of the cochlear 
where the peaks of the two traveling waves overlap. Since the 

mechanical response of the cochlear partition vibrates nonlinearly 
at its characteristic place, presumably due to the nonlinear elec-
tromotile response of the OHC, distortion tones, the most promi-
nent of which is 2f1–f2, are generated in the vicinity of the 
primaries. The distortion tones generated in the cochlea propagate 
in two directions, in the forward direction to the characteristic 
place associated with 2f1–f2 and in the reverse direction, back 
through the middle ear and into the ear canal. As shown in Figure 
32–7B, the two primary tones together with the distortion tone, 
2f1–f2, can be recorded with a sensitive microphone in the ear 
canal and analyzed with a spectrum analyzer to identify the ampli-
tude of f1, f2, and 2f1–f2. When the OHC are healthy, then a 
robust 2f1–f2 DPOAE can be recorded as schematized in Figure 
32–7B. The functional status of OHC located at high, mid, or low 
frequencies can be assessed simply by sweeping the f1, f2 pairs 
from high to low frequencies and measuring the amplitude of the 
DPOAE at each frequency location. A plot of DPOAE amplitude 
versus the geometric mean of each f1, f2 pair is sometimes referred 
to as a DPgram, somewhat akin to a behavioral audiogram. When 
the OHC are damaged or destroyed, DPOAE amplitude is greatly 
reduced or absent.

Distortion Product Otoacoustic Emission Amplitude and 
Noise-Induced Hearing Loss The amplitude of the DPOAE 
can be evaluated at each f1, f2 pair as the level of the two primary 

Figure 32–7. (A) Basilar membrane vibration pattern (forward 
transduction) to f1 (lower) and f2 (higher) primary input tones with 
an f2/f1 ratio of 1.2. Primary tones generate a distortion signal, 2f1–
f2, that propagates in the forward direction from the region of the 
primaries to its characteristic place in the cochlea; the distortion tone 
also propagates in the reverse direction back toward the stapes, 
through the middle ear, and into the external ear canal, where it is 
detected with a sensitive microphone. The high-frequency base of the 
cochlea is shown on the left and the low-frequency apex of the 

cochlea is shown on the right. (B) Sound spectrum recorded with a 
sensitive microphone in the ear canal of a healthy ear. Primary tones 
f1 (5.67 kHz) and f2 (6.8 kHz) were presented at 75 dB SPL. Note the 
distortion production otoacoustic emission (DPOAE) signal, 2f1–f2, 
at 4.5 kHz at an intensity of approximately 35 dB SPL. (C) DPOAE 
input/output functions measured preexposure and after a 2–3 day 
exposure to an octave band of noise centered at 4 kHz presented at 
64 dB SPL and then 72 dB SPL. (Redrawn from Eddins et al.41)
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tones, L1 and L2 (L1 = L2), are increased. DPOAE input/output 
functions can be used to assess the functional status of the OHC 
in the vicinity of f1 (5.67 kHz) and f2 (6.8 kHz) before and after 
a noise-induced ATS using an octave band noise centered at 4 kHz 
(see Figure 32–9C). Prior to the noise exposure, DPOAE ampli-
tude begins to rise above the measurement noise floor when the 
stimulus level exceeds 30 dB SPL. Between 40 and 80 dB SPL, 
DPOAE amplitude increases from approximately 0 to nearly 
40 dB, that is, a growth rate of 1 dB output per dB of input. When 
chinchillas are exposed to a long-duration (several days) noise 
that leads to ATS, DPOAE amplitude drops precipitously as the 
level of the octave band noise centered at 4 kHz increases.41 Expo-
sure to an octave band noise of 64 dB SPL, which induces ∼30 dB 
of ATS, results in roughly a 10 dB decrease in DPOAE amplitude 
at nearly all stimulus levels. When the level of the octave band 
noise was increased to 72 dB SPL, an exposure level that induces 
40 dB of ATS, the DPOAE was almost completely abolished. 
Importantly, the DPOAE remained essentially normal at low fre-
quencies where there was little or no hearing loss from the expo-
sure. A set of six to eight DPOAE input/output functions between 
1000, and 12,000 Hz can be measured in about 30 min or less. In 
some species such as the chinchilla, DPOAE can be measured 
while the animals are awake and lightly restrained avoiding poten-
tial confounding effects associated with anesthesia. These results 
indicate the DPOAE are an extremely useful tool for assessing 
NIHL and the functional status of the OHC; however, otoacoustic 
emissions have a number of limitations. First, DPOAE are almost 
completely abolished once the hearing loss exceeds 30–35 dB; 
thus otoacoustic emissions cannot differentiate between large 
NIHL in the range of 35 and 100 dB. Second, DPOAE cannot 
assess the functional status of the IHC and the auditory nerve, 
which provide the main conduit for transmitting information to 
the central auditory system. Therefore two additional electro-
physiological techniques, the compound action potential (CAP) 
and single fiber recordings from the auditory nerve, provide 
important insight on the output transmitted through the IHC and 
into the central auditory system.

Compound Action Potential and Noise-Induced Hearing 
Loss The CAP represents the local field potential that originates 
from the synchronous response of the type I auditory nerve fi bers 
that make synaptic contact with the IHC. The CAP onset response 
can be elicited with a click or short duration (1–2 msec) tone 
bursts with a rapid rise–fall time (1 msec). CAP recordings can 
be obtained relatively easily by making a small opening in the 
middle ear space and placing a silver ball wire electrode on or 
near the round window (Figure 32–4A) and a ground electrode at 
some remote location. In most cases, the CAP is recorded from 
acute surgical preparations; however, it is possible to chronically 
implant the recording electrode on the round window, seal the 
opening in the middle ear space with dental cement, and then 
thread the output of the electrode to a connector permanently 
mounted on the skull.25

The output of an electrode contains the cochlear microphonic 
(CM) potential, mainly arising from the OHC, the summating 
potential (SP) mainly coming from the IHC, and the CAP from 
the type I neurons that contact the IHC. The CAP response can 
be isolated by filtering (100–3000 Hz) to eliminate the SP and 
reversing the phase of the stimulus 180° on every other stimulus 
presentation to cancel the CM.42,43 Figure 32–8A shows the main 
features of the CAP waveform recorded from the round window. 

The CAP consists of two negative peaks, N1 and N2, separated 
by approximately 1 msec. The latency between stimulus onset and 
the N1 peak is approximately 1.5 msec; however, latency increases 
as the intensity and frequency of the stimulus decrease. The 
amplitude of the N1 component (baseline to negative peak) can 
be measured as a function of stimulus intensity to obtain the CAP 
input/output function to a click stimulus or tone burst. Figure 
32–8B shows the CAP input/output function for a tone burst under 
normal conditions and after an NIHL. As stimulus intensity is 
increased, the amplitude of the N1 response rises above the noise 
fl oor of the recording system. In normal animals, the visual detec-
tion threshold for the CAP is on the order of 20–25 dB. In animals 
with NIHL, the CAP amplitude is reduced and the intensity 
needed to produce a just noticeable response is shifted toward 
higher intensities to reflect the degree of NIHL. In the example 
shown in Figure 32–8B, the noise exposure resulted in a threshold 
shift of the CAP of approximately 25 dB and a roughly 50% 
reduction in the maximum amplitude.

The tone burst-evoked CAP is useful for assessing the degree 
of NIHL because the tone burst frequency can be varied to deter-
mine the CAP threshold in different frequency regions thereby 
obtaining a CAP “audiogram.” Figure 32–8C shows what the 
CAP thresholds might look like in a normal chinchilla and one 
that had been exposed for 24 h to an OBN centered at 4 kHz and 
an intensity of 86 dB SPL. The CAP thresholds in the normal 
control are lowest in the mid-frequencies (∼20–25 dB) and increase 
to around 40 dB at the highest and lowest frequencies. Animals 
that have been exposed to the OBN centered at 4 kHz show ele-
vated CAP thresholds above 2 kHz and normal thresholds at the 
low frequencies. The CAP threshold shifts are on the order of 
50 dB at 4 and 8 kHz and slightly less at 16 kHz. Thus, the CAP 
can provide a global look at the degree of hearing loss.

Single Auditory Nerve Fibers and Noise-Induced Hearing 
Loss The auditory nerve forms the only pathway by which 
acoustic information transduced by the hair cells can be relayed 
to the central auditory system. The auditory nerve is composed of 
type I and type II nerve fibers arising from the spiral ganglion 
neurons that lie within the modiolus. Dye-labeling studies indicate 
that the type I fibers, which comprise 95% of the total population, 
appear to be the only fibers that respond to sound stimuli.44,45

Since each type I nerve fiber makes one-to-one synaptic contact 
with a single IHC at some point along the length of the cochlea, 
the response properties recorded from a type I fiber reflect the 
combined output of the OHC, IHC, and supporting cells from a 
discrete region of the cochlea. The fibers are tonotopically orga-
nized; those innervating hair cells in the apex of the cochlea are 
most sensitive to low frequencies and those located progressively 
closer to the base of the cochlea respond best to progressively 
higher frequencies.

Glass micropipettes with diameters less than 1 µm are typically 
used to record the all or none spike discharges from single fi bers 
in the stump of the auditory nerve as it passes out of the cochlea 
through the internal auditory meatus and into the brainstem where 
the fibers synapse on neurons in the cochlear nuclei.46,47 Figure 
32–9A shows the spike discharge pattern that would occur when 
a tone burst is presented at a frequency and intensity sufficient to 
activate the neuron. The number of spike discharges is highest 
during the onset of the tone burst and gradually declines to a 
steady-state level; after the tone burst is turned off the spontane-
ous spike rate is low and gradually returns to the baseline 
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Figure 32–8. (A) CAP waveform with N1 and N2 components. (B) 
CAP input/output function before and after NIHL. Note the reduction 
in CAP amplitude and the increase in CAP threshold resulting in 

threshold shift. (C) CAP threshold versus tone burst frequency in the 
normal control group and in the group exposed for 24 h to octave band 
noise centered at 4 kHz at 86 dB SPL.

Figure 32–9. (A) Action potentials from an auditory nerve fi ber 
during the presentation of a tone burst at a frequency–intensity com-
bination that caused an increase in spike rate during the presentation 
of the tone burst. The lower panel is a poststimulus time histogram 
showing the number of spike discharges occurring during and after 
the tone burst. (B) Frequency–threshold tuning curves from an audi-
tory nerve fiber in a normal chinchilla (dotted line) and one from a 
noise-exposed animal (solid line). The normal tuning curve has a 
low-threshold, sharply tuned tip with a characteristic frequency (CF, 

frequency with lowest threshold) near 2 kHz; the normal tuning curve 
has a high-threshold, broadly tuned tail beginning roughly one octave 
below CF. The tuning curve from the noise-exposed chinchilla has 
elevated thresholds and broad tuning at the CF region located along 
the high-frequency side of the tuning curve. Thresholds in the low-
frequency tail of the tuning curve are somewhat lower than normal 
(hyposensitive). Below the high-frequency cutoff, the threshold is 
nearly constant across the frequency resulting in poor frequency 
selectivity. (Redrawn from Salvi et al.47)



CHAPTER 32  /  ANIMAL MODELS OF NOISE-INDUCED HEARING LOSS 299

spontaneous rate. The average spike discharge pattern during and 
following the tone burst can be measured by presenting the tone 
burst many times and counting the number of spikes that occur at 
specifi c time bins during and following the stimulus; this type of 
plot is referred to as a poststimulus time histogram and is shown 
below the tone burst in Figure 32–9A.

Tone burst frequency and intensity can be varied to determine 
which frequency–intensity combinations are just able to produce 
a significant increase in discharge rate above the spontaneous rate; 
this information is used to construct a frequency–threshold tuning 
curve for each fiber. The dotted line in Figure 32–9B shows 
the frequency–threshold tuning curve of an auditory nerve fi ber 
in the chinchilla that has a characteristic frequency (CF) of 2 kHz; 
the CF is defined as the frequency with the lowest threshold. This 
fi ber presumably innervates an IHC located near the middle of the 
chinchilla cochlea. The auditory nerve fiber tuning curves are 
similar in shape to psychophysical tuning curves (Figure 32–3A). 
Physiological tuning curves have a low-threshold, narrowly tuned 
tip at CF, a steep high-frequency slope, and a threshold plateau 
in the low-frequency tail. If recordings are obtained from many 
neurons, auditory nerve fiber tuning curves can be found with CFs 
spanning the entire range of hearing of the animal.47 That is, the 
auditory nerve contains fibers tuned to a frequency range covering 
the entire range of hearing.

Auditory nerve fiber tuning curves have been evaluated in 
animals with varying degrees of NIHL and varying amounts of 
OHC and IHC damage. When animals are exposed to high-level 
noise that causes 40–50 dB of hearing loss and primarily damages 
the OHC, then fiber thresholds increase significantly around the 
CF and the tip of the tuning curve (Figure 32–9B). In addition, 
thresholds in the tail of the tuning curve sometimes decrease 
(hyposensitive). Thus, the fiber not only becomes less sensitive, 
but more broadly tuned responding with almost equal sensitivity 
to most frequencies from the tail up to the high-frequency cutoff 
of the tuning curve. These results indicate that OHC are largely 
responsible for giving each fiber its extraordinary sensitivity and 
exquisite tuning. In cases in which both the OHC and IHC are 
destroyed, acoustic information can no longer be relayed to the 
auditory nerve fibers innervating the region of total hair cell 
damage. In cases in which there is total loss of OHC and IHC, 
a gap appears in the CF distribution.47 Psychoacousticians often 
refer to regions with complete loss of IHC and OHC as cochlear 
“dead regions” since sound-induced vibrations from these regions 
fail to produce any neural activity.48,49

BIOLOGICAL BASIS OF NOISE-INDUCED 
HEARING LOSS

Over the past 30 years, much has been learned about how 
intense sounds affect hearing, the anatomical structures in the ear, 
and the physiological properties of the cochlea. In the past few 
years, research has focused on understanding the cellular basis of 
NIHL with the long-term goal of developing intervention strate-
gies that might protect the hair cells from noise-induced damage 
and reduce the risk of NIHL.

CELL DEATH, OXIDATIVE STRESS, AND NOISE-
INDUCED HEARING LOSS As with many other forms of 
tissue injury, noise-induced hair cell loss can occur through 
necrosis or apoptosis.50,51 Necrotic cell death is characterized by 
swelling of the cell body and lyses of the cell membrane leading 
to leakage of the cell’s content into the surrounding intercellular 

space, which can generate an inflammatory response. In cases of 
extremely high levels of noise, the mechanical vibrations in the 
inner ear may rip apart sections of the sensory epithelium leading 
to the rupture of cell membranes and necrotic cell death.52–54

Apoptosis, or programmed cell death, is characterized morpho-
logically by chromatin condensation, nuclear condensation and 
fragmentation, membrane blebbing, and formation of apoptotic 
bodies. Hair cell death associated with lower level noise expo-
sures that do not lead to direct mechanical injury to the hair cells 
may arise from the overproduction of reactive oxygen species 
arising from metabolic stress.55 Reactive oxygen species impli-
cated in NIHL include the superoxide radical, hydrogen peroxide, 
the hydroxyl radical, and peroxynitrite. The metabolic stress asso-
ciated with acoustic overstimulation has been shown to lead to 
the overproduction of reactive oxygen species.56,57 Since acoustic 
overstimulation can decrease blood flow to the cochlea, the sub-
sequent reperfusion of blood may be a major source of reactive 
oxygen species.57

PHARMACOLOGICAL STRATEGIES FOR PREVENTING 
NOISE-INDUCED HEARING LOSS Armed with the fact that 
noise may induce the overproduction of reactive oxygen species 
in the cochlea, numerous animal studies have been undertaken to 
identify pharmacological strategies that can prevent NIHL and 
block hair cell death by suppressing the production of reactive 
oxygen species. For example, R-phenylisopropyladenosine (R-
PIA), which upregulates glutathione and superoxide dismutase, 
endogenous antioxidants, reduces NIHL and hair cell loss.58

Similarly, acetyl-l-carnitine, which enhances the function of 
mitochondria during oxidative stress, and d-methionine, which 
enhances the production of the endogenous antioxidant, glutathi-
one, reduce NIHL and hair cell loss.59 Likewise, when glutathione 
monoethyl ester, a precursor of glutathione, is applied to the round 
window, it reduced the amount of NIHL and hair cell loss.60

CONCLUSIONS
Animal models have played an important role in determining 

how the intensity, duration, and spectrum of a noise affects the 
amount of hearing loss and how hearing perception changes when 
the OHC and IHC are damaged. High-level noise exposures tend 
to damage OHC before IHC. The first signs of damage are often 
seen on the stereocilia bundles that contain the mechanical-to-
electrical transduction apparatus. Noise-induced destruction of 
the OHC results in a 40–50 threshold elevation plus a loss of fre-
quency selectivity and temporal resolution. OHC damage leads to 
a significant reduction or complete loss of DPOAE, whereas audi-
tory nerve fibers show a selective elevation of threshold near CF 
and significant loss of tuning. When the noise exposure is severe 
enough to destroy both the IHC and OHC, neural activity can no 
longer be relayed to the central nervous system resulting in a 
cochlear “dead region.” Since the hair cells in the mammalian 
inner ear do not spontaneously regenerate, preventing NIHL 
hearing loss from occurring has become a major research focus. 
Since high-level noise exposures appear to generate toxic reactive 
oxygen species such as the superoxide radical, hydrogen peroxide, 
and the hydroxyl radical, a promising approach to preventing 
NIHL is to enhance the antioxidant capacity of the inner ear using 
endogenous or exogenous therapeutic agents. Positive results 
obtained in animal models of NIHL are therefore likely to lead to 
translational research aimed at preventing NIHL in humans who 
are routinely exposed to high-level noise.
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33 Human and Animal Models for the Study 
of Muscle Pain

NORMAN F. CAPRA AND JIN Y. RO

ABSTRACT
Muscle pain typically results from engaging in novel or unac-

customed levels of muscle activity. It may also result from a sharp 
blow or other direct trauma. Typically this type of pain resolves 
over a few days. However, several clinical conditions are associ-
ated with muscle pain that may range in severity from an intermit-
tent but recurring distraction, to a debilitating disorder lasting for 
months that is accompanied by severe stress and in some cases 
signifi cant motor impairment. The cost of medical treatment and 
lost work productivity runs in the billions of dollars, yet little is 
known about the etiology of chronic muscle pain. This chapter 
will explore how experimental approaches have been used in an 
effort to model clinical pain in humans and in experimental 
animals, and provide practical information regarding the imple-
mentation, interpretation, and limitations of these methods. 
Parallels between human and animal experiments will be 
emphasized.

Key Words: Chronic muscle pain, Hyperalgesia, Allodynia, 
Experimental models, Intramuscular injection, Exercise, Ischemic 
contraction, Induction, Assessment.

INTRODUCTION
The costs of medical treatment, lost work productivity, and 

suffering resulting from chronic musculoskeletal pain conditions 
run in the billions of dollars, yet relatively little is known about 
the underlying mechanisms of chronic muscle pain. Chronic mus-
cular pain conditions may be regional [e.g., temporomandibular 
disorders (TMD) and low back pain] or widespread, involving 
multiple tender points distributed over most of the body [e.g., 
fi bromyalgia syndrome (FMS)]. Progress in understanding the 
pathophysiological basis for these disorders has been limited by 
the lack of adequate human and animal models to study chronic 
muscle pain. However, renewed interest in the subject has led to 
refi nements to early methods and the development of promising 
new approaches for the study of chronic muscle pain.

Several strategies have been used to experimentally induce 
muscle pain including ischemic contraction, novel or prolonged 
exercising, mechanical stimulation, electrical stimulation, and 
intramuscular injection of algesic substances (i.e., chemical stim-
ulation) in humans. Each of these methods has also been adapted 
to study peripheral and central nociceptive mechanisms in experi-

mental animals. The judicious implementation of experimental 
tools that are not feasible in humans and the development of novel 
methods for the assessment of nociceptive processing in animal 
models have provided insight into the mechanisms of persistent 
pain in humans. This chapter will consider several experimental 
approaches in which parallels between the results of human and 
animal experiments have enhanced the understanding of the 
mechanisms of chronic muscle pain.

Muscle pain produces characteristic sensory and sensorimotor 
manifestations. Precise assessment of these characteristic features 
is necessary to evaluate therapeutic efficacy and to study underly-
ing mechanisms. Pain of muscle origin is generally more diffuse 
than cutaneous pain, it spreads to adjacent muscles, and it is com-
monly referred to remote sites. Assessing the distribution of pain 
in patients with chronic muscle pain is clinically useful. The 
quality of pain originating in muscles differs from superficial pain 
and is often described by patients as aching, tender, and throbbing. 
Tenderness, a characteristic symptom of persistent muscle pain, 
results from sensitization of peripheral afferents and central 
neurons. Sensitization results in lowering of the mechanical 
threshold of muscle afferent receptors to noxious and innocuous 
mechanical stimuli leading to hyperalgesia and allodynia, respec-
tively. In addition, complex emotional signs and autonomic 
symptoms1 often accompany chronic muscle pain.

Pain arising in muscle and associated deep tissues (e.g., invest-
ing fascia, blood vessels) begins with the activation of small-
diameter group III and group IV afferent nerve fibers. The 
morphology and distribution of muscle afferents contribute to the 
characteristic properties of muscle pain. They are diffusely dis-
tributed and terminate in unmyelinated (free) nerve endings. 
Many of these afferents are polymodal, responding to a wide 
range of stimuli. The neurobiology of muscle pain, a glossary of 
pain terminology, and a wealth of information on clinical muscle 
pain conditions are provided by Mense and colleagues.1–3

EXPERIMENTAL MUSCLE PAIN: INDUCTION
In the 1930s, Kellgren introduced the technique of making 

intramuscular injections with hypertonic saline (HS; 5%) to model 
deep pain.4 This method is recognized as a safe, reliable, and 
reproducible experimental procedure. Most importantly, subjects 
report that pain resulting from a single intramuscular HS injection 
is similar in quality and intensity to clinical pain of muscle origin 
Each of these conditions—safety, reliability, reproducibility, and 
clinical relevance—is an essential ingredient for the study of 
experimentally induced muscle pain in humans.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Also in the 1930s, Lewis introduced the technique of ischemic 
contraction to produce muscle pain.5,6 This method has been used 
successfully to address certain multidimensional aspects of deep 
tissue pain7 and is appropriate for the study of clinical pain disor-
ders that appear to be primarily related to vascular insufficiency.

Exercise-based models, which produce pain in response to unac-
customed muscle activity, have been widely used by sports physiolo-
gists to produce delayed onset muscle soreness (DOMS).8 The cause, 
the onset, and the time course for resolution of DOMS are well 
characterized. As more is learned about the mechanism of DOMS, it 
is becoming increasingly clear that it is connected to inflammatory 
processes similar to those associated with chronic inflammatory 
pain.9,10 As a result, the potential of this method to address clinically 
relevant questions is being recognized by experimentalists.

INTRAMUSCULAR INJECTION Of the methods described 
above, intramuscular injection of algesic and inflammatory agents 
is the most common method of induction. This method involves 
either injecting a discrete bolus of a sterile solution containing an 
algogen (pain-producing agent) or the continuous infusion of an 
algogen (usually HS) over a period of minutes into the muscle of 
interest. Pain assessments are typically made before, during, and 
after algesic administration.

Algogens In addition to the advantages described above, HS 
may be injected several times in the same muscle or it may be 
preceded or followed by injection with isotonic saline, which 
serves as a vehicle to control nonspecific effects. This is possible 
because single injections of HS do not produce sensitization or 
“tenderness,” a characteristic feature of clinical muscle pain. To 
study sensitization, an alternate algogen or injection strategy must 
be considered.

A number of endogenous and exogenous algogens have been 
used for making intramuscular injections in human and animal 
experiments (Table 33–1).11–16 Endogenous algogens are sub-
stances found naturally in the body such as the metabolites of 
exercising muscle or substances that accumulate in the interstitial 
tissues subsequent to injury or with inflammation (i.e., myositis). 
Most algogens produce measurable sensitization (e.g., a reduction 
in mechanical threshold) following a single injection and when 
combined, endogenous algogens may synergize to produce greater 
pain and sensitization than injection of either substance alone.17

In addition to algogens tested in humans, exogenous agents not 
considered safe for human use have been used to study nocicep-
tive mechanisms in animals. For example, complete Freund’s 
adjuvant (CFA) produces significant and prolonged infl ammation 
and is used to model persistent muscle pain.

Many algogens operate through specific receptor-mediated 
mechanisms. Capsaicin, which activates C fiber (group IV) noci-
ceptors, binds to the TRPV1 receptor and is present in a subpopu-
lation of muscle afferents. Capsaicin is one of the few exogenous 
algogens that have been used to induce muscle pain in human 
studies.18 Sequential intramuscular injection strategies, involving 
injection with specific receptor agonists and antagonists prior to 
algesic injections, have been exploited to study the involvement 
of specific membrane receptors in peripheral aspects of muscle 
pain. A list of algogens is provided in Table 33–1 with references 
to selected literature describing how they were used to study 
muscle pain.

Bolus Injections
Injection Volume In most cases, injection volume has been 

empirically determined based on the size and morphology of the 

muscle under study. For animal experiments, adequacy of the 
injection volume and intramuscular location may be confirmed by 
including an inert dye in the injection solution and performing 
careful postmortem dissection. Following injection of algogens 
that produce significant tissue edema, Evan’s Blue may be admin-
istered near the end of the experiment. Localization of the injec-
tion site can be inferred from the distribution of Evans Blue and 
the extent of edema can be determined by measures of plasma 
extravasation.19,20 Cairns et al.21 used magnetic resonance imaging 
to determine edema volume in the masseter muscle following 
injection with glutamate.

Injection Parameters Consideration must also be given to 
the duration, timing, and sequencing of injections. Injections are 
usually made slowly to limit effects due to increases in local tissue 
pressure. If multiple injections of algogen are to be performed, 
suffi cient time must be allowed for the effects of each injection 
to clear. If drugs are injected prior to algogen the timing is critical 
to maximize the drug effect. By carefully timing the injection of 
antagonists prior to injections with glutamate, Ro and others have 
provided compelling evidence that glutamate has important 
actions at peripheral receptors in muscle nociception.22–25 Algesic 
injections are evaluated against isovolemic injections with vehicle 
and observations are made with the experimenter blind to the 
injection condition.

The initial effect and the duration of algesic action are also 
important considerations. For example, the primary effects of 
injecting a bolus of HS (e.g., a pain report in humans or increased 
neuronal activity in animals) dissipate within several minutes and 
vehicle or another dose of HS can be reinjected into the same site 
in the same subject. In contrast to HS, glutamate produces post-
injection sensitization and edema. In such cases, reinjection into 
the same muscle is not practical, so experiments must involve 
separate experimental and control groups.

Table 33–1
Algogens used for intramuscular injectiona

Substance Site of action

Endogenous
Acid saline (pH)26,27 ASICS receptors
Adenosine11 P2X receptors
Bradykinin17 B1 and B2 receptors
Potassium chloride12,13 NS
Glutamate22,23 NMDA, AMPA, MGluR 

receptors
Hypertonic saline28,35,37 NS
NGF14 Trk A receptor
PGE2

9 EP 1–4 receptors
Serotonin17 5-HT receptors
Substance P17 NK-1 receptors
TNF-α 15 TNFA R1 and RII
Exogenous
Capsaicin18 TRPV1
Carrageenan44,56 NS
Formalin54 NS
Complete Freund’s adjuvant50 NS
Mustard oil16,22,23 TRPA1

aNS, nonselective; NMDA, N-methyl-d-aspartate; AMPA, α-amino-
3-hydroxy-5-methyl-4-isoxazolepropionate; NGF, nerve growth factor; 
PGE2, prostaglandin E2; 5-HT, 5-hydroxytryptamine; TNF, tumor necro-
sis factor.
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An interesting approach developed by Sluka and co-workers26,27

involved making repeated intramuscular injections of acid saline 
buffered to pH 5.0. In contrast to HS in a “normal” pH range, 
repeated injections with acid saline produced a prolonged reduc-
tion in withdrawal threshold to cutaneous mechanical stimuli and 
direct muscle pressure, with forceps attached to a force transducer. 
The long-term behavioral changes observed in animals after 
repeated acid injection may be equated with allodynia and hyper-
algesia in humans.

Intramuscular Infusion Zhang and colleagues28 developed 
an infusion system based on closed-loop drug delivery systems to 
model chronic masseter muscle pain, a common complaint of 
patients with TMD. Feedback from continuously rated visual 
analog pain ratings (a measure of pain intensity) was used to 
adjust HS infusion rates and maintain a constant pain level for as 
long as 20 minutes.29,30 The major elements of the system include 
a microprocessor-controlled infusion pump interfaced with a PC, 
a proportional integral derivative (PID) controller, a strain gage 
pressure transducer, an electronic visual analog scale (VAS), and 
a tubing delivery system with meticulously defined mechanical 
properties to account for factors such as compliance and dead 
space (Figure 33–1). Complete methodological details are pro-
vided in the original publications.28

For the experiment, an infusion needle was placed in a stan-
dard location (i.e., in the “middle” of the masseter muscle). Once 
any pain produced by placing the needle subsided, subjects 
received an initial standard algesic injection and pain intensity 
ratings were obtained every 15 sec until it dissipated. The overall 
magnitude and time to peak pain for the initial response were 
recorded (i.e., the open loop response) and compared to a prees-
tablished group mean response. A control algorithm used these 
values to calculate an initial infusion rate. The infusion was started 
and updated pain intensity values were used as feedback to adjust 
and maintain a constant pain level (VAS score).

Sustained infusion of HS produced complex patterns of pain-
related states including primary and secondary muscle hyperalge-
sia and altered cutaneous sensibility. Importantly, this approach 

also evoked emotional and autonomic responses similar to those 
observed in chronic pain conditions. This method has provided 
insight into opioid mechanisms in the sensory and affective 
dimensions of pain,30 revealed sex differences in opioid sensitiv-
ity,32 and provided evidence that genetic factors underlie differen-
tial muscle pain sensitivity.33 Based on the system described 
above, others have developed a standard set of infusion protocols 
referenced to the subject’s initial pain report,34–36 and further 
characterized the sensory and sensorimotor manifestations of 
persistent muscle pain.

To the best of our knowledge only one study employed HS 
infusion in an animal model.37 This experiment clearly showed 
an enhanced activation of central nociceptive neurons compared to 
bolus injections. This response was clearly attenuated in a dose-
dependent manner by preinjection into the muscle with MK-801, a 
noncompetitive N-methyl-d-aspartate (NMDA) receptor antagonist.

ISCHEMIC CONTRACTION Originally described by 
Lewis,5,6 ischemic contraction was the first method developed to 
systematically produce deep tissue pain in humans. A modifi ca-
tion known as the submaximum effort tourniquet technique was 
introduced by Smith and colleagues.38 Following venous exsan-
guination of the forearm with an Esmarch bandage, a pressure 
cuff was inflated to occlude arterial flow. Subjects were instructed 
to perform a sequence of repeated contractions (squeeze a hand 
exerciser) at approximately half of their predetermined maximum 
voluntary contraction force and then to rest until they registered 
a maximum pain rating or reached a predetermined time limit 
before deflating the cuff.

This procedure is very effective in producing muscle pain. 
However, Graven-Neilsen et al.39 reported that the quality of pain 
produced by ischemic contraction differed from pain reports fol-
lowing HS or adenosine injections and suggested that these 
methods activated different subpopulations of muscle nociceptors. 
Rainville et al.7 compared four different types of phasic and tonic 
pain and found that in addition to producing intense pain, isch-
emic pain tended to be more “unpleasant” than other types of 
experimental pain.
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Figure 33–1. Block diagram of the closed loop system designed to induce and maintain pain intensity. (Adapted from Stohler.31)
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A potential disadvantage of the ischemic contraction method 
is that ischemia is not limited to one muscle or muscle group so 
that there are concomitant changes in the afferent input from other 
nonmuscle deep tissues and from cutaneous sources. This may, in 
part, contribute to the observation that the pressure pain thresh-
old39 increases over the ischemic muscle, whereas it is generally 
reduced over the site of intramuscular algesic injection. Although 
the method lacks the selectivity of intramuscular injection, to 
model conditions with muscle pain in the face of reduced blood 
fl ow (e.g., compartment syndromes or intermittent claudication) 
this may be the best approach.

Ischemic contraction has not been used widely to study muscle 
pain in animals, but this method was important in the initial elec-
trophysiological characterization of muscle nociceptive afferents. 
Bessou and Laporte40 used a contraction model to demonstrate 
that group IV muscle afferents were specifically activated under 
ischemic conditions. Chabel applied a tourniquet to the hindlimb 
of rats and recorded nerve fiber activity from the proximal sciatic 
nerve.41 While this study was not specifically directed toward the 
identifi cation of muscle afferents, it revealed the gradual onset of 
spontaneous activity in slowly conducting afferents during the 
ischemia.

DELAYED ONSET MUSCLE SORENESS Exercise proto-
cols used to produce delayed-onset muscle soreness (DOMS) 
typically involve a significant amount of eccentric contraction 
(i.e., muscle contraction during lengthening movements of the 
muscle) along with concentric contraction (shortening contrac-
tions). Onset of pain generally develops within 24–72 h after exer-
cise and is associated with loss of strength, reduced range of 
motion, and elevated creatinine kinase levels.8

Although many strategies can be implemented to produce 
DOMS, the technique is well illustrated by the work of Tedeger 
and colleagues9 who utilized a simple “stepping” protocol to 
produce DOMS. Subjects were instructed to stand with one foot 
on a 45° sloped step, lifted on the tip of the toes (concentric con-
traction), and then to slowly lower the heel until the sole of the 
foot made full contact on the sloped surface of the step (eccentric 
contraction). The tips of the toes were lifted again and contrac-
tions were repeated until subjects completed two sets of 50 com-
bined concentric/eccentric contractions separated by a 5-min rest 

(Figure 33–2). Pain intensity was measured prior to the exercise, 
immediately after, and 24 h after the exercise. Pain assessments 
were made in the DOMS and the control leg was assessed at rest, 
walking, going downstairs, and tiptoeing.

There is an impressive literature utilizing “exercise” or con-
trolled muscle contraction (concentric and eccentric) in animals, 
but relatively few animal studies have used this strategy to 
explore mechanisms of deep tissue nociception. Taguchi and 
co-workers42,43 have shown that repeated bouts of muscle contrac-
tions, which include an eccentric component, yield evidence for 
primary muscle hyperalgesia and sensitization in a rat model. In 
their model, the hindpaw was fixed to a bar, which in turn was 
connected to a linear motor. Transcutaneous needle electrodes 
were inserted near the sciatic nerve and the common peroneal 
nerve, respectively (Figure 33–3). Repetitive contractions of the 
muscle were induced by cyclic electrical stimulation of the nerve 
at three times the threshold for twitch contraction. The stimulus 
frequency was set at 50 Hz to produce tetanic contractions. Stimu-
lus trains (1 sec duration) alternated with 3 sec of rest. Timing of 
the lengthening movements were synchronized with the electrical 
stimuli to produce contractions during lengthening. The control 
group was subjected to stretching without contraction. This pro-
cedure reliably resulted in reduction of the mechanical threshold 
to noxious and innocuous stimuli. Kehl and Fairbanks44 ran rats 
on a treadmill with a 30° downhill incline to produce eccentric 
contraction of the limb muscles. This method produced a measur-
able reduction in grip force (an index of hyperalgesia, see below) 
compared to animals running on a level treadmill.

EXPERIMENTAL MUSCLE PAIN ASSESSMENT
HUMANS The sensory manifestations of muscle pain are 

commonly assessed with psychophysical tools that measure the 
intensity, the quality, and the distribution or location of the pain. 
Pain intensity is commonly assessed with magnitude rating scales. 
An ordinal rating scale numbered from 0 to 10, with 0 represent-
ing no pain and 10 being the worst pain imaginable, allows sub-
jects to score their pain. Alternately, a subject or patient may rate 
pain by extending a line along a fixed distance (e.g., 0–10 cm) 
with a pencil on paper or on a computer monitor using a “mouse” 
or other pointing device. Computerized or electronic measures 
may be time stamped and the ratings may be saved in a spread-

Figure 33–2. Illustration of the exercise protocol used by Tegeder 
et al.9 to produce delayed onset of muscle soreness. (Adapted from 
Tegeder et al.,9 with permission.)

Figure 33–3. Schematic illustrating the experimental setup used by 
Taguchi et al.43 to produce eccentric contraction in an animal model. 
(Adapted from Taguchi et al.,43 with permission.)
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sheet or database during the course of an experiment. Although 
there is a great deal of intersubject variability, magnitude rating 
scales have been shown to be very reliable indicators of within-
subject muscle pain.45

The McGill Pain Questionnaire (MPQ) and comparable instru-
ments that involve verbal descriptors are used to assess the quality 
of muscle pain. Melzak and colleagues demonstrated that it was 
possible to correctly classify 91% of patients with facial pain 
conditions using seven verbal descriptors.46 The discriminative 
capacity of the MPQ can be improved by the addition of terms 
uniquely suited for the type of pain condition. This is a particu-
larly valuable suggestion when attempting to characterize pain of 
deep tissue origin. Discrimination of muscle pain would benefi t 
from inclusion of both temporal and spatial descriptors. For 
example, it is important to ask whether the pain is constant or 
intermittent (temporal) or if it is local or diffuse (spatial).

Since muscle pain is commonly referred to other deep tissue 
sites, it is important to identify the distribution of the pain. This 
may be done with simple body maps in which the patient or 
subject is asked to draw or otherwise indicate the location or dis-
tribution of spontaneous or experimentally evoked pain. In addi-
tion to identification of spontaneous sites of muscle pain, palpation 
is commonly used to demonstrate areas of reduced mechanical 
threshold. The diagnosis of FMS depends upon the ability to 
demonstrate a minimum of 11 out of 18 “tender” points as 
described by Wolfe and others.47 Although palpation can be per-
formed manually to identify these areas, there are increasing 
efforts to obtain a quantitative measure of palpation pressure with 
algometry.

Hand-held algometers are widely used to assess muscle sensi-
tivity. Several types are available ranging from a simple “analog” 
version to more sophisticated digital instruments. Most have a 
circular footplate with a diameter of 1 cm2. Regardless of the 
design, all algometers provide a numerical value of the force 
(e.g., kg/cm2) necessary for the subject to report pain. This value 
is referred to as the pressure pain threshold or PPT. Several caveats 
must be considered with the use of algometry. The PPT is strongly 
infl uenced by the method of application (most instruments are 
designed to be applied perpendicularly over the test site) and the 
composition of the tissue at the test site (e.g., the amount of body 
fat). Physical considerations such as the size of the footplate 
and the rate of application are also critical variables that infl uence 
PPT values. Last, but not least, the skill and experience of the 
examiner are essential in order to obtain reproducible results.

Evaluation of the sensorimotor response to pain has been the 
subject of much research and has led to a better understanding of 
the relationships between muscle pain and motor function. During 
voluntary motor activity muscle pain is generally accompanied by 
reduced motor activity when the sore or injured muscle is working 
as an agonist. This is often accompanied by increased activity 
in the antagonist muscles. This response, referred to as pain 
adaptation,48 serves to protect the injured muscle. In contrast, 
myofascial pain is associated with focal regions of increased 
muscle activity (i.e., trigger points) characterized by the demon-
stration of “taut bands.” It is important to distinguish between 
these two quite distinct entities when attempting to generalize 
about the relationships of muscle pain and motor function. This 
topic has been thoroughly reviewed by Mense and Simons.1

ANIMAL MODELS Although animals cannot report the sub-
jective experience that we refer to as pain, methods for the induc-

tion of muscle pain in humans characteristically produce activation 
of nociceptors, recruitment of central nociceptive pathways, and 
predictable nocifensive behaviors in animals. In addition to the 
general ethical issues associated with the use of animals in 
research, the study of nociception in animal models requires 
special consideration. Extreme care must be taken to minimize 
exposure of animals to nociceptive stimuli, to recognize symp-
toms of unacceptable morbidity, and whenever possible to provide 
an “escape” from prolonged intense noxious stimuli. These and 
other important considerations are highlighted in Defi nition of 
Pain and Distress and Reporting Requirements for Laboratory 
Animals 42 http://www.nap.edu/catalog/10035.html.

Assessment of Muscle Nociception in Anesthetized 
Animals Many insights regarding muscle nociceptive mecha-
nisms can be obtained from studies in anesthetized animals. 
Nociceptive afferents and their central target show changes in firing
to graded noxious stimulation and are the electrophysiological 
correlate of intensity. Changes in the receptive field size of nocicep-
tive neurons in response to experimental manipulations (e.g., intra-
muscular algesic injection) provide an assessment of spatial changes 
related to noxious stimuli. An anatomical approach to assess the 
intensity and extent of nociceptive activation is to study the pattern 
of expression of the immediate-early gene c-fos after noxious 
stimulation. Fos protein expression shows predictable increases, 
under carefully controlled conditions, and has been widely used as 
a measure of nociceptive activation in muscle.23,37,50,51

Behavioral Assessment of Muscle Pain in a Lightly Anes-
thetized Model A useful strategy to minimize discomfort in 
animals is to study nocifensive behaviors that are elicited under 
conditions of light anesthesia. Monitoring electromyogram (EMG) 
activity following intramuscular injection52 has been used success-
fully as a method to document nociceptive activation in orofacial 
muscles following injection of the masseter muscle with algesic 
chemicals in halothane-anesthetized animals. Lightly anesthetized 
animals are often employed to assess changes in the magnitude of 
muscle reflexes, and the production of nocifensive behavior in 
response to noxious deep tissue stimulation. However, nocifensive 
refl exes and behaviors documented under light anesthesia must be 
carefully assessed and validated. Responses obtained with one 
anesthetic agent may be qualitatively and quantitatively different 
from those obtained with another agent in the same species.

Examination of nocifensive behaviors in lightly anesthetized 
animals has been used successfully by Ro and colleagues to make 
inferences about the intensity and the duration of algesic stimuli 
injected into the masseter muscle.53 Algesic injections made into 
the masseter muscle of lightly anesthetized rats elicited a brisk 
repetitive hindpaw shaking that appeared to reflect an attempt to 
rub the site of injection while injection with vehicle produced 
minimal hindpaw shaking behavior. This behavior is similar to 
previously described orofacial pain-induced grooming behavior 
in awake rats.54 The anesthetic level was maintained by infusing 
a constant rate of sodium pentobarbital (Nembutal; 3–5 mg/h). 
Animals in the light anesthetic state typically responded to noxious 
tail pinch with an abdominal contraction and noxious hindpaw 
pinch with a calibrated clip (600 g) produced a brisk single with-
drawal response. Core temperature and heart rate were monitored 
continuously to ensure the animals were within a normal physio-
logical range throughout the experiment.

Once the animals were stable, selected algogens were injected 
into the masseter muscle. The behavior was recorded with a 
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digital camera and stored on compact disc for subsequent analy-
sis. Hindpaw shakes were counted by an individual, blinded to 
the experimental condition. Counts were distributed into 30-sec 
bins for the duration of the behavior. The mean peak count, which 
usually occurred in the first 30 sec, and area under the curve were 
calculated from the resulting histograms. Both parameters varied 
in a concentration-dependent manner following injection with 
mustard oil. Systemic administration of morphine sulfate (3 and 
0.3 mg/kg), ip, dose-dependently attenuated the shaking behavior. 
Lidocaine injected locally 5 min prior to mustard oil injection also 
signifi cantly decreased the behavior. Similar results have been 
obtained with injection of glutamate, capsaicin, acid saline, and 
complete Freund’s adjuvant. Regardless of the algogen used, this 
method produced a relatively finite stereotypical hindpaw shaking 
response that lasted no more than 4 or 5 min following injection.
These experiments validate this model for assessing the intensity 
and duration of acute nociceptive activation and may also be a 
useful test of novel pharmacological interventions.

Postinjection Sensitization in a Lightly Anesthetized 
Model It is possible to rekindle the hindpaw shaking behavior 
by mechanical stimulation with von Frey filaments or an elec-
tronic von Frey in lightly anesthetized rats. Approximately 5 min 
after the hindpaw behavior subsides, application of von Frey 
monofi laments of relatively high bending forces generates a few 
cycles of shaking behavior in animals injected with sensitizing 
agents (e.g., glutamate, capsaicin, acid saline). Monofilaments are 
applied perpendicular to the injection site in a stepwise fashion 
and the smallest diameter von Frey capable of “rekindling” the 
hindpaw shaking behavior in response to four consecutive appli-
cations at bending force was considered threshold. Repeating the 
procedure periodically (e.g., every 5–10 min) resulted in the dem-

onstration of a treatment-dependent reduction in threshold that 
persisted for at least an hour after injection.

Behavioral Assessment in Awake Animals It is possible to 
condition animals to sit quietly for measurements in response to 
stimulation with manual or electronic von Frey filaments to deter-
mine changes in mechanical threshold.20,55 This approach has been 
used to study changes in mechanical threshold following intra-
muscular injection with algesic chemicals.20 Sensorimotor mani-
festations of muscle inflammation and nociceptive stimulation 
may be assessed by indirect approaches such as monitoring loco-
motor behavior or studying feeding behavior. Recently, however, 
behavioral assays based on the predictions of the pain adaptation 
model have been used to assess muscle hyperalgesia and allodynia 
in animals.

Grip Force as a Model for Muscle Hyperalgesia Rats and 
mice exhibit an innate grasping behavior when suspended over a 
surface like a cage top or wire grid. Kehl et al.56 took advantage 
of this behavior to develop a rodent model for assessment of 
muscle hyperalgesia. They postulated that injection of carra-
geenan into the triceps muscles would produce an “anatomically” 
specifi c reduction of grip force with respect to preinjection values. 
During testing, each animal was held by the tail, just above wire 
mesh grids attached to force transducers and gently pulled in a 
rostrocaudal direction. Output from the force transducers was 
digitized and led to a computer that display force versus time 
traces. Initially, three experimental groups were examined. One 
group received bilateral carrageenan injections (3%, 75 µl), a 
second received bilateral vehicle injections [phosphate-buffered 
saline (PBS), 75 µl], and a third received carrageenan in one 
triceps and vehicle (PBS) in the contralateral triceps. Carrageenan 
injections produced a significant time- and treatment-dependent 

Figure 33–4. Schematic illustrating the bite force apparatus. In 
addition to the description in the text, full methodological descrip-
tions are provided in Nies and Ro.57 (A) The signal from the bite 
plates is led to a device to provide water and the output of the trans-
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reduction in gripping force that peaked at 12 h but remained sig-
nifi cantly reduced at 36 h. Treatment with six different concentra-
tions (0–6 mg) produced dose-dependent reductions in the grasp 
strength measured at 24 h after injection.

The demonstration that significant recovery of grip force was 
obtained by treatment with levorphanol (a µ-opioid selective 
agonist) provided compelling evidence that the reduction of 
threshold was a specific response. The reduction in grip strength 
was also attenuated in animals with significantly reduced unmy-
elinated afferents (produced by neonatal capsaicin treatment). 
These observations, which were consistent with the predictions of 
the pain adaptation model (i.e., reduced activity to protect the 
injured muscle), were interpreted as behavioral indications of 
reduced mechanical threshold and therefore a measure of muscle 
hyperalgesia. Additional details about the grasp-force device, 
manufacturer information, and source of drugs are provided in the 
original manuscript and a subsequent review of methodology for 
study of muscle pain in animals.44

Bite Force as a Measure for Craniofacial Muscle Hyper-
algesia Nies and Ro57 developed an operant conditioning pro-
tocol in which rats are trained to generate higher than normal bite 
force in order to obtain water reinforcement. On the basis of the 
pain adaptation model, they hypothesized that animals with sore 
or inflamed jaw muscles would not be able to generate the same 
bite force as normal animals.24 Sprague–Dawley rats were posi-
tioned so they could bite on a pair of brass plates attached to a 
force transducer with the incisors. A water tube placed between 
the bite plates was connected to a Schmitt trigger-activated deliv-
ery system to provide water reinforcement for successful biting 
trials. The output of the transducer was led to a CED 1401 labora-
tory interface and data were stored on the hard drive for offl ine 
analysis (Figure 33–4A).

Training was initiated after determining the average weight 
and water consumption for each animal. During the training and 
the experimental phase, water intake was limited but was suffi -
cient to maintain body weight within 80% of normal. After some 
exploratory behavior, rats gradually learned to associate biting 
with water reinforcement. Once this association was made they 
were rewarded for bite forces 400 g or greater and only the 
rewarded trials were saved for analysis (bites below this “cutoff 
value” were difficult to distinguish as discrete bites).

Once rats successfully learned the task, they were trained to 
generate gradually increasing target forces by rewarding only bites 
whose force exceeded the target. Animals were trained until a stable 
success rate (>70%) was attained at the final target force (>1.3 kg). 
Although there were individual differences in biting pattern (e.g., 
multiple bites versus single bites), the learning curves were similar 
and rats generally reached target force within 3 weeks.

Bite force data for each session were analyzed using Bite 
Analysis, a “script” program designed for use with Spike 2. The 
program is interactive so that users can manipulate cursors to 
specify cutoff and target forces and select the duration of the data 
sample (Figure 33–4B). The program automatically computes 
parameters such as the success rate and maximum and mean bite 
force and stores these values for subsequent analysis.

CONCLUSIONS
Lewis proposed that pain produced by ischemic contraction 

resulted from a “factor P”. This factor, which acted in the inter-
stitial (tissue) spaces under ischemic conditions, was dependent 

upon processes occurring within the muscle fiber as a result of 
contraction. An interesting aspect of the methods considered in 
this review is that each involves the introduction, the production, 
or the accumulation of algesic metabolites at some time through-
out the course of the experiment. Many of the endogenous algo-
gens have been shown to produce a significant level of muscle 
pain and nociceptive activation. Beyond the initial insult it is clear 
that both peripheral and central factors are likely players in the 
maintenance of persistent pain and there is substantial evidence 
that both are involved. Through the further evolution of models 
that specifically address the problem of muscle pain, we may one 
day unravel the complexly timed chain of biological events from 
the initial injury to the chronic pain condition and use this infor-
mation to develop meaningful treatment strategies.
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ABSTRACT
Parkinson’s disease is a movement disorder, caused predomi-

nantly by the degeneration of the dopaminergic nigrostriatal 
pathway. Various animal models have been developed in both 
rodents and nonhuman primates that have been used successfully 
in the evaluation of pharmacotherapeutics. The most commonly 
used animal models are generated through the administration of 
toxins; those most extensively characterized with a view to ana-
lyzing motor deficits are the 6-hydroxydopamine (6-OHDA) 
lesioned rat and the 1-methyl-4-phenyl-1,2,3,6-tetrahydropyri-
dine (MPTP)-treated nonhuman primate. We review how these 
models are developed and the most common behavioral tests used 
to discern motor impairments and the improvements afforded by 
both pharmacological and surgical interventions. A major problem 
in the treatment of Parkinson’s disease is the generation of 
dyskinesia, or abnormal involuntary movements following the 
long-term administration of l-DOPA. Until recently, research on 
dyskinesia was restricted to the use of the MPTP-treated nonhu-
man primate, but the development of a rodent model has improved 
understanding of the mechanisms responsible and expedited 
screening of drugs for their dyskinesiogenic potential. Although 
both rodent and nonhuman primate models have signifi cantly 
furthered our understanding of the mechanisms behind Parkin-
son’s disease and the associated motor complications, both still 
have significant limitations. Therefore, the search continues for a 
model that can reproduce not just the neuropathology and symp-
toms of the disease, but also recreate more faithfully the progres-
sive pathogenic aspects of the disease.

Key Words: Parkinson’s disease, MPTP-treated nonhuman 
primate, 6-hydroxydopamine lesioned rat, Abnormal involuntary 
movements.

INTRODUCTION
Parkinson’s disease (PD) is a neurodegenerative motor disor-

der that presents as a loss or paucity of movement (akinesia/bra-
dykinesia), postural instability, resting tremor, rigidity, and altered 
gait. The primary cause of these symptoms is the continuous 
deterioration of dopaminergic (DAergic) neurons of the substantia 
nigra pars compacta (SNc) that project to the striatum via the 
nigrostriatal pathway. To study the pathogenic mechanisms and 
evaluate potential therapies of PD, a range of animal models has 

been used, based on the administration of toxins, either locally 
(6-hydroxydopamine, 6-OHDA; 1-methyl-4-phenyl-1,2,3,6-tetra-
hydropyridine, MPTP) or systemically (reserpine, MPTP, rote-
none, proteosomal inhibitors). These models are used to test 
potential therapeutic strategies, such as drugs, cell replacement, 
and gene therapy, and it is predominantly their overt behavioral 
phenotypes, correlated to aspects of the human disorder, that 
make them so useful. The primary aim of this chapter is to detail 
the animal models that are most widely used to evaluate potential 
therapies to improve motor function in PD. Thus, transgenic 
mouse models based on specific mutations identified in a small 
number of patients, which have not yet been used effectively in 
therapeutic development, will not be covered (although some of 
the mouse behavioral tests described can also be applied in that 
context1).

This chapter will focus on the use of two classical toxin-based 
models of PD, the unilateral 6-OHDA-lesioned rodent and the 
MPTP-treated primate. The use of these toxins in alternative 
species, i.e., the 6-OHDA-lesioned primate and the MPTP-treated 
mouse, will be considered and we also include a brief description 
of the other toxin-based rodent models. These are less well estab-
lished and are still to be fully characterized, but are contributing 
a new dimension to toxin-based models of PD.

6-HYDROXYDOPAMINE-LESIONED RAT
The first use of 6-OHDA to obliterate a catecholaminergic 

pathway in the search for a model of Parkinson’s disease was 
described in 1968 by Ungerstedt.2 6-OHDA is taken up through 
the catecholamine transporter on DAergic and noradrenergic 
neurons where it accumulates in the cytosol. Here it inhibits 
mitochondrial complexes in the respiratory chain and also pro-
duces reactive hydroxyl radicals that contribute to the induction 
of a nonapoptotic cell death.3 As it does not cross the blood–brain 
barrier, it is administered directly into the required area (in this 
case along the nigrostriatal tract) using stereotaxic procedures. 
Animals are placed in a stereotaxic frame (Figure 34–1) and using 
a sagittal cut the skull and bregma are exposed. The location of 
the appropriate target track is determined on the surface of the 
skull in coordinates from the interaural line and bregma using a 
rat brain atlas, and a small burr hole is drilled. A cannula is then 
lowered to the correct depth and the toxin is slowly infused either 
manually or using an automated pump. The cannulas are typically 
made of fine stainless-steel tubing (0.2–0.4 mm o.d.), but alterna-
tively glass capillaries can be pulled to much finer tips (∼50µm)

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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to minimize tissue damage, especially where multiple injection 
sites are used. After the injection, the cannula should remain in 
place for a short time to allow the toxin to diffuse into the sur-
rounding tissue before it is retracted and the wound sutured. When 
using 6-OHDA it is important to remember that it oxidizes easily 
and should be dissolved in saline containing 0.02% ascorbic acid 
as an antioxidant. The powder and solution should be kept cold 
and in the dark as far as is practically possible, with fresh solutions 
made up at regular intervals (every 1–2 h), which should be dis-
carded as soon as a brown or pink coloration is observed. The 
cannula should be loaded just prior to each injection to minimize 
exposure to light.

The extent of the lesion produced by 6-OHDA is dependent 
on the location at which the toxin is applied and the concentration 
used. The most common lesion model is the complete destruction 
of the nigrostriatal pathway in which 6-OHDA is injected into the 
median forebrain bundle (MFB). This protocol produces a >97%
depletion of the DA neurons in the SNc and up to 80% in the 
ventral tegmental area (VTA). A more restricted, progressive, 
partial lesion of the nigrostriatal pathway can also be achieved by 
injecting the 6-OHDA into the striatum.4 DAergic terminals take 
up the toxin and retrogradely transport it to the cell bodies in the 
SNc. The extent of the partial lesion can range from a 30% to 
90% loss of DA neurons of the SNc, dependent upon the number 
of striatal injection sites and the quantity of 6-OHDA adminis-
tered.6 A four-site striatal lesion gives rise to about an 80–90% 
loss of the DA neurons in the SNc, but only 15% of VTA neurons 
are affected.4 Partial lesions can also be achieved by targeting the 
MFB with lower concentrations of the toxin,5 although this strat-
egy is typically more variable. In addition, 6-OHDA has also been 
directly injected in the SNc, resulting in substantial degeneration 
of the nigrostriatal pathway, but this lesion method is less com-
monly used.

BEHAVIORAL TESTS FOR UNILATERAL 6-HYDROXY-
DOPAMINE LESIONS The unilateral denervation produces a 
number of deficits on the side contralateral to the lesion, displayed 

as spontaneous circling toward the (ipsilateral) lesioned side, 
reduced use of the contralateral forelimb, and a neglect of the 
contralateral side. A very wide range of behavioral tests has been 
described in the nearly four decades since 6-OHDA came into 
widespread use. We describe below a selected range of behavioral 
tests in widespread use, which have been found by ourselves and 
others to be sensitive, objective, and easily quantified. The list 
is of course not exhaustive, and other tests can be found 
elsewhere.1,6–8

Rotational Behavior Circling behavior is the most fre-
quently used behavioral test, largely due to its simplicity.9 It is 
affected differentially by the administration of dopaminomimet-
ics, the direction and nature of the behavior being related to their 
respective modes of action. The number of rotations can be 
counted manually, although commonly this is done with the use 
of automated rotometers. The output is the total number of rota-
tions in either direction over a predetermined period of time, 
which can also be expressed as net rotations. Some days after 
receiving a unilateral lesion, rats exhibit a tendency to turn during 
spontaneous locomotion to the (ipsilateral) side of the lesion. This 
ipsilateral bias is markedly enhanced by activating the animal, for 
example, by exposure to mildly stressful stimuli or injection with 
a stimulant drug. Thus, amphetamine will increase DA release on 
the intact side to a greater extent than the DA-depleted lesioned 
side, and will enhance marked turning toward the side ipsilateral 
to the lesion. Significant asymmetry can be induced by amphet-
amine with more than a 30% loss of the DA neurons in the SN 
or a 40–50% depletion of the DA content in the striatum. In con-
trast, direct acting dopamine receptor agonists will induce a 
contralateral circling behavior by acting predominantly on the 
DA receptors on the postsynaptic striatal neurons, made supersen-
sitive by the deafferenting lesion. More extensive lesions are 
required to induce high levels of rotation with apomorphine. 
Many studies have reported a close correlation between the rates 
of amphetamine and apomorphine-induced rotation and the extent 
of denervation, such that rotation scores can be used to determine 
the extent of lesions on an animal-by-animal basis, allowing 
exclusion from further study of animals with inadequate lesions 
and allocation of the remainder to matched groups prior to sub-
sequent investigations. Generally, 14 days postlesion, in excess 
of five ipsilateral rotations per minute induced by d-amphetamine
sulfate (2–5 mg/kg ip or sc in saline) measured over 90 min is used 
to indicate >90% denervation. Similarly, over 90% dopamine 
depletion is assumed from >5 contralateral rotations per minute 
following the administration of apomorphine (0.5 mg/kg sc in 
0.02% ascorbic acid) over 40–60 min. It should be noted that 
apomorphine can sensitize the circling response and should be 
avoided if the animals are intended for use in studies of striatal 
sensitivity; in addition, compared to amphetamine, apomorphine 
is less responsive to dopamine replacement measures.

Compounds inducing contralateral rotations, such as direct 
acting DA agonists and l-DOPA, are predicted to have antipar-
kinsonian effects, while a reduction in amphetamine-induced 
ipsilateral rotations is frequently used to demonstrate improved 
DAergic function on the lesioned side following cell transplanta-
tion or treatment with viral vectors.10,11

Spontaneous Forelimb Test (Cylinder Test) The cylinder 
test evaluates forelimb akinesia by determining the animals’ 
ability to support their body weight against the wall of a glass 
cylinder during explorative behavior. The cylinder test was fi rst 

Figure 34–1. Schematic representation of a rat in a stereotaxic 
frame. The head is secured in position with ear and tooth bars. This 
frame holds a Hamilton syringe with a glass capillary attached through 
which the toxin is injected; alternatively, metal cannulas can be used 
connected to a syringe placed in a syringe pump.
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described by Schallert and Lindner12 and further modified by 
Schallert and Tillerson.7 The animals are placed in a transparent 
glass cylinder (approximately 20 cm in diameter for rats and 
10 cm for mice) and videotaped; two mirrors are placed at a 90° 
angle behind the cylinder to allow visualization of the whole 
surface. An observer blinded to the treatment of the animals 
counts the number of independent weight-bearing touches made 
with each forelimb, usually expressed as percent touches with the 
lesioned paw of the total performed. A normal animal will, on 
average, achieve a score of 50% (Figure 34–2A, “normal”), while 
animals with DA depletion of the nigrostriatal fibers will exhibit 
a marked reduction in the use of the contralateral paw (Figure 

34–2A, “lesion”). To improve the sensitivity of this test Schallert 
and Tillerson7 describe a more detailed analysis where the fi rst 
touches during rearing and landing and differential counting of 
simultaneous versus lateralized paw use are separately scored.

There are several advantages of the cylinder test, in that no 
drug administration is required, food restriction is not necessary, 
and there is no or limited handling by the experimenter, reducing 
the influence of external parameters. However, especially where 
repeat testing is necessary, the animals can become habituated and 
more reticent to explore the cylinder. To encourage a good per-
formance, the test should be carried out in the latter part of the 
light cycle, and the following can also be applied: (1) turning the 
light off and/or switching the light on and off two or three times 
(requires a video camera with infrared recording capability), (2) 
mildly shaking the cylinder for a few seconds, (3) removing the 
animals from the cylinder for 10–30 sec and returning them, and 
(4) exposing the animals to female/male odors or mild stressors.

Stepping Test The stepping test forces the use of individual 
forelimbs and determines the rats’ ability to perform adjusting 
steps when moved sideways. The design was first described by 
Schallert et al.13 and further defined by Olsson et al.14 The experi-
menter supports the animal lightly round the waist, restraining the 
hind limbs and the forelimb that is not being tested. The animal 
is lowered to the table surface and the free forepaw is allowed to 
provide placing support. The animal is then moved sideways over 
a 90 cm surface, from one edge to the other, over about 5 sec, 
during which time the tested paw is touching the surface (Figure 
34–2B). The number of steps, while the animal is moved over the 
surface, is counted. The test is repeated twice per day for three 
consecutive days for each forepaw in both a forehand and back-
hand direction. Prior to testing, a habituation trial period of 3–7 
days is required to ensure that the animals perform the test prop-
erly and to give consistent results. A normal rat will perform about 
9–13 adjusting steps in the forehand direction and a few more, 
12–16, in the backhand direction. Rats with extensive 6-OHDA 
lesions of the nigrostriatal pathway (>80%) show a marked reduc-
tion in adjusting steps for the contralateral forepaw to only 0–
24,14,15 (Figure 34–2B, B′). Stepping in the backhand direction 
tends to be much less affected than stepping in the forehand direc-
tion, and may be only marginally impaired in rats with less 
completed intrastriatal 6-OHDA lesions. Intermediate 6-OHDA 
lesions, 50–80%, will make intermittent forelimb steps, while a 
lesion of less than 40% will not significantly alter forelimb step-
ping.4,15 In conducting this test it should be noted that a subjective 
element is introduced when there is direct interaction between 
experimenter and animal. This makes comparing the results 
between different experimenters and studies difficult and the same 
experimenter should conduct all the testing within a study. Other 
factors such as strain used, testing environment, and stress can 
also influence the rats’ performance.

Skilled Forelimb Use in the Staircase Test This test, also 
called the paw reaching test, was introduced by Montoya et al.16

to independently evaluate individual forepaws in a skilled test and 
is based on the animals’ ability to successfully retrieve and eat 
sugar pellets with different levels of difficulty. The apparatus is 
generally a transparent Plexiglas box with a central platform sepa-
rating two staircases such that the animal can reach down into the 
staircase on each side only with the forepaw on the same side 
(Figure 34–2C). This configuration allows the animal’s perfor-
mance to be assessed separately for the two forelimbs without 

Figure 34–2. Photographic demonstration of (A) the cylinder test 
of forepaw asymmetry. A “normal” rat will use both forepaws to 
explore the cylinder, but a 6-OHDA “lesion” will cause a predomi-
nant use of the paw on the ipsilateral side to the lesion. (B) The 
stepping test, in which normal rats (A, A′, A″) will make adjusting 
steps with the weight-bearing forepaw as it is moved across a surface, 
but a lesioned animal (B, B′, B″) will not. (C) A rat in the paw-
reaching “staircase” apparatus.
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having to restrain the animal. Each staircase has a well on each step 
in which a predefined number of sugar pellets is placed (between 
2 and 10 are used in different laboratories). The animals are placed 
in the box and allowed to collect and eat the pellets for 10–
15 min.4,16 The number of pellets taken from each well and 
the number of displaced (“missed”) pellets are counted, giving the 
total number of successfully eaten pellets for each forepaw. For the 
animals to perform well in this task they should be food deprived 
prior to starting the test (1–3 days) and be maintained at around 
90% of their body weight during the testing period; sugar pellets 
can be introduced as food during this time. On the first day of 
testing, the animals generally explore the test box and begin to 
associate the task with the sugar pellets, and with repeated sessions 
on subsequent days begin to learn the task. The time required for 
training varies between groups of animals and can be up to 2 weeks 
in older rats before a stable performance is reached. When more 
than 50% of DA is lost in the SNc and greater than 80% in the 
striatum4,17,18 the animals start to show significant deficits. Com-
plete unilateral 6-OHDA lesions reduce performance in this test by 
about 50–70% taken pellets and 30–50% eaten pellets compared 
to intact rats.14,16,17,19,20 It should be noted that lesioned animal 
usually improve on their intact paw and retrieve up to 10% more 
pellets than intact control animals. The test can also be used as a 
forced paw choice test, where sugar pellets are placed only on one 
side of the staircase, forcing the use of the paw on that side.21

Other less widely used but validated tests include the rotarod 
and forelimb-placing test. The rotarod is a rotating cylinder on 
which the rats (or mice22) are trained to walk. There are two main 
approaches: the first uses a fixed-speed protocol in which rats 
perform on set speeds (increments between 4 and 40 rpm) and 
their time to stay on the drum at different speeds is measured. In 
the second approach accelerating paradigms have the rod increas-
ing in speed (4–44 rpm) at a fixed rate (increasing over 90–
300 sec)23–25; the time at which the rat falls off the drum is recorded 
and can be directly related to a speed. A comparative study 
between the two protocols found that the fixed-speed assay was 
more predictive of therapeutic efficacy, but accelerating protocols 
could be used more efficiently and easily to test lesion extent.23

Again, animals do require some training on this apparatus to reach 
a stable performance in the task before any testing can be carried 
out, but this can be as little as one or two training sessions.25

These tests were primarily developed in rats, but have been 
adapted for other species, most notably mice and primates. Thus, 
unilateral nigrostriatal lesions induce similar postural and rotation 
asymmetries in mice, although their size typically makes it easier 
to monitor rotation by direct observation or using automated video 
tracking devices than mechanical rotometers.22 Similarly, mice 
show performances akin to rats in staircase and other paw-reach-
ing tasks with the apparatus scaled down to be suitable for the 
smaller species.26 Whereas the effects of DAergic lesions in large 
primates have been more extensively explored using peripheral 
administration of MPTP (see below), the brains of small New 
World marmoset monkeys are sufficiently consistent to allow 
stereotaxic positioning using external reference landmarks to 
produce reliable nigrostriatal lesions with 6-OHDA, which, as in 
rats, produce a range of lateralized motor and sensorimotor 
impairments. Rotation is less consistent because these monkeys 
typically move in a three-dimensional space, but contralateral 
postural and head-turning biases are prominent and easy to 
measure by video recording.27 Moreover, Marshall, Ridley, and 

Kendall have developed primate analogues of the staircase test in 
which the monkeys reach through slots behind transparent vertical 
baffl es that constrain them to use just one arm in reaching to 
retrieve palatable foods from staircase wells behind the barrier.28,29

In each of these tasks, marmosets exhibit lateralized changes in 
response to unilateral nigrostriatal lesions and to pharmacological 
and cellular therapeutic interventions directly comparable to 
rats.30,31

1-METHYL-4-PHENYL-1,2,3,6-TETRAHYDROPYRIDINE
A byproduct of the illicit manufacture of a pethidine analogue, 

MPTP was identified as the cause of rapidly developing parkin-
sonism in a group of drug addicts in the United States in the early 
1980s.32 Postmortem analysis revealed that MPTP had induced a 
self-perpetuating cell death of DAergic neurons in the SNc, with 
few other anatomical changes. It was found to have similar effects 
in nonhuman primates;33–35 this has developed into what is cur-
rently considered the best available model for PD, providing both 
a similar behavioral profile and neuropathology. MPTP has also 
been used in a wide range of other species from the mouse to the 
worm and zebra fish. In a series of enzyme steps, non-DAergic 
cells such as glia and serotonergic neurons convert MPTP into the 
active metabolite MPP+. It is then released into the synaptic space 
and subsequently taken up by DAergic neurons through the DA 
transporter. Although the mechanism through which it induces 
selective DAergic cell death has not been fully elucidated, it is 
known to act as an inhibitor of complex I of the mitochondrial 
respiratory chain, producing a decrease in tissue ATP content and 
an increase in oxidative stress.

1-METHYL-4-PHENYL-1,2,3,6-TETRAHYDROPYRIDINE-
TREATED PRIMATE The behavioral effects of MPTP have 
been well characterized in various nonhuman primates including 
the squirrel, rhesus, and cynomolgus monkey, and the common 
marmoset.33–35 The progression of the degeneration can be con-
trolled by the paradigm of administration. Most protocols use a 
relatively acute regime of administration for convenience, but a 
more prolonged administration of regular small doses of weeks 
or months is required to reproduce the slow progressive deteriora-
tion and the absence of spontaneous recovery seen in patients. The 
mode of administration to give a bilateral lesion can be subcutane-
ous, intraperitoneal, intravenous, or intramuscular. For example, 
a common acute bilateral paradigm in marmosets is the subcuta-
neous administration of MPTP at 2 mg/kg over 5 days.34 With this 
regime the nigrostriatal DAergic cell loss is upward of 90%, rep-
resenting late stage PD. After a few days of treatment the primates 
show akinesia, limb rigidity, reduced vocalization in the marmo-
sets, and reduced grooming. Although resting tremor is not 
common, it can occasionally be seen as a whole body tremor. A 
regime of 1 mg/kg for 3 days has also been described recently in 
the marmoset, in which a subthreshold DA loss produces more 
limited behavioral deficits that more closely represent presymp-
tomatic to early stage disease states.36 The more chronic treatment 
protocols that have been described use between 0.2 and 4.5 mg/kg 
MPTP repeatedly over weeks or months.37–39 However, there 
appears to be an optimum treatment regime to create a stable cell 
death, as recovery of the DAergic losses has been described with 
protocols of 29 days,37 while with 15 days a reportedly nonrecov-
erable DAergic deficiency is induced.38

MPTP is highly toxic, and the literature reports a number of 
cases of permanent neurological impairment in laboratory person-
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nel working with it.40 Supreme care should therefore be taken 
when working with MPTP, typically to category III standard, to 
avoid self-administration or any contact with animal products 
during the administration period and for a washout period of a 
few days afterward. The animals require careful observation over 
several weeks following administration and hand feeding is advis-
able until the animals can eat unaided and sustain their body 
weight. Occasionally antiparkinsonian medication such as l-
DOPA is given to increase their ability for self-care.

The bilateral MPTP-treated primate model is commonly used 
to screen pharmaceuticals for their antiparkinsonian potential. 
Following treatment, animals are observed either in their home 
cages or in specialized locomotor cages to independently deter-
mine their activity levels, while subjective rating scales for activ-
ity and disability are also used. Several different scales are used 
by different research groups, each with its own criteria and grading 
system, often based on clinical rating scales such as the UPDRS 
(United Parkinson’s Disease Rating Scale). Many of these scales 
include criteria such as bradykinesia, freezing, rigidity, tremor, 
alertness, reaction to external stimuli/interaction, posture, balance/
coordination, and vocalization (for comparisons of different scales 
see Imbert et al.41).

In Old World primates such as the macaque and rhesus 
monkeys, the toxin may be administered though the intracarotid 
artery, giving a predominantly unilateral syndrome. This surgery 
is more invasive but, as with bilateral versus unilateral lesion with 
6-OHDA, the unilateral lesion results in improved survival and 
requires less posttreatment care. The behaviors are evaluated 
using rating scales similar to the bilateral model but there are 
individual scores for the gross motor skills for each limb. The fi ne 
motor skills of each forelimb can also be evaluated in food 
retrieval tasks.42,43

1-METHYL-4-PHENYL-1,2,3,6-TETRAHYDROPYRIDINE-
TREATED MOUSE Rats have a relative insensitivity to MPTP 
that may be the result of a species-specific metabolism or seques-
tration of MPP+.44 Very high doses are required to induce DAergic 
cell death compared to mice and the administration of guanethi-
dine is required to prevent peripheral catecholamine release and 
mortality.45 Mice, however, are susceptible to the effect of MPTP 
and have provided a useful small animal model of MPTP-induced 
parkinsonism. There are caveats to this model, as mice are not as 
sensitive as primates to the toxin and susceptibility is also hugely 
variable between mouse strains. Furthermore, with some treat-
ment regimes, cell death is not complete and the mice can show 
a spontaneous functional recovery. This is more often seen with 
acute paradigms, while longer-term treatment may provide a more 
stable DAergic loss. The toxin is usually injected subcutaneously 
(although it can be given via other routes) typically in the range 
of 2–45 mg/kg/day for up to 10 days (for a full summary see 
Seledis et al.46). As in the primate, this produces a bilateral lesion 
and therefore the behavioral tests that are applied are distinct from 
those used for the unilateral 6-OHDA lesioned rodents.

BEHAVIOR TESTS WITH THE 1-METHYL-4-
PHENYL-1,2,3,6-TETRAHYDROPYRIDINE-
TREATED MOUSE

ACTIVITY Depending on the paradigm of administration, 
MPTP-treated mice may develop a hypokinesia that can be 
assessed using simple tests of locomotor activity and catalepsy. 

The simplest test of akinesia involves placing the animal of a fl at 
surface and timing how long it takes to move all four limbs (aki-
nesia), while for catalepsy the animals are placed with their fore 
or hind limbs supporting them on an elevated block or a raised 
bar, and the latency to restore normal posture is recorded.1 More 
generally, activity can be monitored in a large square open fi eld 
(typically 100 cm × 100 cm). In the manual version of the task, 
the field is divided into squares by lines on the floor and the 
number of squares entered in a fixed time interval is recorded by 
direct observation. Frequently, the total counts are subdivided into 
central squares and squares adjacent to the wall of the open fi eld, 
as an index of exploratory activity (more anxious animals will 
spend more time at the edge). The open field test can be readily 
automated by mounting an array of infrared beams to traverse the 
open field or a standard cage. The number of beam breaks is used 
to calculate the time spent locomoting and the total distance trav-
eled. In addition, the location and pattern of beam breaks can also 
be interpreted, i.e., whether the central beams are broken or just 
in the peripheral areas of the cage, or if single beams are repeat-
edly broken, indicating stereotypic behaviors, and with a decline 
of counts over time taken as an index of “habituation.” Higher 
beams can also be used to measure vertical rearing activity, as a 
second measure of exploration. As mice are nocturnal, better 
results are achieved if they are tested during the dark cycle, as 
their spontaneous activity is higher. Placing a novel object in a 
center square of the open field and recording the rise in the time 
spent and number of entries in the squares immediately adjacent 
to the object can further assay exploration more directly.

POLE TEST The pole test47 is very sensitive to changes in 
nigrostriatal function as it requires maneuvering and grip func-
tion. The mouse is placed head up near the top of a vertical pole 
(1 cm in diameter, approximately 50 cm in height) and the time to 
rotate 180° and time to descend are used as measures of motor 
function. Similarly, tests of grip strength are also sensitive to 
changes in nigrostriatal DA.

The rotarod, as described above, in the 6-OHDA rat model has 
been very widely used for assessing motor abnormalities in mutant 
mice.1,48 However, MPTP has been reported to have variable 
effects on the rotarod,46 and the use of different protocols in the 
administration of the toxin as well as in the ways the rotarod test 
is conducted makes comparisons difficult. Other tests used in the 
evaluation of motor function in the MPTP-treated mouse include 
swim tests (set in a narrow tank of water at 22–25°C for 30 min) 
assessing active swimming versus passive floating over a period 
of time both in the presence and absence of an escape platform, 
grip strength, and apomorphine-induced climbing.

DYSKINESIA IN ANIMAL MODELS OF 
PARKINSON’S DISEASE

The gold standard for pharmacological dopamine replacement 
in PD is l-DOPA, the metabolic precursor to DA. This is a highly 
effective treatment, but within 10 years of initiating l-DOPA
therapy abnormal involuntary movements (AIMs), known as dys-
kinesia, develop in most patients limiting its use.49 Thus, a major 
area of research using animal models of PD has involved identify-
ing the cause of dyskinesia and evaluating the potential of new 
compounds to elicit, exacerbate, or reduce this side effect.

DYSKINESIA TESTING IN THE 6-HYDROXYDOPAMINE-
LESIONED RAT The ability of drugs to induce contralateral 
rotations in the 6-OHDA-lesioned rat is taken as an indicator of 
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their antiparkinsonian potential, but with repeated administration 
the circling in response to l-DOPA changes in profile.50 This 
sensitivity of the locomotor response was considered an indicator 
of dyskinesiogenic potential. However, this model has been 
further developed by the extensive characterization of the simul-
taneous development of abnormal involuntary movement of the 
torso, fore and hind limbs, and orolingual area; this is considered 
to be rodent correlates of the l-DOPA-induced dyskinesia seen 
in patients.51,52 Rating scales have been devised for these behav-
iors based on their duration and the magnitude to which they are 
expressed. To evaluate these behaviors, rats are individually 
observed in sawdust-free, transparent cages without food or water. 
Each animal is injected with the compound of interest at 1 min 
intervals and then observed at regular intervals (10–30 min) for 
1–2 min each and rated. Some researchers prefer to take fewer 
time points and video the behaviors, permitting scores of addi-
tional parameters such as head nodding, and also to distinguish 
between choreic and dystonic movements of the forelimb. 
However, care should be taken to ensure that enough time points 
are evaluated as differences between single time points could be 
attributed to shifts in the time course, rather than a change in the 
severity of the response. There is a three-tier 1–4 point rating scale 
based on the duration, class, and amplitude of dyskinetic behav-
iors, as follows for the duration of behaviors of each class:

1. The behavior is present for less than half the observation 
time.

2. The behavior is present for more than half but not all the 
time.

3. The behavior is continuously present but interruptible by 
external stimuli, e.g., a sharp rap on the outside of the 
cage.

4. The behavior is uninterruptible by external stimuli.

Scores for amplitude in each category are listed in Table 34–
1.20 Duration and amplitude ratings are combined to give an 
overall score of severity for each category at each time point, 
which were accumulated to give a cumulative severity score. The 
same methodology and rating scales can also be applied to 
6-OHDA-lesioned mice.53

DYSKINESIA TESTING THE 1-METHYL-4-PHENYL-
1,2,3,6-TETRAHYDROPYRIDINE-TREATED MARMOSET
The MPTP-treated primate has been extensively used to deter-
mine the neural mechanisms underlying the development of l-
DOPA-induced dyskinesia and to assess the dyskinesiogenic 
potential of new compounds in addition to the antiparkinsonian 

activity. The dyskinesia takes the form of choreic movements of 
the fore and hind limbs, athetosis, and dystonic posturing and a 
separate dyskinesia rating scale based on the clinical UPDRS is 
used. The scoring occurs at repeated intervals (generally every 
30 min), often for the duration of drug action, on several days 
during the treatment regime. A rater blind to the treatment received 
by each animal, as these are subjective scales, should carry these 
out.

CHOOSING THE RIGHT MODEL
UNILATERAL VERSUS BILATERAL LESIONS 6-OHDA

and to a certain extent MPTP can produce either unilateral or 
bilateral lesions. PD generally affects patients on both sides, 
although the symptoms are generally worse on one side. In the 
early stages of disease, PD is often observed to be asymmetric with 
greater symptoms on one side, but the degree of lateralization 
observed in extensive unilateral lesions in animals is seldom seen, 
with both sides affected significantly in advanced disease. There-
fore the bilateral models can be seen as more closely representative 
of the human disease. However, generally the bilateral lesions are 
more problematic in terms of the health of the animal. Extensive 
bilateral lesions in rats, whether induced by intraventricular or 
intracerebral injections of 6-OHDA, typically result in profound 
inanition, with the animals failing to eat, drink, or groom spontane-
ously, requiring prolonged and intensive care to maintain basic 
health status.54 By contrast, both primates and rodents with unilat-
eral lesions can feed and drink adequately to sustain their own 
body weight and maintain basic health, although MPTP-treated 
primates with severe bilateral lesions will often require feeding by 
hand for the first few weeks following treatment and may require 
antiparkinsonian medication. Partial, bilateral, striatal, and nigral 
6-OHDA lesions have been used successfully and the rats are 
then able to sustain themselves,55,56 but because the deficit is then 
bilateral, a different combination of behavior tests is then used 
including open field and operant tests such as the reaction time 
task (this is described in more detail elsewhere).8,56

In terms of the behavioral tasks that can be used to assess 
motor function and recovery, in the bilateral primate models espe-
cially, qualitative observational parameters are predominantly 
used to evaluate changes in motor function. In contrast, the tests 
that utilize the asymmetry of the unilateral models generally 
provide a more quantitative assessment. A further advantage to 
the unilateral model is that it enables comparisons of the physio-
logical events in damaged and intact hemispheres, allowing func-
tional deficits to be related to physiological changes. The intact 

Table 34–1
The amplitude ratings for the abnormal involuntary movement scale in rodents given in addition to scores of durationa

Score Axial Limb Orolingual

1 Persistent deviation of the head to a 30˚ angle Small movements of the paw and distal 
forelimb around a fixed position

Chewing and repeated jaw 
movements

2 Lateral deviation of the head and neck at an 
angle between 30˚ and 60˚

Low-amplitude movements of the distal 
and proximal forelimb

With tongue protrusion

3 Lateral deviation of greater than 60˚ without 
loss of balance

Translocation of the whole limb with the 
shoulder muscle

N/A

4 Twisting of the head and neck such that 
balance is lost

Vigorous limb and shoulder movements 
to their maximum extent

N/A

aAxial and limb movements are scored 1–4 and orolingual 1–2.
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side may therefore be used as an internal control, but caution must 
be exercised, as there are some changes to the intact side as a 
result of the lesion.

6-HYDROXYDOPAMINE VERSUS 1-METHYL-4-PHENYL-
1,2,3,6-TETRAHYDROPYRIDINE MPTP is a highly danger-
ous, lipophilic toxin and special care has to be taken in all aspects 
of handling and injecting it and when cleaning out the cages 
during and shortly after the toxin-administration period. 6-OHDA 
should also be handled with care, but the main concern, as detailed 
above, is in keeping the toxin fresh. MPTP (in the bilateral model) 
can be given as a simple systemic injection and in the unilateral 
model by peripheral intracarotid injection, but 6-OHDA must be 
centrally injected by stereotactic surgery, which requires a greater 
level of skill and equipment, is more time consuming, and because 
of the accuracy of stereotactic placement adds an additional 
degree of variability. Ultimately, however, central injection of 
either toxin is required to achieve extensive unilateral lesion in 
the absence of any depletion on the contralateral side.

Using the modes of administration described above, both 6-
OHDA and MPTP are relatively selective for the DAergic nigros-
triatal pathway. Indeed, although 6-OHDA can also be taken up 
by and can kill noradrenergic neurons, there is only sparse nor-
adrenergic innervation of the striatum such that these lesions 
should have little impact. If this is a concern, desipramine can be 
administered 30 min prior to surgery, which will block the nor-
adrenaline transporter, thereby increasing the selectivity for 
DAergic neurons. The actions of MPTP and 6-OHDA on the 
serotonin system have been debated, and both toxins have been 
claimed to leave the serotonin system unaffected, induce seroto-
nergic sprouting, or decrease levels of serotonin in the striatum 
following DAergic denervation.57–60 This may depend on the 
mode of administration in the case of 6-OHDA (striatal vs. mfb) 
or the time course of treatment for MPTP.37,61,62

One of the pathological hallmarks of PD is the presence of 
intracellular inclusions termed Lewy bodies, now known to be 
attributable to the abnormal aggregation of the α-synuclein
protein.63 The administration of 6-OHDA does not result in the 
development of inclusions. However, MPTP has been reported to 
induce protein accumulation in the SN of aged primates that 
resembles some features of Lewy bodies.64–66

RODENT VERSUS PRIMATE The main considerations in 
deciding between rodent and primate models are both ethical and 
practical. Both legislative and welfare considerations require use 
of the least advanced species to address the specific experimental 
hypotheses. Moreover, primates are more expensive and have 
limited availability, and the level of care is higher than for rodents 
as they require larger and more specialized housing facilities.67 In 
addition, larger equipment for recording activity is also required, 
while rodents are easier to handle, house, and care for. Neverthe-
less, some experimental questions can be addressed only in the 
larger primate brain. A major advantage of the use of nonhuman 
primates, especially in the testing of pharmaceuticals, is their 
phylogenetic similarity to humans and the expression of PD 
pathology. Rodents do not have a distinguishable caudate and 
putamen, which are instead combined in a singular structure, the 
neostriatum, and thus in this regard nonhuman primates have a 
closer structural arrangement to humans. Aside from the pathol-
ogy, the expression of parkinsonian symptoms in primates is more 
similar to the movement disorder in humans, and so has greater 
face validity in preclinical studies. Indeed many of the movement 

disorder rating scales used in primates are adapted from those 
used clinically to assess patients. By contrast, while many of the 
behaviors observed in rodents are less clearly recognizable as 
“parkinsonism,” there are multiple behavioral tasks that can be 
applied in order to probe different components of the underlying 
motor deficits such as neglect versus motor function. When com-
paring rodent species, rats are larger, more docile, and more 
amenable to both surgical manipulation and behavioral analysis 
than are mice. Nevertheless, there has been greater interest in 
recent years to developing mouse models also, because of the 
greater numbers of mutant strains and the opportunities provided 
by new transgenic and knockout technologies to probe specifi c 
genetic and molecular influences on degeneration and behavior.

OTHER TOXIN MODELS One of the earliest toxins to be 
used in PD research is reserpine, a toxin that induces the release 
of catecholamines from their stores in the nerve terminals. This 
induces a hypokinetic state in most rodents and drugs can then be 
administered systemically or into selected brain regions through 
implanted cannulas. Reduced akinesia and increased activity and 
grooming can be observed when drugs are administered systemi-
cally, or the induction of a locomotor side bias when drugs are 
injected unilaterally. However, unlike the disease state, the deple-
tion of the catecholamine stores and thus the resulting behavioral 
defi cits are only temporary, and the stores are replenished and 
locomotor activity restored over a few days. It is therefore diffi cult 
to investigate experimental deficits such as dyskinesia that accu-
mulate over time, or to evaluate chronic therapeutic treatments 
against a stable baseline. Furthermore, there are no morphological 
effects on the DAergic neurons, no permanent cell death or 
damage is observed, and no inclusions are documented. There is 
no selectivity for nigrostriatal as opposed to mesolimbic DAergic 
neurons, and other monoamine neurotransmitters are also severely 
depleted. Despite these failings, this model has been successfully 
used to evaluate pharmacotherapeutics and was fundamental in 
demonstrating the efficacy of l-DOPA in restoring motor function 
following DA depletion.68

In the past few years, models have been proposed based on 
rotenone and paraquat, two agricultural chemicals that have both 
been associated with an increased incidence of PD. However, 
these models produce a high mortality and decidedly variable 
results, and the induced degeneration is not specific to the 
SNc.69–72 More recently, abnormalities of protein processing by 
the proteosome have been identified as a possible mechanism for 
inducing PD and the accumulation of proteins such as α-synu-
clein. McNaught et al.73 reported that chronic administration of 
PSI, a synthetic peptide aldehyde that inhibits proteasomal func-
tion, reproduced both the motor and pathological consequences 
of PD in rats. They describe specific degeneration of dopaminer-
gic neurons, proteinous deposits akin to Lewy bodies, in addition 
to bradykinesia, tremor, and rigidity. However, although similar 
results have been reported by other researchers,74 equally many 
have not been able to reproduce these fi ndings.75,76 Each of these 
models still has to be fully and reliably characterized before being 
used to evaluate therapeutic or neuroprotective approaches to the 
treatment of PD.

CONCLUSIONS
6-OHDA and MPTP are the tools most frequently used to 

induce selective and effective degeneration of the DAergic nigros-
triatal pathway in experimental animals, and thereby model the 
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primary pathology and symptoms of PD in the laboratory. In 
deciding which model to use, the focus should be on first selecting 
the most appropriate model and, more importantly, the behavioral 
tests most appropriate for that model for the specific experimental 
hypotheses or preclinical strategies to be evaluated. The alterna-
tives will be weighed according to a range of criteria involving 
dimensions of practicality, efficiency, validity, and animal welfare. 
Generally, several tests are used to determine the generality of 
results and the extent and limitations of their application. Treat-
ments may not necessarily improve function in all of them. For 
example, transplants of DAergic tissue produce improved forepaw 
asymmetry in the cylinder test but not in the more complex paw-
reaching task. However, while the 6-OHDA-lesioned rat and 
MPTP-treated primate are well-established models of PD that 
have provided considerable insight into the disease, it should be 
remembered that both still have significant limitations and the 
search continues for a model that can not just reproduce the neu-
ropathology and symptoms of the disease, but also recreate more 
faithfully the progressive pathogenic aspects of the disease.
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ABSTRACT
Neurodegenerative diseases are complex disorders involving 

neuropathological and psychiatric alterations. Transgenic mice 
expressing mutant human Alzheimer precursor protein (βAPP),
α-synuclein, and mutant huntingtin genes have been developed 
for Alzheimer’s, Parkinson’s, and Huntington’s disease (AD, PD, 
and HD), respectively. However, none of the existing mouse 
models completely represents the pathology of these diseases, 
including neuronal loss, cerebral atrophy, widespread neurofi bril-
lary tangles, and neuropil threads in AD, formation of Lewy 
bodies and the extensive loss of dopaminergic neurons in PD, and 
neuronal loss and aggregate formation in HD. Although rat models 
have been shown to be superior to mouse models because of the 
brain size and the availability of more sophisticated behavioral 
testing, a common disadvantage in rodent models is the lack of 
neurodegeneration. Furthermore, rodents have relatively smaller 
brains and thus provide a limited behavioral repertoire for assess-
ing transgene-associated structural and cognitive deficits. Non-
human primates are ideally suited for modeling the neuropathology 
of neurodegenerative diseases because of their biological proxim-
ity to humans, size, and age-related development of lesions. Thus 
the development of a transgenic nonhuman primate model of 
neurodegenerative diseases holds greater promise for success in 
the discovery of diagnoses, treatments, and cures than approaches 
using other animal species. Nevertheless, it is undeniable that 
rodent models contribute significantly to the understanding of 
neurodegenerative diseases and the development of cures. A 
transgenic nonhuman primate model will be able to mimic human 
conditions not only physiologically but also genetically. However, 
the development of transgenic rodent and nonhuman primate 
models of neurodegenerative diseases is equally important for 
unraveling the mystery of neurodegeneration and the develop-
ment of early diagnosis and cures.

Key Words: Neurodegenerative disease, Neurodegenera-
tion, Animal model, Transgenic rodent, Transgenic nonhuman 
primates.

INTRODUCTION
Animal models of neurodegenerative diseases (NDs) have 

been developed quickly in the past decades because of the 
advancement in molecular genetics and the latest development of 

gene transfer technology. Parkinson’s disease (PD), Alzheimer’s 
disease (AD), and Huntington’s disease (HD) are the most 
common NDs and affect more than six million people in the 
United States. Compared to HD, which is caused by the extension 
of the polyglutamine [poly(Q)] tract at the 5′ region of the hun-
tingtin (htt) gene, PD and AD are more complex.1–6 Extensive 
effort has been made to determine the genetic and environmental 
components that lead to complex genetic disorders such as PD 
and AD.7,8 Candidate genes are often identified in a small number 
of families that are scattered around the globe.3,7,9 Although can-
didate genes have been identified, no single gene is unanimously 
linked to PD and AD. The latest discovery of the leucine-rich 
repeat kinase 2 (LRRK2) gene has the greatest link to familial 
parkinsonism (FP), which contributes to only 2–10% of these 
cases.1,2,9,10 Several mutations have also been identified in the 
Alzheimer precursor protein (APP) gene that are linked to the 
development of AD.3,11–13 However, no single mutation leads to 
neuropathology and cognitive behavioral declines in animal 
models equivalent to that seen in human patients.3,10

Transgenic animal technology has revolutionized animal 
modeling, which becomes a very useful tool for elucidating the 
link between genetics and human diseases.3,10,14–18 The develop-
ment of a new animal model is not only important for a better 
understanding of human diseases, but also important for the 
development of diagnostic tools and treatments.18,19 Unfortunately, 
animals that carry genetic defects similar to those found in patients 
do not develop identical patterns.20–21 This suggests fundamental 
differences between human and other mammalian species such as 
rodents and nonhuman primates (NHPs).19 Physiological differ-
ences include life span, brain complexity, cellular metabolism, 
and endocrine and reproductive function, which could be the 
result of genetic redundancy or variations in biochemical path-
ways.22–24 Hence, a good animal model is not only dependent on 
the genetic constitution of the transgene but also the genetic and 
physiological background of the animal species.25 It is particularly 
important for NDs because of the complexity in genetic composi-
tion, the unknown neuropathological mechanisms, and the gradual 
decline in cognitive and behavioral function. For example, most 
of the transgenic HD mice do not develop identical neuropathol-
ogy. Although brain size was reduced by 20%, specific neuronal 
cell loss was not found in the striatal region or cortex.26 A similar 
phenomenon was also observed in AD and PD mice.

Due to physiological differences between species, the rat 
has certain advantages over the mouse because of brain 
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size, neurocircuitry, and availability of cognitive–behavioral 
testing.12,13,27–31 Additionally, NHPs are considered the best animal 
models, especially for NDs, because of the complex correlation 
between aging and progressive neurodegeneration, which leads to 
deleterious alterations in behavior and psychiatric status associ-
ated with diseases such as AD, PD, and HD in humans.19,32,33

NHPs are the only animal model providing accessibility to a wide 
range of cognitive–behavioral testing including the possibility 
for high-resolution brain imaging such as functional magnetic 
resonance imaging (fMRI) and positron emission tomography 
(PET).19,32 Thus, a transgenic animal with a genetic alteration that 
leads to human inherited NDs might best mimic patient condi-
tions; this could increase our understanding of disease develop-
ment, thereby paving the way for the development of cures.32

Besides the selection of target genes and animal species, pro-
moter is also an important factor for the development of a trans-
genic model. Promoter regulates the expression of disease-related 
genes, which affects the etiological pattern of the animals.3,10,16

The R6/2 mouse model of HD has good representation in neuro-
pathology and motor deficits; however, mutant htt expressed 
under the control of the human htt promoter results in an excessive 
decline in health and sudden death with no known cause.34–36 On
the other hand, transgenic mice that carry mutant htt with 82Q 
under the control of the prion protein promoter have neuron-
specifi c pathology with distinctive stages of disease development, 
which mimics the course of HD progression.37 These studies 
suggest that promoter is important in determining disease devel-
opment, neuropathology, and cognitive–behavioral patterns in 
transgenic animal models.

Here we will focus on animal model development of AD, PD, 
and HD as a representative of NDs. Our goal is to provide a brief 
overview of currently available animal models and new methodol-
ogy for creating transgenic rat and NHP models.

METHODS FOR CREATING 
TRANSGENIC ANIMALS

The method for creating transgenic animals has a signifi cant 
impact on the application of the disease model.14,18 In general, 
transgenic animals can be categorized by the expression pattern, 
which includes (1) overexpression, (2) gene targeting: knockin, 
knockout, and knockdown, (3) conditional expression, and (4) 
inducible expression. Although the expression pattern could be 
manipulated by strategies such as the tetracycline-inducible 
system, the Cre-lox conditional expression system, and artifi cial 
chromosome (AC), an exogenous gene construct has to be inserted 
into the target cell genome in order to achieve long-term expres-
sion. Additionally, there are three fundamental criteria determin-
ing the success of a transgenic animal: (1) germline transmission, 
(2) stable expression, and (3) all body cells must carry the trans-
gene.38 Two exceptions are chimeric mice generated by blastocyst 
injection of genetically modified embryonic stem cells and local 
gene transfer such as stereotaxic viral injection in a selected brain 
region.33,39–41

Several methods have been used to generate transgenic animals. 
Among these methods, pronuclear microinjection (PI) is the most 
commonly used method in creating transgenic mice and rats. 
A similar method has also been used to generate transgenic 
livestock; however, somatic cell nuclear transplantation (SCNT; 
cloning), a recent development, is slowly replacing PI in livestock 
because more versatile genetic manipulation could be achieved. 

SCNT will not be discussed in detail because it is not commonly 
used in ND models. Compared to PI, viral vectors such as retro-
virus and lentivirus have been developed with high efficiency in 
generating transgenic animals.14,42,43 Retroviral gene transfer was 
fi rst described by Jaenisch and colleagues in 1976. However, ret-
rovirus was not widely used for the production of transgenic 
animals because of biosafety concerns. Not until the mid-1990s 
was a replication-defective pseudotyped retroviral vector devel-
oped.44,45 Pseudotyped retroviral vectors have the advantage of 
achieving a high titer and broad host cell range, which are the two 
major limitations of conventional retroviral vector systems. Chan 
and colleagues have successfully generated transgenic cattle and 
the first transgenic monkey using pseudotyped retrovirus at high 
effi ciency.14,42 However, due to the life cycle of retroviruses, effi -
cient gene transfer could be achieved only in actively dividing 
cells.14,42

The recent development of the lentiviral vector has led to a 
new era of in vivo genetic manipulation.46,47 Nondividing cells 
could be transfected efficiently using pseudotyped lentivirus.46,48

Replication-defective lentivirus is derived from HIV-1 with most 
of the viral structural genes removed. Vesicular stomatitis virus 
envelope glycoprotein protein G (VSVG) pseudotyped lentivirus 
is widely used in neurological research because gene transfer in 
neuronal cell types that are not actively dividing could be achieved 
at high effi ciency.49 Stereotaxic injection of lentivirus at selected 
brain regions provides an effi cient46,48 and effective method for 
studying gene function in a relatively short time compared to 
germline transgenesis43,47,50 (Table 35–1). There are signifi cant 
differences between focal and germline transgenesis. Focal trans-
genesis is limited to a small region in the brain and is able to 
transfect only a limited number of neuronal cell types in an indi-
vidual. Therefore, each model has to be generated independently 
and variation between animals is expected. This technique offers 
the opportunity for an in vivo gene function study in species that 
are highly relevant to humans but for which efficient gene transfer 
techniques are not available for the creation of transgenic models 
such as rat and NHPs.14,19 The development of transgenic rat and 
NHP models of NDs will also be discussed.

TRANSGENIC MOUSE MODEL OF 
NEURODEGENERATIVE DISEASES

The transgenic mouse is the most commonly used and diversi-
fi ed animal model in NDs.3,4,10,15,16,36,37 Extensive information on 
the mouse genetic background is important when developing an 

Table 35–1
Focal transgenesis versus germline transgenesis

Focal transgenesis Germline transgenesis

Number of 
transgenic cells

Regional and 
limited

All body and germ 
cells

Expression pattern Regional Whole body 
(dependent on 
promoter)

Inheritance No Yes
Timeline 1–6 months 6–24 months 

(dependent on 
species)
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ND model. Mice with different genetic backgrounds have been 
shown to be a crucial factor for the future development of a 
cognitive–behavioral pattern in a transgenic mouse model.25

Additionally, well-established techniques in handling gametes, 
embryos, and surrogates, inexpensive and relatively limitless sup-
plies, and short generation times allow a more versatile applica-
tion of the transgenic mouse model than models of other species.19

Therefore, transgenic rodents, developed with genetic defects 
similar to those seen in patients, are widely used in biomedical 
research.

Various genetic manipulation strategies are possible only in 
mice but not in species such as rats or NHPs.19 Besides the over-
expression of a transgene, downregulation by RNAi or microRNA, 
or conditional expression of a target gene, disease-related genes 
could be altered in embryonic stem cells by recombination tech-
niques followed by blactocyst injection. However, the resulting 
chimeric mice require an additional breeding procedure in order 
to establish a genetically defined transgenic line. Although mouse 
cloning technology has not been widely used in ND, the prospect 
of an identical mouse model is expected to have significant impact. 
Transgenic mouse models of AD, PD, and HD have also been 
developed with various promoters, which include tissue- and 
cell type-specific promoters such as the prion protein (PrP) and 
neuron-specifi c enolase (NSE) promoter, the thymus-1 minigene 
(thy-1), a viral and housekeeping gene promoter such as cyto-
megalovirus (CMV), ubiquitin, platelet-derived growth factor 
(PDGF) promoters, and endogenous promoters such as the htt 
promoter.

AD mouse models are generated primarily by the overexpres-
sion of wild-type APP or APP with mutations at positions K670N 
and M671L (Swedish), E639Q (Dutch), D694N (Iowa), and 
V717F (London) that favors Aβ processing.3,10,51 These mutants 
are important factors for achieving Aβ levels sufficient to lead to 
amyloid deposition.3 Additionally, presenillin 1 (PS1) and 2 (PS2) 
affect the activity of -secretase, which results in the alteration of 
the Aβ42 level.10,13 Several transgenic mice with PS1 mutations 
have no significant effect on Aβ deposition. However, the coex-
pression of APP Swedish or London mutations and the PS1 
mutant, a significant increase of Aβ42, and amyloidosis at an 
early age were observed compared to mice with APP mutations 
alone.3 A double mutant mouse (PS1 M146L/APP K670N/
M671L) has plaque formation by 3 months of age compared to 
9–12 months in an APP K670N/M671L mouse.3 Besides APP and 
PS1, overexpression of wild-type or mutant tau protein in mice 
has led to various degrees of neurofibrillary pathology, which is 
highly related to the number of tau repeats.3,10 A triple transgenic 
mouse model with the combination of mutant APP, PS1, and tau 
has resulted in an early onset at 3 months of age of plaque forma-
tion, positive for phosphorylated tau and neurofibrillary tangles.52,53

A transgenic mouse with triple APP mutations (Swe/Dut/Iowa) 
has also been generated with early-onset and robust amyloid 
accumulation.51

Animal model targeting modifiers of amyloid pathology have 
also been developed. These include overexpression and knockout 
models of apolipoprotein E (ApoE) and BACE1.54–57 An increase 
in the level of ApoE results in enhancement of amyloid deposi-
tion,55 whereas knockout of ApoE results in a decrease of deposi-
tion in transgenic mice.54 A similar result was observed in BACE1. 
Consistently, a mouse deficient in low-density lipoprotein recep-
tor-related protein (LRP), an ApoE receptor, has an increase in 

amyloid deposition.10 However, transgenic mice overexpressing 
TGF-β1 have an increase in vascular deposition and a decrease 
in plaque deposition. These animal models suggest how compli-
cated the neuropathology in AD is and these modifiers play an 
infl uential role in amyloid pathology in APP mice. In fact, ApoE 
is considered one of the risk factors for AD.

Several candidate genes including PARK 1 (α-synuclein),
2 (Parkin), 5 (UCH-L1), 6 (PINK1), 7 (DJ1), and 8 (LRRK2) 
have been identified and are related to PD.1,7,9 Among these genes, 
α-synuclein is the first linked to PD. Several mutations of α-
synuclein have been identified and are sporadically distributed at 
low percentages in familial PD cases. Overexpression of both 
wild-type and mutant α-synuclein has resulted in a decrease of 
dopamine and dopamine transporter with behavioral impair-
ment.4,27 However, no significant difference was found when dif-
ferent promoters were used, which includes tyrosine hydroxylase 
(TH), PDGF, and the Thy-1 promoter.4 On the other hand, the 
parkin gene is related to familial autosomal recessive juvenile 
PD.1,7,9,27 Loss of parkin function results in an abnormal accumula-
tion of its substrate such as glycosylated α-synuclein.15 A varia-
tion in neuropathology was also found in the deletion of exons 2, 
3, and 7 of the parkin gene. Some common features include no 
loss of nigrastriatal DA neurons and behavioral impairments that 
were observed in exon 3 and 7 deletions but were undetectable in 
exon 2-deleted mice.15 Mouse models with DJ-1 knockout, 
reduced Nurr1, and the loss of Pitx3-aphakia have also been gen-
erated recently. Variations in neuropathology and behavioral 
impairments suggest that Nurr1 and Pitx3-aphakia mice are well 
suited for studying later stages of AD because of the loss of 
nigrastriatal dopaminergic neurons, whereas DJ-1 mice may be 
best for the study of early-onset parkinsonism.

Genetically HD is less complex than AD and PD.2,7,30 The 
extended glutamine tract at the 5′ region of exon 1 of htt has been 
identifi ed and linked to HD.58–60 Variations in neuropathology and 
behavioral decline are highly correlated with the length of the 
poly(Q) in patients as well as in HD mice.58,60–62 In addition to the 
poly(Q) tract, promoter, which regulates the expression of mutant 
htt, is also important in the development of animal models. 
Although mice are not the perfect model for humans, HD mice 
present features that are highly relevant to HD and are great tools 
in understanding the etiology and the development of cures.19,32

Although the function of htt has not been clearly determined, htt
knockout is embryonic lethal and knockin mice do not have neu-
ropathology identical to that seen in HD patients. Systemic over-
expression of mutant htt is lethal with a board spectrum of HD 
phenotypes including motor impairment and neuropathology. 
However, the cause of death in R6/2 mice, one of the most popular 
HD mouse models,61 is not directly linked to the deteriorating 
effect of HD but to complications that lead to physiological 
dysfunction.

Although most of the PD, AD, and HD mice present certain 
features of cognitive–behavioral decline and motor deficit, which 
lead to further insight on the molecular basis of neurodegenerative 
diseases, highly sensitive testing for in-depth analysis in mice is 
very limited. Therefore, the need for an animal model that allows 
longitudinal studies such as noninvasive imaging analysis as well 
as access to more accurate testing methodology for evaluating 
cognitive–behavioral and motor impairment are important in 
unraveling the etiology of the disease and developing diagnostic 
tools and cures.
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TRANSGENIC RAT MODEL OF 
NEURODEGENERATIVE DISEASES

For over a century the rat has been the model of choice for 
studies of many human diseases. Several hundred rats lines 
including inbred strains, congenics, and mutant rats exist. Unfor-
tunately, germline transgenic rats are less available to biomedical 
researchers. In the context of neurological science, the rats have 
served as important animals for the study of neural development 
and disease, neurodegeneration, addiction, and behavior. There 
are several reasons for the wide use of rats in biomedicine: (1) 
the availability of extensive baseline data that make the interpreta-
tion of the experimental results more meaningful, (2) their larger 
size makes many live operations feasible, and (3) certain physio-
logical similarities of the rat to humans.

Although transgenic mice have proven to be important models 
for human diseases, there are many cases in which rats are supe-
rior models due to metabolic similarities and larger body size 
including larger brain for the development of neurosurgical inter-
ventions. In some instances, transgenic rats provided a more 
appropriate phenotype when compared to mice bearing the same 
transgene.63 For example, rats are a superior animal model for 
studying autoimmune diseases such as rheumatoid arthritis.64

Transgenic rats have also been very useful in transplantation 
research, in which microsurgery is an essential procedure. 
However, there are currently only a handful of transgenic rat lines 
compared to transgenic mouse lines. This is mainly due to ineffi -
cient gene transfer methods and limited understanding of gamete 
and embryo manipulation skills in the rat.65 In recent years, little 
advancement has been made in rat germline modification tech-
niques; further improvement in gene transfer technology will 
ensure the wider application of transgenic rats as human disease 
models.

Fortunately, genomic resources for the better utilization of rat 
models of human disease are growing rapidly.66 With the comple-
tion of the Human Genome Project, there is an unprecedented 
need for animal models to determine gene functions and to test 
new therapeutic strategies aimed at curing human disease. There 
is no doubt that the recent completion of the rat genome sequence 
further improves the utility of the rat as a model organism. There-
fore, genetically modified rats will play a pivotal role in those 
advances since they offer many unique advantages as models of 
human disease. Despite the availability of remarkable new 
genomic tools, the development of genetically modified rats is 
still in its early stages and complex genetic manipulation such as 
gene targeting is not currently available.

PRONUCLEAR MICROINJECTION METHOD FOR 
THE GENERATION OF TRANSGENIC RATS

The generation of transgenic rats by PI often requires a large 
number of embryo donor and recipient animals. The procedure is 
labor intensive, and requires significant technical skill. Moreover, 
the production of transgenic rats by PI is inefficient due, in part, 
to difficulties associated with observing the pronuclei and a high 
postinjection lysis rate (30–35%). Rat zygotes are often not syn-
chronized as they are in mice and thus finding the appropriate 
timing for visualization and injection of the pronucleus is timely 
and labor intensive. To generate five or six transgenic founder 
animals, about 800–1000 embryos have to be injected if outbred 
strains such as Sprague–Dawley and Wistar (see Table 35–2) are 
used. These shortcomings are magnified when creating transgenic 
rats in an inbred background such as Fischer 344 and Lewis, pri-
marily due to their suboptimal response to superovulation, higher 
sensitivity to microinjection, and lower gene transfer effi ciency. 
Due to low efficiencies many investigators initially create trans-
genic rats using outbred stocks, i.e., Sprague–Dawley, and subse-
quently backcross them to the desired inbred genetic background 
using a congenic approach. This approach is not only expensive 
due to animal housing, but also time consuming, requiring at 
least 10 generations of backcrossing.67,68 Since the significance of 
genetic background in animal disease models cannot be dis-
counted, the availability of a simple and reliable methodology to 
create transgenic rats with desired genetic background is urgently 
needed.

GENERATION OF TRANSGENIC ANIMALS USING 
VIRAL VECTORS

Since the production of transgenic rats by PI is inefficient, the 
development of alternative gene delivery method(s) is critical for 
the advancement of transgenic rat models of NDs. An alternative 
approach to generating germline transgenic animals is the micro-
injection of viral vectors into the perivitelline space (PVS) of 
zygotes or MII oocytes. This method appears to yield a much 
higher transgenic rate (Table 35–2) compared to the PI method 
and overcomes many of the problems associated with the highly 
ineffi cient PI method in the rat. In addition, lentivirus-mediated 
delivery of small interfering RNA (siRNA) into cycling, non-
cycling mammalian cells, embryonic stem cells, zygotes, and their 
derivatives has been successfully demonstrated.69,70 The combina-
tion of lentiviral gene transfer and siRNA technology has further 
accelerated the need for rat disease models that require the sup-
pression or the loss of gene function.

Table 35–2
Transgenic efficiency using pronuclear microinjection of plasmid DNA or perivitelline space microinjection of lentiviral vector 

in the rat

Method of injection
Number of zygotes 

injected
Postinjection
survival (%)

Number of 
embryo transfers

Number of 
transgenic founder

Overall (number injected/
number transgenic (%))

Pronuclear microinjectiona 800–1000 65–70 25–27 5–6 0.6
Perivitelline space 
microinjectionb

30–40 90  2–3 8–10 25–30

aBased on Charreau et al.63

bUnpublished data.
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An alternative to the transgenic rat model, lentiviral gene trans-
fer, has led to the possibility of focal transgenesis. Lentivirus is 
injected into a selected region of the brain and gene function could 
then be studied. Focal transgenesis has been widely used in ND 
research because it is fast and effective in determining gene func-
tion. Functional studies of α-synuclein and parkin in PD, APP, 
and tau in AD rat models have been reported, which accelerate 
the understanding of gene function and the role of genes in disease 
development.11,27,33,41,71

TRANSGENIC RAT MODEL OF 
NEURODEGENERATIVE DISEASES

Only limited numbers of transgenic rat models of NDs were 
developed in recent years because of the low efficiency. Most of 
these transgenic rats were generated by the traditional PI method. 
A transgenic rat model of NDs was first reported in 1998.13 The 
PS1 gene was introduced into rats and a significant increase of 
apoptosis in primary cortical neurons was observed.13 Transgenic 
rat models that carry various combinations of APP and PS1 muta-
tions have also been developed. However, no senile plaque of 
aggregated Aβ was observed in these rats.29 In addition to an AD 
model, a truncated rat htt cDNA with 52 CAG repeats under the 
control of the rat htt promoter was microinjected into the pronu-
cleus of rat zygote.31 These rats exhibit adult-onset HD with 
typical histopathological alterations.31 In vivo imaging including 
MRI and PET was also performed in these rats and longitudinal 
studies could be accomplished. Although several rat models of 
HD were developed afterward, the development of ND rat model 
remains slow.30,71 So far, no transgenic rat model of PD has yet 
been reported and the search for candidate genes remains 
controversial.

Only recently has lentivirus been shown to be highly effi cient 
in generating transgenic animals.43,47,50 Compared to PI, lentiviral 
gene transfer results in a much higher transgenic rate (Table 35–
2). Although transgenic rat lines remain primarily generated by 
PI, the versatile application of lentivirus has thrived in recent 
years not only in focal gene transfer but also in the creation of a 
transgenic animal model.33,41,47,49,50,72,73 We have generated several 
transgenic rat lines at a high rate as summarized in Table 35–2. 
A brief but precise protocol will be discussed in the following 
section.

GENERATION OF TRANSGENIC RAT 
USING LENTIVIRUS

RAT SUPEROVULATION Female rats (28–30 days old) are 
superovulated using SC implantation of 8 units of follicle-stimu-
lating hormone (FSH), introduced via Alzet miniosmotic pumps, 
and followed by an intraperitoneal (ip) injection of 15 units of 
luteinizing hormone (LH) approximately 50–52 h after FSH 
implantation.74 To obtain zygotes, donors will be mated with male 
rats right after LH injection.

RAT EMBRYO COLLECTION Superovulated female rats 
are euthanized by CO2 inhalation 20–24 h post-LH injection. The 
oviducts are excised and placed into a culture dish containing 
TL-HEPES supplemented with 1 mg/ml hyaluronidase (Sigma 
Chemical Co., St. Louis, MO) and 4 mg/ml bovine serum albumin 
(BSA) (Sigma Chemical Co., St. Louis, MO). The extended, 
translucent oviductal ampulla is dissected to release the clutch of 
zygotes into the solution in a culture dish. Zygotes are then incu-
bated with hyaluronidase for about 5 min to enable dissociation 

and removal of the cumulus cells. An inverted microscope is used 
to evaluate zygotes for the presence of polar bodies, pronuclei, 
and sperm tail to verify fertilization. The cumulus-free zygotes 
are washed by transferring them through three drops of hyaluroni-
dase-free TL-HEPES before being placed into 40 µl culture drops 
of KSOM under oil in culture dishes, and placed in an incubator 
(humidifi ed 5% CO2/95% N2) at 37°C. The zygotes are subjected 
to lentiviral injection via PVS 1–2 h after collection.

SURGICAL EMBRYO TRANSFER To obtain pseudopreg-
nant embryo recipient rats, 8- to 10-week-old Sprague–Dawley 
female rats (HSD: Sprague Dawley® SD®) are synchronized by ip 
injection of 40 µg gonadotropin-releasing hormone (GnRH) 
analog des-Gly10 [d-Ala6] ethylamide (Sigma L4513) and with 
mature, vasectomized Sprague–Dawley males 4 days after 
hormone injection. For verification of mating and hence pseudo-
pregnancy, the female rats are removed the following morning 
and checked for the presence of a vaginal plug.

For embryo transfer (ET), the recipient rats are anesthetized 
by injecting the ketamine:xylazine mixture intramuscularly (im) 
into the biceps femoris muscle. Approximately 5 min after the 
injection, the dorsal and lateral skin is clipped and the surgery site 
prepared with three alternate scrubs of betadine and alcohol. The 
skin of the dorsum is sagittally incised (10–15 mm in length) on 
the midline at the level of the paralumbar fossa. The skin incision 
is then rolled laterally to superimpose the paralumbar fossa. The 
muscle layers and the peritoneal wall are opened via incision and 
spread to create a window about 8–12 mm in length that permits 
retraction of the ovarian fat pad. The ovary is gently grasped with 
a tissue forceps and retracted/extracted until the ovary, the ovarian 
bursa, and the oviduct are exposed and visualized using a stereo-
microscope at 10–15×. A few drops (∼25µl) of epinephrine 
(VEDCO, St. Joeseph, MO; 1 mg/ml) are sprinkled over the bursa 
to reduce bleeding. The bursa is gently dissected using watch-
maker forceps to gain access to the infundibulum. PVS-injected 
embryos are loaded into a small column consisting of a few 
microliters of phosphate-buffered saline (PBS) within a 150-µm-
diameter transfer pipette. The transfer pipette is inserted into the 
infundibulum, 8–10 injected zygotes are discharged into the 
oviduct, and then the ovary is carefully replaced into the perito-
neal cavity. After repeating the procedure on the contralateral 
side, the skin is closed using wound clips (Fisher Scientifi c, 
Pittsburgh, PA).

LENTIVIRAL VECTOR CONSTRUCTION The gene of 
interest is inserted into a lentiviral vector backbone such as 
“pFUW”43 [F, flap; U, ubiquitin promoter; G, green fl uorescent 
protein; W, woodchuck hepatitis virus posttranscriptional regula-
tory element (WRE)]. In brief, pFUW is a self-inactivating vector 
that is composed of the WRE in order to increase the transcription 
level and minimize the position effect. Additionally, an HIV fl ap 
element was inserted between the 5′ LTR and the internal pro-
moter to increase the titer of the virus.

COLLECTION OF AND CONCENTRATION OF 
VECTOR 293FT cells are plated into a 10-cm tissue culture 
plate the day before the cotransfection with p∆8.9 and pVSV-G 
into a 293FT packaging cell (Invitrogen, Inc.). Culture medium 
is collected at 48 h posttransfection for 3 consecutive days at 24-h 
intervals. The supernatant is centrifuged at 25,000 × g for 90 min. 
The vector pellet is resuspended and aliquoted in 50 µl of 0.1×
Hanks’ balanced salt solution and kept frozen at −80°C. All pro-
cedures were performed inside a Biosafety level II cabinet. All of 
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the plasticware and instruments that have contacted the vector 
are decontaminated with 10% bleach or autoclaved before 
disposal.38

LENTIVIRAL INJECTION The procedure for lentiviral 
injection in the PVS is performed as described for NHP oocytes 
in the next section.

GENOTYPING Two weeks after delivery, tailsnips are 
taken from all potential founder rat pups, DNA extracted, and 
genotyped using an appropriate primer set by polymerase chain 
reaction (PCR). Furthermore, Southern blot analysis is performed 
to determine copy numbers of the transgene of interest.

CURRENT STATUS OF THE TRANSGENIC 
NONHUMAN PRIMATE MODEL OF 
NEURODEGENERATIVE DISEASES

NDs are complex disorders in which declines in neuropathol-
ogy and psychiatric alterations are highly related to aging. 
Although transgenic mouse and rat models of neurodegenerative 
diseases such as AD, PD, and HD with certain clinical features 
have been created, a limited neuropathological pattern such as 
neurodegeneration is the major drawback of these animals. Chem-
ical induction of HD and PD in NHPs has also been reported with 
similar neuropathological damage and psychiatric alteration; 
however, the role of genetic defects cannot be identified in the 
course of disease development. Due to the close relationship 
between human and NHPs, the development of transgenic NHP 
models will be able to mimic human conditions not only physio-
logically but also in terms of the genetic defects that lead to AD, 
PD, or HD. Therefore, disease onset and development could then 
be elucidated with the aid of a transgenic NHP model. Addition-
ally, high-resolution brain imaging technology such as MRI and 
PET and cognitive–behavioral testing can be carried out in the 
NHP simultaneously, which is not possible in other animal models. 
A high degree of similarity in motor repertoire between NHPs and 
humans allows direct comparison of the neurological phenotype 
between the NHP model and patients. Because of this, a trans-
genic NHP is expected to have a significant impact on ND 
research. However, due to the difficulty in creating a transgenic 
NHP, an alternative strategy has been developed to bypass the 
creation of a germline transgenic monkey and to study gene func-
tion at a selected brain region. Focal transgenesis (stereotaxic 
delivery of a viral vector) is one of the most popular techniques 
in neuroscience because of the latest development of a lentiviral 
vector that allows efficient gene transfer in inactive cells such as 
neurons.33,41 Although focal transgenesis is fast and efficient, the 
role of the gene defect will be restricted to a selected brain region 
and a selected group of neurons, and its role beyond neurological 
functions may be easily overlooked. Therefore, focal transgenesis 
is not the solution for a germline transgenic animal that carries 
the genetic defect in all body cells, which best mimics patient 
conditions. Although both strategies are unique and are very 
useful in ND research, careful interpretation of results should be 
taken when using these animal models.

Focal transgenesis by the injection of lentivirus has been 
widely used to study disease-related gene function in rodents and 
NHPs.33,41 However, there is only one report of the creation of a 
transgenic NHP.14 Although a transgenic NHP is not commonly 
used in the ND model, the potential impact of the transgenic NHP 
model in ND research could be considerable because of the great 

similarity to humans including motor repertoire, brain structure 
and function, and genome constitution. Here we have a brief 
protocol for the generation of a transgenic NHP model of NDs. 
Preparation of a lentiviral vector was previously described when 
the transgenic rat model was discussed.

GENERATION OF TRANSGENIC 
NONHUMAN PRIMATES

FOLLICLE STIMULATION Hyperstimulation of female 
rhesus monkeys exhibiting regular menstrual cycles is induced 
with exogenous gonadotropins. In brief, subcutaneous injection 
of a GnRH antagonist (Antide; Serono Inc.) and twice daily injec-
tion of r-hFSH (Serono Inc.) for 6 days is followed by twice daily 
injections of r-hFSH and r-hLH (Serono Inc.). On day 7 of the 
stimulation, ultrasonography is performed and r-hCG is adminis-
tered for induction of ovulation when follicles of 3–4 mm in 
diameter are observed.

FOLLICULAR ASPIRATION BY LAPAROSCOPY Follicu-
lar aspiration is performed at 27 h post-hCG. Oocytes are aspi-
rated from follicles using a needle suction device lined with 
Tefl on tubing. Multiple individual follicles are aspirated via con-
tinuous vacuum, and collection tubes are immediately transported 
to a dedicated primate oocyte/zygote laboratory for oocyte recov-
ery and evaluation of the maturation stage.

COLLECTION AND EVALUATION OF RHESUS 
OOCYTES The contents of each collection tube are diluted 
in TALP-HEPES supplemented with 2 mg/ml hyaluronidase. 
Oocytes are rinsed and then transferred to preequilibrated CMRL 
medium prior to the evaluation of maturation. MII-arrested 
oocytes, exhibiting expanded cumulus cells, a distinct PVS, and 
a first polar body, are selected for PVS injection and subsequent 
fertilization.

IN VITRO MATURATION Oocytes are matured in modi-
fi ed CMRL-1066 containing 20% heat-inactivated fetal bovine 
serum (FBS; Hyclone Laboratories Inc., Logan, UT) supple-
mented with 5 µg/ml ovine FSH and 10 ng/ml ovine LH for up to 
36 h in 50-µl drops of medium under saline-equilibrated silicone 
oil at 37°C in a humidified atmosphere of 5% CO2 in air.

INFECTION OF MATURE RHESUS OOCYTES/ZYGOTES 
WITH THE VSVG PSEUDOTYPE MII-arrested oocytes and 
fertilized oocytes are selected for PVS injection followed by in
vitro fertilization in oocytes. VSVG pseudotype solution is loaded 
into the injection needle by micropipette, mounted onto a micro-
manipulator, and connected to a microinjector. After microinjec-
tion, the oocytes are returned to the maturation drop and fertilized 
by intracytoplasmic sperm injection (ICSI), whereas the zygote is 
returned to the culture medium.

COLLECTION, PREPARATION, AND HANDLING OF 
RHESUS SPERM Rhesus males of proven fertility are trained 
to routinely produce semen samples by penile electroejaculation. 
After serial washes, the sperm samples are counted and diluted to 
a concentration of 20 × 106 sperm/ml. Sperm suspensions are 
incubated at 37°C under 5% CO2 in air for 6 h, at which point 
1 mM caffeine and 1 mM dibutyryl cyclic adenosine monophos-
phate (dbcAMP) is added for the final hour to stimulate 
hyperactivation.

FERTILIZATION BY INTRACYTOPLASMIC SPERM INJEC-
TION A single sperm is aspirated tail-first into an injection 
needle from the sperm-polyvinylpyrrolidone (PVP) to the oocyte-
containing drop. Oocytes are immobilized with the polar body at 
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the 12 o’clock position and the injection needle is inserted through 
the zona into the cytoplasm at the 3 o’clock position. The oolemma 
is breached by gentle cytoplasmic aspiration and the sperm will 
then be released into the oocyte.

ASSESSMENT OF SUCCESSFUL FERTILIZATION AND IN
VITRO EMBRYO CULTURE Fertilization is assessed within 
3–6 h by detection of the second polar body using RC optics. 
Pronuclei are assessed between 12 and 16 h post-ICSI. After 
completion of the first cleavage division (24–28 h post-ICSI), 
two-cell embryos are cocultured in CMRL + 10% FBS (Hyclone 
Laboratories, Inc., Logan, UT) on a Buffalo rat liver cell (BRL 
1442; ATCC, Rockville, MD) in 100 µl drops overlaid with oil. 
Embryos are selected at the 4- to 16-cell stage for transfer into 
selected surrogates.

SELECTION AND PREPARATION OF SURROGATE 
FEMALES Rhesus females with normal menstrual cycles and 
natural cycles similar to those of the egg donor are screened as 
potential surrogate mothers. Blood samples, beginning on day 8 
of the menstrual cycle (day 1 is the first day of menses), are col-
lected and analyzed daily for serum progesterone and estrogen. 
Surgical ET is performed on day 2 or 3 following ovulation by 
transferring two four- to eight-cell embryos into the oviduct of 
the recipient.

RHESUS EMBRYO TRANSFER BY LAPAROTOMY Surgi-
cal ET is performed by mid-ventral laparotomy. The oviduct is 
cannulated using a Tomcat catheter containing two four- to eight-
cell stage embryos in HEPES-buffered TALP, containing 3 mg/ml 
BSA. Embryos are expelled from the catheter in about 0.05 ml of 
medium while the catheter is withdrawn. The catheter is fl ushed 
with medium after removal from the female to ensure that the 
embryos are successfully transferred.

CONFIRMATION OF PREGNANCY To confirm embry-
onic implantation, blood samples are collected daily and analyzed 
for serum estrogen and progesterone concentrations. If hormone 
levels indicate a possible pregnancy, the pregnancy is confi rmed 
by a transabdominal ultrasound on day 35 posttransfer.

INFANT CARE The pregnant animal will be monitored daily 
for the 150 days of pregnancy because rhesus monkeys occasion-
ally experience preeclampsia, and newborns can be lost due to 
complications at birth. Therefore, cesarean sections may be per-
formed. Babies are weighed and measured, and their head circum-
ference recorded; they are kept in an incubator and raised in the 
nursery facility if needed.
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36 Animal Models of Nociception and Pain
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ABSTRACT
Research on the neurobiological bases of nociception and pain 

and related investigations of potential therapies require great reli-
ance on animal models. There are unique challenges in the devel-
opment of well-validated models in this field because of the 
distinction between nociception, the processing and response to 
potentially pain producing stimuli by lower levels of the nervous 
system, and pain, the conscious result of nociceptive stimulus 
processing by the cerebral cortex. The most frequently used 
models actually represent tests of nociception only and are appro-
priate for investigating diverse pathophysiological processes that 
cause nociceptive activity in peripheral tissues, nerves, the spinal 
cord, or subcortical regions. However, because human pain is a 
complex end result of nociception and consciousness-dependent 
processes, models intended to address pain must be validated for 
this purpose. Models assessing processes related to pain are rela-
tively rare and more difficult to validate and use than those rele-
vant only for nociception. A failure to recognize the pain–nociception 
distinction has significant practical consequences for successful 
extrapolation of results from laboratory to clinical practice.

Key Words: Nociception–pain dichotomy, Construct valid-
ity, Neocortex, Nocifensive behavior, Neural substrate.

THE NEED FOR ANIMAL MODELS OF 
NOCICEPTION AND PAIN

Pain research with human subjects is productive on many 
fronts, as shown by the large and diverse literature surveyed in 
the most recent edition of Wall and Melzack’s Textbook of Pain.1

A particularly prominent area of progress is in the use of brain 
imaging methods such as positron emission tomography and func-
tional magnetic resonance imaging to advance our understanding 
of the higher brain processes that underlie pain.2 However, there 
are great limitations on the use of humans in experimental studies 
of pain and animal subjects continue to be vital. In vivo models 
are particularly important because pain and its underlying mecha-
nisms are emergent processes of a whole nervous system; these 
processes cannot be fully simulated in highly reduced cell or 
tissue systems. In addition to bettering our understanding of noci-
ception and pain, these models are valuable out of welfare con-
cerns for achieving a better understanding of pain–nociception 

processes in animals. In spite of great recent progress in decipher-
ing the neurobiological basis of nociception and pain, this 
knowledge has yet to see large-scale translation into effective pain 
therapies. A limiting factor has been the often unsuccessful 
extrapolation from animal models to human clinical practice, as 
exemplifi ed by recent attempts to develop new pharmacological 
treatments for migraine headache.3–5 Benefi cial applications from 
animal models could be fostered by rigorous examination of the 
validity and limits of these models.3 This goal also hinges on a 
better understanding of the similarities and differences between 
nociception and pain in humans and in the animal models, an 
understanding that would make model selection and interpretation 
more valid for human applications.

This chapter’s principal objectives are to clarify distinctions 
between nociception and pain to improve the interpretation and 
validity of animal models and to discuss and evaluate commonly 
used and important models. There are several recent reviews, 
some highly detailed, on animal models in nociception–pain 
research that should be consulted by readers wishing further 
information.3,6–8

DEFINING PAIN IN HUMANS: IMPLICATIONS 
FOR ANIMAL MODELS

A valid working definition of pain is vital for efforts to explain 
its underlying mechanisms or develop therapeutic interventions. 
To this end, the International Association for the Study of Pain9

defi nes human pain as follows: (1) pain is an unpleasant sensory 
and emotional experience associated with actual or potential 
tissue damage, or described in terms of such damage; (2) pain is 
always subjective; and (3) pain is sometimes reported in the 
absence of tissue damage and the definition of pain should avoid 
tying pain to an external eliciting stimulus. One of the most criti-
cal conceptual advances in the understanding of pain is the dis-
tinction between nociception and pain. As Wall10 emphasized, 
nociception that is “activity induced in the nociceptor and noci-
ceptive pathways by a noxious stimulus is not pain, which is 
always a psychological state.” It is also critical to understand that 
the pain experience requires conscious awareness.11,12 In the usual 
course of events, tissue-damaging forms of stimuli excite nocicep-
tors and this activity is conducted through peripheral nerves, the 
spinal cord, and subcortical brain structures to the cerebral cortex. 
If a person is conscious when nociception-related activity arrives 
in the cortex, further processing by extensive cortical regions 
results in pain.11–14

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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The separateness of pain and nociception is seen in diverse 
ways. First, nociceptive processes do not always lead to pain. 
People can sustain severe injuries in warfare, sports, or everyday 
life and either not report pain or report it differently than the 
extent of an injury would suggest.15–17 Second, people with 
“functional” pain syndromes experience chronic, disturbing pain 
without any demonstrable tissue damage or pathology. Third, pain 
can be reduced by psychological manipulations such as a visual 
illusion18 or hypnotic suggestion.19 Fourth, pain has a strong social 
learning component and depends greatly on prior experience 
with it and interpersonal interactions that accompany this 
experience.13

THE NEUROLOGY OF NOCICEPTION AND PAIN There 
has been great progress in identifying the functional neuroanat-
omy underlying nociception and pain. We will present a brief 
account of the neural structures and systems implicated in noci-
ception and pain as it pertains to the use and interpretation of 
animal models. Numerous excellent reviews provide more detailed 
information.1,2,20–22

Studies of diverse mammals have shown that nociceptive 
stimuli activate two types of nociceptive receptors in body tissues: 
those that appear to respond exclusively to noxious mechanical, 
thermal, or chemical stimuli and those that respond to combina-
tions of these stimuli (polymodal nociceptors). Activity is con-
ducted from these receptors to the spinal cord through both 
myelinated (Aβ and Aδ) and unmyelinated (C) axons. These 
axons synapse on dorsal horn spinal neurons, principally in the 
more superficial laminae, where extensive processing occurs. 
Ascending projections arise from neurons in diverse dorsal horn 
laminae, principally lamina I and V, and travel through the con-
tralateral lateral and ventral spinal pathways.

The ascending pathways have synaptic terminations in diverse 
regions of the brainstem, mainly catecholamine neuron groups, 
parabrachial nuclei of the pons, midbrain periaqueductal gray, and 
diverse sites through the brainstem reticular formation. The thala-
mus receives multiple direct spinal projections to topographically 
organized lateral and nontopographically organized medial nuclei. 
There are significant differences between mammalian species at 
this level, particularly in the existence of a posterior ventromedial 
nucleus that seems to exist only in primates and is greatly enlarged 
in humans.21 Functional imaging studies in humans have consis-
tently shown a diverse array of cortical structures to be activated 
specifi cally in association with perceived pain, including the fi rst 
and second somatosensory areas, anterior cingulate gyrus, insula, 
and prefrontal cortex. Diverse evidence indicates that the somato-
sensory cortical zones are critical for the sensory-discriminative 
dimension of pain, that pain intensity is related to activation of 
multiple zones, especially involving both hemispheres, and that 
the emotional-evaluative (suffering) component depends on the 
anterior cingulate gyrus, insula, and prefrontal cortex. In addition, 
it is now well established that in humans, pain experience is 
absolutely dependent on the functioning of these neocortical and 
limbic cortical areas.22,23 The dependence of pain on these cortical 
regions makes sense also when it is considered that pain depends 
on the concurrent existence of another function: consciousness. 
Extensive evidence shows that the cortical regions known to be 
essential for pain greatly overlap with those vital to the existence 
of consciousness.11,14

In addition to the ascending pathways is a network of descend-
ing modulatory controls, centered in the periaqueductal gray and 

rostral ventromedial medulla, that exerts both antinociceptive and 
pronociceptive actions on ascending nociceptive signaling.24

THE ADAPTIVENESS OF NOCIFENSIVE BEHAV-
IORS Nociceptors form a common underlying thread through-
out the evolutionary history of multicellular organisms. Nociceptors 
have been observed in all bilaterally symmetrical multicellular 
organisms that have been examined, with the notable exception 
of elasmobranch fi shes.14 Even the leech has nociceptive neurons,25

many of which display close similarity to the polymodal nocicep-
tor population that has been so well characterized in mammals.

Although nociceptors are common in the animal kingdom, the 
existence of nocifensive behaviors, the unconscious protective 
responses to noxious stimuli, is even more widespread and not 
specifi cally tied to possession of nociceptors.26 The single-celled 
paramecium (absent any possibility of a nervous system) exhibits 
protective responses to adverse environmental stimuli. Likewise, 
sponges with no nervous system and jellyfish with simple nerve 
nets have simple, but functional nocifensive behaviors. In these 
and more advanced bilaterally symmetrical invertebrate organ-
isms as well as vertebrates, the nociceptive system and nocifen-
sive behaviors constitute an essential component to survival. 
Importantly, the suite of responses to nociceptive stimuli does not 
end simply with withdrawal reflexes, but in advanced multicellu-
lar organisms also includes complex arrays of endocrine and 
autonomic responses that help prepare the organism for a defense 
of disturbed homeostasis. Species with nociceptors showing prop-
erties in common with those of mammals could serve as useful 
models for investigating peripheral nociception.

DISTINGUISHING NOCICEPTION FROM PAIN: WHY 
IT MATTERS As explained above, nociception and pain are 
distinctly different things, with differing underlying mechanisms. 
Unless one is studying the processes that specifically mediate the 
conscious experience of pain or a behavioral response that is 
specifi c to such processes, nociception is being studied and the 
term pain should not be used. Unfortunately, these terms are fre-
quently used in ambiguous or inconsistent ways, with signifi cant 
practical costs in the use and interpretation of animal models and 
theoretical costs in understanding of mechanisms.

The Nociception–Pain Dichotomy in Clinical Neurol-
ogy The behavioral separateness of nociception and nocifensive 
responses from pain is commonly seen in humans with severe 
neurological injury such as a spinal cord transection. Noxious 
stimulation of a limb below the level of the transection excites 
nociceptive sensory receptors and nociceptive pathways within 
the spinal cord. This spinal activity produces a nocifensive limb 
withdrawal response, but because nociceptive pathways are inter-
rupted between the spinal cord and the cortex, no pain is felt. The 
pain–nociception distinction does not stop at this level.

Humans with massive damage or dysfunction of the cerebral 
cortex are unconscious, but can be awake and show grimacing, 
vocalization, and organized avoidance reactions in response to a 
nociceptive stimulus.12 The importance of understanding the noci-
ception–pain distinction was shown by the confusion and conten-
tiousness surrounding the recent tragic case of Terri Shaivo, who 
in 1990 experienced a prolonged period of anoxia. Although 
examining neurologists agreed that she was unconscious, in an 
irreversible, persistent vegetative state, Mrs. Shaivo was awake, 
was quite reactive to noxious stimuli, and exhibited nocifensive 
and emotion-like behaviors, which led to claims by some that Ms. 
Schaivo’s behaviors had to be consciously mediated. After a pro-
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tracted legal dispute and interventions by government offi cials, 
her feeding tube was removed. Subsequent autopsy confirmed that 
her cerebral cortex had massively degenerated, a fact consistent 
with the diagnosis of unconsciousness.28 The important points to 
be gleaned from this case are that a striking array of nocifensive 
behaviors can be unconsciously expressed in a human; that these 
are behaviors mediated by the brainstem and spinal systems rather 
than conscious, pain-related responses; and there is a widespread 
public unawareness of such things with associated societal 
consequences.

Valid Selection and Interpretation of Models As stated 
previously, effective therapies for pain have lagged behind 
advances in basic research. A practical example will serve to 
illustrate this point. Substance P was described in 1931 and its 
role in nociceptive neurotransmission has been known for 
decades.29 Immense resources have been devoted to development 
of substance P antagonists, principally NK1 receptor antagonists 
for pain relief, especially migraine headache. In spite of their 
effectiveness in animal models of dural inflammation, these drugs 
were ineffective in relieving human migraine pain. This negative 
result was not a matter of a receptor affinity mismatch because 
high level NK1 receptor blockade has been achieved in the brains 
of humans.30 This costly failure has been attributed to many 
things, including recognition that there is more to human migraine 
headache pain than events in the dura mater.4,31 Here, the animal 
model response measure was at the most peripheral level of the 
complex hierarchy of nociception–pain process, but the human 
clinical response measure, the pain report, was at the end stage of 
all intervening processing.

WHAT WOULD THE PAIN OF ANIMALS BE LIKE? A 
most important question regarding animal models for pain is 
which species are capable of pain experience, or at least a pain 
experience that meaningfully resembles that of a human. The 
foregoing explanation should make it clear that most species in 
the animal kingdom can detect and respond to noxious stimuli but 
not all can experience conscious pain. There has been interest in 
using invertebrates and some nonmammals such as amphibians32

as animal models for nociception on the assumption that they 
were more humane models than mammals. Examination of the 
collective neurological and behavioral evidence has led to the 
conclusion that fishes and amphibians are very unlikely to have a 
capacity for conscious pain experience, at least anything resem-
bling that of humans.14,32 However, there are differing views.33,34

It is clear, though, that structural organization of the forebrain 
differs dramatically between mammals and nonmammalian ver-
tebrates. Most notable is the unique presence of a neocortical 
component of the forebrain pallium in mammals,35,36 with its suite 
of structures, and especially interconnections between them, 
essential to pain experience. Nonetheless, the forebrain complex-
ity of reptiles and birds is considerable36,37 and the presence of 
functional homologs of pain or consciousness-related cerebral 
structures, especially in birds, remains to be investigated.

The majority of animals used in nociception–pain research are 
mammals and the species used all have, to varying degrees, the 
cortical regions that correspond to those as essential to human 
pain experience.14,36 However, large expanses of higher–order 
nonsensory, nonmotor cortex are part of the pain-related mosaic 
and in nonprimate mammals, only a small proportion of cerebral 
cortex, less than 10% in rats and mice,38 fits this structural desig-
nation. As mentioned previously, the subcortical pathways that 

distribute nociception-related information to pain-related cortical 
zones also differ substantially between primates (especially 
humans) and nonprimate mammals. Clearly, significant functional 
differences may exist between species of mammals in general and 
humans in particular in terms of the how pain processing might 
occur.

WHEN IS AN ANIMAL MODEL APPROPRIATE 
FOR THE INVESTIGATION OF PAIN?

Much current research employs models specifically addressed 
at particular types of human pain conditions. Some models are 
also used to address fundamental mechanistic questions concern-
ing nociceptive processing or actual pain experience. In either 
case, where an animal model is being used to investigate some 
aspect of human nociception and pain, it is vital to know that the 
model system is actually valid for the purpose. In particular, pain-
related response measures must be distinguished from purely 
nociceptive–nocifensive response measures because pain is a 
psychological process that is not directly observable and must be 
measured indirectly through behavior.

As shown above, clinical neurology provides human examples 
of the pain–nociception distinction, but clear examples have been 
in the animal literature for many years. Responses to noxious 
stimuli have been studied in several mammalian species following 
decerebration where all of the forebrain above the midbrain is 
removed. Chronically decerebrate rats39 react strongly to the 
insertion of a feeding tube, struggling, pushing at it with the 
forepaws, and vocalizing. When receiving an injection, these rats 
react indistinguishably from a normal rat: vocalizing, attempting 
to bite the syringe or the experimenter’s hand and lick the injec-
tion site. Since a large body of evidence indicates that conscious-
ness (and accordingly pain experience) depends on the neocortex, 
it must be concluded that these reactions are nocifensive and 
unconscious rather than expressions of conscious pain. It can be 
concluded that nocifensive behaviors can be far more complex 
than “simple reflexes” and even ostensibly purposive, a fact that 
makes the behavioral distinction between nociception and pain 
diffi cult. In fact, many assumptions about indications of pain have 
been based on behaviors that are sustained, organized, or directed 
to the site of nociceptive stimulation,7,8,40 the type of responses 
fully within the capacity of decerebrate rats.

Identifi cation of pain in humans usually depends on a verbal 
report, but verbal reports and other pain-related behaviors are not 
always reliably interpretable.19 So, validated rating scales or other 
tools adopted from cognitive psychology provide sufficiently reli-
able means of measuring pain in humans. Correspondingly, there 
is a long history in experimental psychology of using nonverbal 
behavioral methods to assess the internal “psychological” state of 
an animal. It is quite possible to assess the aversiveness of a 
stimulus in terms of whether the animal will learn to avoid the 
stimulus, escape from it, or perform some behavior to escape that 
refl ects the aversiveness of the nociceptive stimulus. An example 
of the last case is that a rat will leave a dark chamber and enter a 
brightly illuminated chamber (normally aversive to a rat) in order 
to escape a hot plate or electric shock.8 Learned avoidance, or 
conditioned emotional responses to nociceptive stimuli, however, 
does not prove the existence of conscious pain, because associa-
tive learning of these types is believed to be unconsciously 
mediated.41
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Another effort to establish the existence of pain in an animal, 
as opposed to measurement of pain intensity, was Bateson’s40

eight criteria for animal pain, which have been of interest to 
welfare biologists. However, when viewed in terms of what is 
currently known about pain14 these criteria are flawed because 
they fail to distinguish nociception and nocifensive behaviors 
from conscious pain.34

EXAMPLES OF COMMONLY USED ANIMAL 
MODELS AND AN EVALUATION OF 
THEIR INTERPRETATION

Although overlap occurs in the use of some models, they can 
be broadly divided into those primarily used for investigation of 
acute nociception–pain and those for study of chronic nocicep-
tion–pain. Because of the great clinical importance of chronic 
pain, more diverse and specialized models are used to represent 
particular human pathological processes such as neuropathic, 
bone cancer, or arthritis pain. In using waking animals for studies 
of nociception–pain, there is the ever-present issue of humane 
treatment.6,8 Investigators are bound by ethics and statute to mini-
mize the exposure of animals to presumably painful procedures, 
within the objectives of a study. This requirement has shaped the 
development of the animal models for nociception–pain research 
toward the use of relatively low-intensity, brief-duration stimuli. 
The welfare consideration has been an impetus to develop in vitro
models or use species (such as amphibians; see Chapter 37 by 
Stevens in this volume) viewed as less likely to have a capacity 
for pain experience. Accordingly, as addressed below, these 
animal models must be validated for their intended application.

CONSTRUCTS AND TERMINOLOGY Nociception (and 
frequently pain) is a normal consequence of noxious stimulation, 
of course, but modifications of normal nociception–pain are more 
commonly of clinical importance. These include allodynia, hyper-
algesia, analgesia, dyesthesia, paresthesia, causalgia, and neuro-
pathic pain (Table 36–1). These terms represent human clinical 
complaints that animal models are intended to represent, but 
because some of these complaints, like paresthesia or causalgia, 
are identified by subjective reports, it is impossible to know how 
well the animal model represents them.

There are two main ways to categorize nociception/pain 
models1: (1) by stimulus duration, such as short duration (acute) 
stimuli and longer duration (chronic) stimuli, or (2) by level of 
the nervous system presumed to mediate the responses (Table 
36–28). Ideally, a model should meet the following criteria: 
specifi city, sensitivity, construct validity, predictive validity, and 
reliability (Table 36–1).

The Commonly Used Models Contemporary models vary 
greatly in sophistication and validity but the predominantly used 
behavioral models employ rats or mice and are based on spinal 
refl exes such as tail flick and paw withdrawal and entail, vari-
ously, measures of response threshold and/or latency. Additional 
measures associated with paw withdrawal are paw lifting, fl inch-
ing, guarding, and licking. The most frequently used tests of 
nociception have been the tail flick, hot plate, paw pressure, writh-
ing, and formalin tests.6,8 The tail flick test entails radiant heat 
application to a localized tail region or immersion in preheated 
water. Tail flick is known to be a spinal reflex, but is likely modu-
lated by descending influences from the brainstem.6,8,24 A varia-
tion on the tail flick test is the Hargreave’s test in which heat is 

applied to the plantar surface of a foot and withdrawal latency is 
measured. In the hot plate test the animal is placed on a heated 
metallic plate and latencies for paw licking and jumping responses 
are recorded. These behaviors are mediated through a combina-
tion of spinal and brainstem processes (Table 36–2). In the plantar 
pressure test, increasing force is applied on the plantar surface of 
a foot with a von Frey-type filament and threshold pressure for 
paw withdrawal is monitored. The latter two responses involve 
supraspinal, probably brainstem control (Table 36–2).

Electrical stimulation of the tail or paw has also been fre-
quently used to elicit a hierarchy of responses, including twitch-
ing, escape behavior, vocalization, and biting the electrodes, 
which are thought to reflect progressively more complex neural 
mediation. Dental pulp stimulation has also been used for the 
purpose of simulating trigeminal nociception–pain states and also 

Table 36–1
Constructs and terminology

Allodynia: pain caused by a normally innocuous stimulus.
Analgesia: a consequence of a manipulation, such as drug 

administration, that causes a previously pain-provoking stimulus 
to become nonpainful. 

Causalgia: an abnormal spontaneous or stimulus-evoked burning 
sensation, generally due to neuropathic conditions.

Dyesthesia: an unpleasant abnormal sensation. 
Hyperalgesia: intensifi cation of the painfulness of a normally pain-

producing stimulus.
Neuropathic pain: diverse pain experiences, including allodynia, 

hyperalgesia, and spontaneous pain due to a nervous system 
lesion or disease.

Paresthesia: an abnormal spontaneous or stimulus-evoked 
sensation.

Specifi city: the stimuli used should be genuinely nociceptive. In 
practice, test stimuli may activate combinations of nociceptive 
and nonnociceptive sensory afferents. The behavioral response 
model should distinguish nonnociceptive from nociceptive 
stimuli.

Sensitivity: it should be possible to detect a range of 
responsiveness across a range of stimulus magnitudes, from 
below to above the nocifensive response threshold. Ideally, the 
model should also be sensitive to pharmacological or other 
manipulations that might modify responsiveness. 

Construct validity: a most critical but often overlooked criterion is 
that the model should actually be an indication of nociception or 
pain. It is particularly important to know if the model is actually 
assessing pain as opposed to nociception alone. Put another way, 
the model should really be assessing the process or variable that 
it is thought to assess. If bone cancer pain in humans is of 
fundamental interest, the model must realistically replicate key 
pathophysiological and psychological attributes of human bone 
cancer pain. This issue emerges in many contexts, but is 
particularly salient in consideration of models that do not employ 
behavioral measures, such as histological or gene expression 
measures.

Predictive validity: effects of pharmacological or other therapies 
on the animal model should predict the effects of these 
treatments on human pain.

Reliability: The model must give the same results each time it is 
used, within and between laboratories, to make the results 
obtained adequately generalizable.
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on the (questionable6) assumption that all the associated afferents 
are nociceptors.

The commonly used formalin and writhing tests exemplify 
tests eliciting long-duration nociceptive stimulation by irritant 
injection. Intradermal formalin injections are most common, but 
hypertonic saline, complete Freund’s adjuvant, capsaicin, bee 
venoms, and other agents have been used. When injected into the 
dorsal surface of a rat’s forepaw, a 0.5–15% formalin solution 
evokes a constellation of quantifiable behaviors, including reduced 
weight bearing on the paw, paw lifting, licking, nibbling, shaking, 
or biting. Irritant injection into the footpad of rats or mice, in 
contrast, produces a biphasic response, with an initial phase of 
about 3 min latency, a subsequent period during which responses 
dissipate, and a later (20–30 min latency) reappearance of behav-
ioral reactions, which appears to stem from predominant activa-
tion of C fiber nociceptors.8

The writhing test involves intraperitoneal injection of any of 
several irritants, including phenylbenzoquinone, acetylcholine, 
dilute hydrochloric or acetic acid, and bradykinin. These sub-
stances irritate serous membranes of the peritoneal cavity and in 
rats and mice evoke abdominal contractions, large body move-
ments, including the hind paws, asymmetric contraction of dorsal 
abdominal muscles, and reduced locomotion. Although intended 
to be a model for visceral pain, it is likely that somatic afferents 
are also activated by the algogenic substances.

Models using stimulation of hollow organs, particularly gas-
trointestinal or urogenital structures, have taken various forms: 
injection of formalin or other algogenic substances into the colon, 
capsaicin injection into the bladder, distention of organs like the 
colon and rectum with an inflatable balloon, or solid material 
introduction into a ureter. The behaviors produced depend to 
some extent on the specific type and location of the nociceptive 
stimulus, but include various types of abdominal reflexive con-
tractions, stretching, and abdominal licking.

Models specifically designed to investigate chronic nocicep-
tion–pain often include some of the same behavioral measures 
and nociceptive treatments previously described for investigations 
of acute nociception–pain. For example, the threshold nociceptive 
pressure required for paw withdrawal can be assessed in a normal 
rat by pressure with a filament (the von Frey test), but this method 
can test hyperalgesia after injection of an irritant like formalin 
into a paw. Likewise, this test can be used to assess allodynia 
associated with neuropathic pain caused by direct nerve injury or 
chronic nerve constriction.

Interpretations of the Commonly Used Behavioral 
Models The above-described tests are widely used because they 

appear to have face validity, that is, they appear to produce states 
that would be comparable to those that would be associated with 
pain in humans. In addition, the most widely used of these, like 
the hot plate and intradermal formalin tests, are relatively easy to 
perform and score on large numbers of animals, thereby lending 
themselves to dose–effect studies of potentially analgesic drugs 
or other antinociceptive manipulations. The seeming simplicity of 
such tests is illusory. Detailed critiques of the limitations in these 
models have been presented by Le Bars et al.,6 Blackburn-Munro,3

and Vierck,8 and the interested reader is urged to read these infor-
mative and thoughtful reviews.

A detailed discussion of the technical and theoretical limita-
tions of the various nociception–pain models is not possible here, 
but we will outline the major concerns. The first such as noxious 
temperature paradigms (e.g., tail flick, hot plate, Hargreave’s) or 
paw withdrawal tests, there are many poorly controlled and vari-
able aspects to nociceptive stimulus application. For example, a 
rat’s tail is a thermal exchange organ, which places it in a very 
different functional category from other tissues regarding effects 
of thermal stimuli.6 Furthermore, in the hot plate test, the animal’s 
movements make thermal stimulus application highly variable. 
Although nociceptive stimuli are often administered in ways 
intended to avoid or minimize tissue trauma, it may result in vari-
able degrees, thereby introducing the dimension of allodynia or 
hyperalgesia in a test where these effects are not intended. Effects 
of injected algogenic stimuli will differ depending on the specifi c 
agent used (formalin, capsaicin, mustard oil, etc.) and route of 
administration (intraperitoneal, in the bladder) presenting a 
complex stimulus, to say the least. In addition, nonnociceptive 
afferent activation is often a confounding variable in that those 
afferents may contribute to the elicitation of responses that are 
presumed to be purely nocifensive.

Response measures themselves also present difficulties in the 
foregoing test paradigms.6,8 Investigator judgments are frequently 
a major source of variation in quantifying responses. Repeated 
testing of individual animals in some of the procedures, like the 
hot plate test, can be associated with learned aversion behaviors 
that modify stimulus application as well as the character of the 
responses. Sometimes tests of threshold become confounded 
with response latency, especially with longer duration stimuli. 
In addition, activation of nonnociceptive afferents in testing 
paradigms (above) may elicit flexion reflexes, confounding the 
interpretation of the nociceptive nature of the stimulus and 
response. Genetic variability and strain differences can also be 
a major source of confounding variability in a number of 
models.6,8

Table 36–2
Common nociception testing paradigms,a observed behavioral outcomes, and their presumed neural substrates

Stimulus modality Testing paradigmsb Quantifi ed behaviors Minimal central substratesc

Mechanical Hargreave’s (von Frey) Withdrawal Segmental (spinal)
Thermal Tail immersion (hot or cold), tail 

fl ick, hot plate, cold plate, 
Hargreave’s (radiant heat) 

Withdrawal, jumping, escape, 
licking, guarding

Segmental and suprasegmental 
(brainstem)

Chemical Formalin, acid, capsaicin, taxol Licking, biting, guarding, altered 
posture, writhing, vocalizing

Segmental and suprasegmental

aEmploying natural stimuli; nonnatural stimuli (e.g., electrical stimulation) are not included; see Le Bars et al.6
bReviewed in Mogil et al.48

cReviewed in Vierck.8
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In most cases, the responses examined in the most frequently 
used tests such as tail flick, hot plate, paw withdrawal, and their 
variations could be entirely mediated by spinal reflexes or brain-
stem–spinal motor programs, thus constituting unconscious noci-
fensive responses (Table 36–28). Nonetheless, some higher brain 
infl uence is probably operating in an intact, awake animal, but its 
presence and nature are hard to separate from subcortical pro-
cesses and it is also likely to be unconsciously mediated. Conse-
quently, none of these tests can be legitimately viewed as tests of 
pain, since they do not depend on a consciously mediated response. 
In some cases, investigators are aware of this constraint and 
strictly adhere to the term nociception rather than pain in inter-
preting their results. Unfortunately this is far from a universal 
practice and erroneous language and inference are common. 
Frequently “pain processing” or “pain transmission” is used to 
describe what is clearly nociceptive processing at the receptor, 
spinal, or subcortical level. Statements that can be found in the 
literature, such as pain in labor originates in the cervix or that 
there is inflammatory pain in the bladder, are mechanistically 
incorrect by implying that the conscious, psychological process 
of pain is somehow produced and experienced by peripheral 
tissues.

Development of well-validated models for pain, as opposed to 
nociception, is one of the most significant challenges to this fi eld. 
To this end, some investigators have utilized diverse paradigms 
requiring behaviors clearly beyond the realm of reflexes or 
complex, but probably unconsciously mediated motor programs. 
Behaviors that are more complex than stimulus-bound fl exion 
refl exes and are directed at the site of nociceptive stimulation, or 
sustained after stimulus termination, such as the vocalization 
afterdischarge, are sometimes taken to reflect pain. But recall that 
even decerebrate rats are capable of such behaviors. Measures 
involving learned behaviors, tasks where the animal can regulate 
nociceptive stimulus intensity, and assessments of disrupted 
feeding, sleep, or social behavior may have more validity as 
refl ecting pain.3,8 Presumably, these types of behaviors refl ect 
more complex, higher-order processing in the brain, but in the 
absence of rigorous validation, their acceptance as indications of 
pain should be considered tentative.

Interpretation of Nonbehavioral Measures of Nocicep-
tion/Pain Numerous reduced preparations, even in vitro models, 
are being used for studies of nociception–pain. Tissue response 
measures, such as neuronal expression of the early oncogene 
c-fos42 and other markers of gene expression,43,44 are potentially 
associated with processes of importance for nociception, but their 
signifi cance must be qualified because they are quite removed 
from pain or even the dynamic, functional context of nociception. 
Expression of c-fos is commonly interpreted as an indication of 
neuronal response to sensory, including nociceptive stimuli. But 
unlike c-fos expression, neuronal responses to nociceptive stimuli 
are not all or none, not always excitatory, and not invariant. 
Rather, they may entail changes in pattern or inhibition, all of 
which are mechanistically important, but undetectable with 
markers such as c-fos. In addition, the proportion of neurons that 
expresses c-fos is often much smaller than the population that 
actually responds electrophysiologically42,45 and neurons in some 
neurophysiologically responsive brain regions do not express c-
fos.42,45 There are additional problems with false-positive responses 
and dissociation between behavioral and c-fos responses to noci-
ceptive stimuli.42 Clearly, these indirect measures, like behavioral 

measures, require careful validation with respect to what they do 
or do not mean. Likewise, interpretations from response measures 
such as reflexes or neurophysiological recordings obtained under 
anesthesia are also subject to qualification. Measures of brain 
neuronal activity in animals or measures used in humans, such as 
functional magnetic resonance imaging, alone are never proof of 
pain. The relationship of such indicators to pain can be assessed 
only after pain has independently been shown to coexist with and 
be essential for putative pain-related properties of such neuro-
physiological correlates. Furthermore, nothing short of an intact, 
fully functioning animal, particularly a mammal, is a potentially 
suitable model for investigations of human-like pain. Highly 
reduced preparations are primarily valuable for understanding 
some elements of nociceptive signaling or peripheral pathophysi-
ological processes that might initiate nociceptive signaling.

RECOMMENDATIONS FOR MODEL SELECTION 
AND INTERPRETATION

This chapter has stressed the importance of critically examin-
ing the validity of animal models to foster progress in understand-
ing mechanisms of pain and the development of more effective 
treatments. To this end, we propose that particular consideration 
be given to the following questions: (1) is the problem or phe-
nomenon of interest expressed at the level of nociceptive process-
ing and nocifensive responses or the higher-order, end stage of 
pain; (2) is the response measure valid and appropriate for the 
question under investigation; (3) how valid are assumptions con-
cerning the equivalence between the animal model and the human 
pain condition; and (4) is peripheral nociception of greatest 
importance, or is it essential to evaluate pain specifi cally?

The difficulty of knowing how well the putative pain experi-
ence of an animal such as a rat or mouse translates to a human-like 
experience is likely to remain a limiting factor in development of 
models that validly assess the psychological experience of pain. 
Future success in development of pain therapies may often hinge 
on more exacting attention to this issue. There is a good deal of 
disagreement between investigators of animal psychology on 
which species might manifest consciousness, a prerequisite to 
pain experience as we know it,34,46 but there is a different approach 
to the question of pain. The dependence of the suffering 
dimension of human pain on cortical functioning, especially the 
cingulate gyrus, insula, and prefrontal cortex, is now well 
established.2,13,14,22,23 It is also commonly and probably safely 
assumed that similar cortical regions, where present, work in at 
least roughly similar ways across mammalian species. On this 
basis, it would be possible to provide a preliminary validation of 
a putative animal model for pain by showing that behaviors alleg-
edly reflecting it depend on the functional integrity of these pain-
mediating cortical zones. There would still be potential for 
misinterpretation by confusing nocifensive behaviors with pain-
dependent behaviors, but by placing the control of the response 
measure at the same cortical regions known to be essential to pain 
experience in humans, the potential for examining common mech-
anisms would be greatly facilitated. There is currently evidence 
that investigators of pain are using this approach.8,47

REFERENCES
1. McMahon SB, Koltzenburg M, Eds. Wall and Melzack’s Textbook 

of Pain, 5th ed. Philadelphia: Elsevier Churchill Livingstone, 2006.



CHAPTER 36  /  ANIMAL MODELS OF NOCICEPTION AND PAIN 339

2. Bushnell CM, Apkarian AV. Representation of pain in the brain. In: 
McMahon SB, Koltzenburg M, Eds. Wall and Melzack’s Textbook 
of Pain, 5th ed. Philadelphia: Elsevier Churchill Livingstone, 
2006:107–124.

3. Blackburn-Munro G. Pain-like behaviours in animals–how human 
are they? Trends Pharmacol Sci 2004;25:299–305.

4. Hill R. NK1 (substance P) receptor antagonists–why are they not 
analgesic in humans? Trends Pharmacol Sci 2000;21:244–246.

5. Villanueva L. Is there a gap between preclinical and clinical studies 
of analgesia? Trends Pharmacol Sci 2000;21:461–462.

6. Le Bars D, Gozariu M, Cadden SM. Animal models of nociception. 
Physiol Rev 2001;53:597–652.

7. Hogan Q. Animal pain models. Reg Anesth Pain Med 2002;27:
385–401.

8. Vierck CJ. Animal models of pain. In: McMahon SB, Koltzenburg 
M, Eds. Wall and Melzack’s Textbook of Pain, 5th ed. Philadelphia: 
Elsevier Churchill Livingstone, 2006:175–186.

9. Bond MR. Psychiatric disorders and pain. In: McMahon SB, 
Koltzenburg M, Eds. Wall and Melzack’s Textbook of Pain, 5th ed. 
Philadelphia: Elsevier Churchill Livingstone, 2006:259–266.

10. Wall PD. Pain: Neurophysiological mechanisms. In: Adelman G, 
Smith B, Eds. Encyclopedia of Neuroscience, 2nd ed. Amsterdam: 
Elsevier, 1999:1565–1567.

11. Laureys S, Goldman S, Phillips C, Van Bogaert P, Aerts J, Luxen A, 
Franck G, Maquet P. Impaired cortical connectivity in vegetative 
state: Preliminary investigation using PET. Neuroimage 1999;9:377–
382.

12. Young GB, Ropp AH, Bolton CF. Coma and Impaired Conscious-
ness. New York: McGraw-Hill, 1998.

13. Derbyshire SWG. Locating the beginnings of pain. Bioethics
1999;13:1–31.

14. Rose JD. The neurobehavioral nature of fishes and the question of 
awareness and pain. Rev Fisheries Sci 2002;10:1–38.

15. Beecher HK. Measurement of Subjective Responses. New York: 
Oxford University Press, 1959.

16. Carlen PL, Wall PD, Nadvrona H, Steinbach T. Phantom limbs and 
related phenomena in recent traumatic amputations. Neurology
1978;28:211–217.

17. Melzack R, Wall PD, Ty TC. Acute pain in an emergency clinic: 
Latency of onset and descriptor patterns. Pain 1982;14:33–43.

18. Ramachandran VS, Rogers-Ramachandran D. Synaesthesia in 
phantom limbs induced with mirrors. Proc Biol Sci 1996;263:377–
386.

19. Price DD, Rainville P. Hypnotic analgesia. In: McMahon SB, 
Koltzenburg M, Eds. Wall and Melzack’s Textbook of Pain, 5th ed. 
Philadelphia: Elsevier Churchill Livingstone, 2006:329–338.

20. Craig AD. How do you feel? Interoception: The sense of the physi-
ological condition of the body. Nat Rev Neurosci 2002;3:655–666.

21. Dostrovsky JO, Craig AD. Ascending projection systems. In: 
McMahon SB, Koltzenburg M, Eds. Wall and Melzack’s Textbook 
of Pain, 5th ed. Philadelphia: Elsevier Churchill Livingstone, 
2006:187–204.

22. Price DD. Psychological Mechanisms of Pain and Analgesia. Seattle: 
International Association for the Study of Pain, 1999.

23. Treede RD, Kenshalo DR, Jones AKP. The cortical representation of 
pain. Pain 1999;79:105–111.

24. Fields HL, Basbaum AI, Heinricher HH. Central nervous system 
mechanisms of pain modulation. In: McMahon SB, Koltzenburg M, 
Eds. Wall and Melzack’s Textbook of Pain, 5th ed. Philadelphia: 
Elsevier Churchill Livingstone, 2006:125–142.

25. Pastor J, Soria B, Belmonte C. Properties of nociceptive neurons of 
leech segmental ganglion. J Neurophysiol 1996;75:2268–2279.

26. Dewsbury DA, Rethlingshafer DA. Comparative Psychology, a 
Modern Survey. New York: McGraw-Hill, 1973.

27. Jouvet M. Coma and other disorders of consciousness. In: Vinken 
PJ, Bruyn GW, Eds. Handbook of Clinical Neurology. New York: 
Elsevier, 1969;3:62–79.

28. Thogmartin JR. Report of autopsy #5050439, Theresa Schaivo, Pasco 
and Pinellas Counties, Florida, 2005.

29. Wahlestedt C. Neuropharmacology: Reward for persistence in sub-
stance P research. Science 1998;281:1624–1625.

30. Keller M, Montgomery S, Ball W, Morrison M, Snavely D, 
Guanghan L, Hargreaves R, Hietala J, Lines C, Beebe K, Reines S. 
Lack of efficacy of the substance P (neurokinin1 receptor) antagonist 
aprepitant in the treatment of major depressive disorder. Biol
Psychiatry 2006;59:216–223.

31. Ramadan NM. Acute treatments: Some blind alleys. Curr Med Res 
Opin 2001;17(Suppl. 1):s71–80.

32. Stevens CW. Opioid research in amphibians: An alternative pain 
model yielding insights on the evolution of opioid receptors. Brain
Res Rev 2004;46:204–215.

33. Chandroo KP, Duncan IJH, Moccia RD. Can fish suffer?: Perspec-
tives on sentience, pain, fear and stress. Appl Anim Behav Sci
2004;86:225–250.

34. Rose JD. Anthropomorphism and “mental welfare” of fi shes. Dis
Aquat Org 2007;75(2):139–154.

35. Northcutt RG, Kaas JH. The emergence and evolution of mammalian 
neocortex. Trends Neurosci 1995;18:373–379.

36. Nieuwenhuys R, ten Donkelaar HJ, Nicholson C. The Central 
Nervous System of Vertebrates. Berlin: Springer, 1998.

37. Avian Brain Nomenclature Consortium. Avian brains and a new 
understanding of vertebrate brain evolution. Nat Rev Neurosci
2005;6:151–159.

38. Mountcastle VB. Perceptual Neuroscience. Cambridge, MA: Harvard 
University Press, 1998.

39. Woods JW. Behavior of chronically decerebrate rats. J Neurophysiol
1964;27:635–644.

40. Bateson P. Do animals feel pain? New Sci 1992;134:30–33.
41. Macphail EA. The Evolution of Consciousness. New York: Oxford 

University Press, 1998.
42. Harris J. Using c-fos as a neural marker of pain. Brain Res Bull

1998;45:1–8.
43. Pace MC, Mazzariello L, Passavanti MB, Sansone P, Barabarisi M, 

Aurilio C. Neurobiology of pain. J Cell Physiol 2006;209:8–12.
44. Lacroix-Fralish ML, Tawfik VL, Tanga FY, Spratt KF, DeLeo JA. 

Differential spinal cord gene expression in rodent models of radicular 
and neuropathic pain. Anesthesiology 2006;104:1283–1292.

45. Alexander BM, Rose JD, Stellflug JN, Fitzgerald JA, Moss GE. Fos-
like immunoreactivity in brain regions of domestic rams following 
exposure to rams or ewes. Physiol Behav 2001;73:75–80.

46. Wynne CDL. The perils of anthropomorphism. Nature 2004;428:
606.

47. Johansen JP, Fields HL, Manning BH. The affective component 
of pain in rodents: Direct evidence for a contribution of the 
anterior cingulate cortex. Proc Natl Acad Sci USA 2001;98:8077–
8082.

48. Mogil JS, Wilson SG, Bon K, Lee SE, Chung K, Raber P, Pieper JO, 
Hain HS, Belnap JK, Hubert L, Elmer GI, Chung JM, Devor M. 
Heritability of nociception I: Responses of 11 inbred mouse strains 
on 12 measures of nociception. Pain 1999;80:67–82.



341

37 Nonmammalian Models for the Study 
of Pain

CRAIG W. STEVENS

ABSTRACT
Processing nociceptive information is a consistent feature of 

the nervous system in all vertebrate species. This chapter reviews 
the nonmammalian models developed for pain and analgesia 
research, with a special emphasis on models that were used for 
detecting opioid antinociception. Nociceptive pathways in non-
mammalian vertebrates are reviewed and endogenous opioid 
systems are described. Compared to mammalian models for pain 
research, there are relatively few models in each vertebrate class. 
Details are provided for the methods and the results of using an 
amphibian model for the testing of opioid analgesics. The chapter 
ends with a case study of the comparative approach in pain and 
analgesia research applied to the molecular evolution of opioid 
receptor proteins.

Key Words: Opioids, Pain, Analgesia, Animal models, 
Amphibians, Evolution.

INTRODUCTION: ALTERNATIVES TO THE USE 
OF MAMMALS FOR PAIN RESEARCH

Pain research is the study of neural pathways that convey 
noxious stimuli and the investigation of substances or manipula-
tions that alter the neurotransmission of nociceptive information. 
As the goal of pain research is to generate safer and more effective 
treatments for patients in pain, this field of research is better 
described as “analgesia research,” but this more accurate term is 
not widely used.

Unlike other types of biomedical research employing nonhu-
man animals, pain and analgesia research has an added ethical 
component due to the testing of analgesic agents (or manipula-
tions) by first inducing a “painful” state in the animal subject by 
the application of a noxious stimulus. The effectiveness of the 
analgesic treatment is determined by the difference of treatment 
values from baseline values in the duration or intensity of the 
noxious stimulus at the time the animal exhibits a behavior (a 
nocifensive behavior) that signals nociception. Though most 
exposures to the noxious stimuli in the experimental setting are 
brief (like the hot plate and tail-flick algesiometric tests in rodents), 
a number of persistent pain models are used to more closely 
mimic the clinical scenario of chronic pain patients. The core of 
the ethical concern in pain and analgesia research, like many 

ethical issues, comes from a basic lack of knowledge: the capacity 
of nonhuman animals to experience nociceptive transmission as 
humans do, i.e., “pain,” is not known. It is unknowable because 
“pain” is a conscious perception and it is not known if nonhuman 
animals have the capacity for consciousness that may be needed 
for the “pain” perception to exist. To think otherwise is not 
science, but science fi ction.

But science can guide rational thought and based on the com-
parative neurology of central nervous system (CNS) pathways and 
brain structures shown to be important for nociceptive transmis-
sion and supraspinal appreciation of pain in mammalian studies, 
it was proposed that the potential for pain, if it exists in nonhuman 
animals, is less in earlier-evolved vertebrates than in mammals.1

This idea arose from considerations of an amphibian pain 
model,2–4 but similar conclusions were made in the discussion of 
pain and awareness in fi sh.5 Thus, a continuum of the potential 
for pain likely exists among vertebrate classes, perhaps correlated 
with the capacity for consciousness, and the relative difference in 
this potential for pain between, say, a frog and a rat may justify 
developing an alternative or adjunct* nonmammalian model for 
pain and analgesia research on ethical grounds.6

The scientific basis for the use of adjunct models for analgesia 
research depends on the value of a comparative approach to 
address the question at hand. For example, the value of investigat-
ing mechanisms of opioid analgesia in adjunct models using non-
mammalian vertebrates has enriched the understanding of opioid 
receptors and the selectivity of opioid drugs, as highlighted at the 
end of this chapter. While there are a great number of pharmaco-
logical and nonpharmacological means to modulate nociceptive 
transmission and therefore many avenues of investigation in pain 
research, this chapter will focus on nonmammalian models devel-
oped primarily to investigate the role of opioids in producing 
antinociception in behavioral models. An initial review of current 
knowledge of the nociceptive pathways and endogenous opioid 
systems in nonmammalian vertebrates is followed by a review of 
pain and analgesia studies by vertebrate class. A more detailed 
examination of the methodology and results using an amphibian 
model follows next. The chapter closes with a “case study” of a 
comparative approach to investigate the binding of opioid anal-
gesics that leads to an increased understanding of the evolution 
of vertebrate opioid receptors.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.

*The use of “adjunct model” avoids any connotation present in the term 
“alternative model.”
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NOCICEPTIVE AND ENDOGENOUS OPIOID 
SYSTEMS IN NONMAMMALIAN VERTEBRATES

This section presents a summary of the existing scientific lit-
erature on nociceptive processing and endogenous antinociceptive 
systems in fish, amphibians, reptiles, and birds. It should be noted 
that there are relatively few data available on nociception in non-
mammalian vertebrates, and as shown in the next section, even 
fewer data on the action of opioid analgesic agents. However, the 
basic plan of the nervous system is consistent in all vertebrates, 
with the major difference being a lack of neocortical brain devel-
opment in earlier-evolved vertebrate species. Thus, nociceptive 
transmission at the lower levels in the nervous system (nocicep-
tive primary afferent fibers and spinal cord pathways) is homolo-
gous in all vertebrates. In contrast, pain processing at higher, 
supraspinal centers arising later in vertebrate phylogeny may not 
be present in fish, amphibians, reptiles, and birds, which do not 
share homologous supraspinal structures.

NOCICEPTIVE PATHWAYS IN EARLIER-EVOLVED VER-
TEBRATES Noxious information in mammals is parallel pro-
cessed throughout the nervous system, with separate pathways 
for the sensory-discriminative and motivational-affective aspects 
of pain perception.7 To some extent, this duality of pain percep-
tion begins with the primary afferent fiber type: thinly myelinated 
Aδ fibers initiate the sensory-discriminative pathway and the 
unmyelinated C fibers may signal the motivational-affective com-
ponent of pain. In mammals, the highest level termination of the 
sensory pathways is the sensory neocortex and the destination of 
motivational pathways is the limbic neocortex.8,9

Electrophysiology experiments using dissected nerves and 
characterizing single nociceptive primary afferent fibers with 
defi ned nociceptive receptive fields are not routinely done using 
nonmammalian species. However, there are a number of studies 
characterizing nociceptive pathways in the rainbow trout, 
Oncorhynchus mykiss. Anatomical data and electrophysiological 
examination of single units recorded from trigeminal ganglia cells 
identifi ed nociceptors and nociceptive afferents that were not 
signifi cantly different from those found in other vertebrates.10,11

Notable differences include more Aδ fibers and less C fibers in 
fi sh trigeminal nerve than in mammals.12 There are few studies of 
the central termination of nociceptive afferents in fish spinal cord, 
although substance P, a marker of nociceptive primary afferent 
fi bers, was localized densely in the superficial aspect of the sub-
stantia gelatinosa and scattered throughout the nucleus proprius, 
intermediate zone, and the ventral horn.13

Investigations of amphibian primary afferent fibers, including 
nociceptive afferents, were among the first studies characterizing 
sensory fibers in vertebrates.14–16 In contrast to numerous special-
ized end organs on mammalian afferent fibers, only three groups 
of afferent nerve endings were identified in amphibians. These 
include an “expanded tip” morphology ending at the superfi cial 
level of the dermis and two types of free nerve endings: one type 
terminating in the epidermis and the other ending in the deeper 
layers of the dermis.17–19 Based on early electrophysiological 
work, the detection of all noxious sensory stimuli, including 
chemical, was attributed exclusively to the free nerve endings 
associated with thermal sensitivity in amphibians.16 Amphibians 
possess both myelinated and unmyelinated afferent fibers running 
concurrently in mixed-fiber peripheral sensory nerves. Investiga-
tors delineate these fibers into three general classes based on 

morphology, conduction velocities, latency of response, and 
action potential characteristics: large heavily myelinated A fi bers, 
thinly myelinated B fibers, and small unmyelinated C fibers. Their 
characteristics correlate well with those observed in correspond-
ing classes of somatic sensory afferents in mammals: Aβ, Aδ, and 
C fibers, respectively. In general, the cutaneous nociceptors in 
frog skin (those responding to noxious thermal, mechanical, and 
chemical stimuli) arise from peripheral terminations of the thinly 
myelinated C fibers. In studies that separated fibers both by con-
duction velocity and fiber diameter in amphibians, small slowly 
conducting fibers transmitted the majority of all impulses induced 
by noxious heat, pinching, pin pricks, and the application of dilute 
acid to the skin.16,20–22

There is controversy over the central terminations of primary 
afferent fibers within the amphibian spinal gray,23 although most 
studies indicate that sensory afferents from the skin terminate in 
areas of the dorsal spinal cord that correspond to laminae I–IV. 
The termination of small-caliber fibers associated with nocicep-
tion was found exclusively in the superficial dorsal laminae (the 
substantia gelatinosa), while only larger fibers associated with 
transmission of nonnoxious information penetrate to the deeper 
laminae.24,25 Electrophysiological evidence supports the existence 
of primary afferent synapses on motoneuron dendrites within the 
amphibian dorsal horn.

Little research has been done on the nociceptive pathways of 
reptiles. Reptiles also appear to possess only simple nonencapsu-
lated corpuscular endings and free nerve endings, both of which 
are distributed throughout the dermis and epidermis.26,27 The sepa-
ration of receptor structures into categories of noxious and non-
noxious sensory function appears less discreet in the reptile and, 
thus far, no stimulus-specific receptor structures have been 
identifi ed.28,29 Likewise, there are remarkably few data available 
concerning peripheral fiber types in reptiles. In contrast to reports 
on amphibians, researchers report only a unimodal distribution of 
sensory fiber sizes, which extends over the sizes of the B and C 
classes of amphibian fi bers.28 Furthermore, all stimulus modalities 
elicit responses throughout both ranges of conduction velocity and 
fi ber size. Additionally, the dorsal roots containing peripheral 
sensory afferents entering the spinal cord do not clearly segregate 
according to large and small fibers as in higher vertebrates.30 Thus 
it is difficult to classify any specific subgroup of reptilian sensory 
afferents as primarily nociceptive. However, at least in the turtle, 
a separation of peripheral fiber types according to their sites of 
termination in the spinal cord was shown.31 Smaller type A fi bers 
associated with cutaneous sensation and nociception arborized 
primarily in the superficial laminae (I–III) as compared to muscle 
spindle and joint proprioceptive fibers that penetrated to the 
deeper laminae (IV–VII) where they formed monosynaptic refl ex 
pathways with the dendritic endings of motor neurons.

Investigation of nociceptive pathways in birds utilized the 
domestic chicken, Gallus gallus. Electrophysiological recordings 
of single afferent fibers from teased-apart leg nerves identifi ed 
both mechanical and thermal nociceptors.32 The majority of 
responses were classified as C fibers responding to both mechani-
cal and thermal noxious stimuli, but Aδ fibers were also noted. 
Nociceptive afferents innervating chicken skeletal muscle respond 
to noxious mechanical stimulation (muscle compression) and also 
to the injection of acetic acid into the muscle tissue.33 Further 
studies in chickens showed that nasal trigeminal nociceptors are 
activated by ammonia vapor,34 that joint nociceptors are activated 



CHAPTER 37  /  NONMAMMALIAN MODELS FOR THE STUDY OF PAIN 343

by the intraarticular injection of urate crystals,35,36 and that beak 
amputation stimulates the firing of nociceptive afferents in the 
trigeminal nerve.37 The spinal cord projections of ankle joint 
primary afferents were mapped to the upper layers of the chicken 
spinal cord dorsal horn38 and substance P-containing fibers termi-
nate in laminae I–II.39,40

SUPRASPINAL PATHWAYS OF NOCICEPTION There is 
scant literature on the supraspinal pathways that may process 
nociceptive information in nonmammalian vertebrates. Functional 
studies of evoked responses in supraspinal sites after specifi c 
noxious stimulation of peripheral nociceptive fibers are lacking; 
however, electrical stimulation of the sciatic nerve produced 
evoked potentials in posterior thalamic nuclei and primordial hip-
pocampal structures in frogs.41 Single unit recordings in trout and 
goldfi sh (Carassius auratus) obtained from electrodes placed in 
the spinal cord, cerebellum, tectum, and telencephalon after timed 
noxious stimuli revealed supraspinal nociceptive pathways, but 
more precise mapping by histological confirmation of electrode 
placement was not done.42

The sensory-discriminative pathway originating from spinal 
neurons makes direct connections with neuron groups farther 
toward the front of the brain as we ascend the phylogeny of ver-
tebrates.43 Therefore, fish and amphibians have direct spinal con-
nections to the brainstem, reptiles and birds to the brainstem and 
the dorsal thalamus in the midbrain, and mammals to the brain-
stem, thalamus, and primary cortex. Pathways that appear to con-
tribute to the motivational-affective dimension of pain follow a 
similar evolutionary pattern, except that more medial target sites 
are contacted in the brain: the medial thalamic nuclei in reptiles 
and the limbic cortex in mammals. Throughout phylogeny, all the 
target sites of spinal pathways in the brain increase in complexity, 
specialization, and number of neurons, suggesting that nocicep-
tive messages to the thalamus in a reptile and mammal may not 
be comparable.44

ENDOGENOUS OPIOID PEPTIDES Nociceptive infor-
mation is carried from the peripheral nociceptors to the spinal 
cord by the primary afferent nerve fibers in all vertebrates. These 
fi bers terminate and synapse on second-order neurons in the 
dorsal horn, releasing neurotransmitters such as substance P, cal-
citonin gene-related peptide (CGRP), and glutamate. Using 
immunohistochemical techniques, all of these substances are 
readily identified in abundance in the spinal dorsal horn of fi sh, 
amphibians, reptiles, and birds.45–48 Substance P and glutamate 
excite second-order neurons that have their cell bodies in the 
dorsal horn and send long fibers upward to form the ascending 
nociceptive pathways. Such second-order neurons within the 
dorsal horn that receive direct dorsal root input have not yet been 
identifi ed in nonmammalian vertebrates.49

Also present in the spinal cord are intrinsic neurons that release 
met-enkephalin, an endogenous opioid peptide. Met-enkephalin 
inhibits the release of substance P from the central terminations 
of nociceptive primary afferents and decreases the firing of the 
second-order pain neurons. Met-enkephalin is present in the spinal 
cord of all vertebrate species examined.2,39,48,50–57 In amphibians, 
immobilization stress produces antinociception that is blocked by 
the pretreatment of animals with the opioid antagonist nalox-
one.58,59 This finding demonstrates that enkephalinergic neurons 
modulate nociceptive threshold in earlier-evolved vertebrates as 
they do in mammals. The molecular evolution of opioid peptides 
and their precursors is the subject of a number of recent 
studies.60–64

OPIOID RECEPTORS IN NONMAMMALIAN VERTE-
BRATES Opioid receptors are membrane proteins belonging to 
the superfamily of G-protein-coupled receptors (GPCR) and are 
the products of four distinct genes in mammalian genomes.65 µ,
δ, and κ opioid receptors, abbreviated MOR, DOR, and KOR, 
mediate the analgesic effects of opioids, while the role of the 
fourth type of opioid receptor, the nociceptin or orphanin FQ 
receptor (ORL), is less clear.66 Before the advent of the genomic 
era, binding studies using tissue homogenates demonstrated 
the presence of opioid-binding sites in fi sh,67–70 amphibian,71–76

bird,77–80 and reptile81–83 CNS. More definite evidence for the 
expression of opioid receptor proteins in nonmammalian verte-
brates comes from the cloning and sequencing of opioid receptor 
mRNA. To date, µ, δ, and κ opioid receptors were cloned and 
sequenced in three nonmammalian vertebrates: the zebrafish, the 
Northern grass frog, and the rough-skinned newt (see Table 37–
1). These sequences represents two classes of nonmammalian 
vertebrates (Pisces and Amphibia) with no opioid receptor 
sequences yet available for species from the Reptilia and Aves 
classes. As shown at the end of the chapter, an analysis of opioid 
receptor sequences from nonmammalian and mammalian verte-
brates demonstrates the utility of a comparative approach to inves-
tigate opioid analgesic action.

PAIN AND ANALGESIA RESEARCH USING 
NONMAMMALIAN VERTEBRATES

Key factors in the development of a nonmammalian model for 
pain and analgesia research are the identification of a nocifensive 
behavior that is unique to a noxious stimulus and the demonstra-
tion that the same noxious stimulus solely activates nociceptive 
primary afferents. In an amphibian model called the acetic acid 
test, the wiping response is the nocifensive behavior and a drop 
of dilute acetic acid is the noxious stimulus that activates nocicep-
tors and nociceptive primary afferent fibers exclusively.20,22,84 For 
other nonmammalian models, integration of neurophysiological 

Table 37–1
m, d, and k opioid receptor proteins cloned and sequenced in nonmammalian vertebrates

Class Common name Genus species

Access numbera

ReferencesMOR DOR KOR

Pisces Zebrafi sh Danio rerio AF132813 AJ001596 AF285173 138–140
Amphibia Grass frog Rana pipiens AF530571 AF530572 AF530573 4, 149
Amphibia Newta Taricha

granulosa
AY751784 AY751785 AY725197 146, 147

aAccess numbers for the nucleotide sequences deposited in GenBank at http://www.ncbi.nlm.nih.gov/Genbank/index.html.
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data with behavioral data in most cases are still lacking. A review 
of these adjunct models for analgesia research by vertebrate class 
is presented next, followed by a detailed examination of an 
amphibian model for analgesia research. The adjunct models for 
behavioral assessment of opioid antinociception are listed in 
Table 37–2.

PISCES Fish are not easily amenable to behavioral assays of 
antinociception. A study aimed primarily at the metabolism of 
morphine in goldfish (C. auratus) also described a behavioral 
assay using an electric prod applied caudal to the dorsal fin as the 
noxious stimulus.85 The nocifensive behavior that was observed 
was called the agitated swim response. The voltage threshold for 
eliciting the swim response was consistent for each animal and 
with repeated testing. Morphine sulfate added to the tank water 
produced a dose-dependent increase in the electrical voltage 

needed to elicit the agitated swim response. It was also shown that 
goldfi sh became tolerant to the antinociceptive effects of mor-
phine with repeated administration.85 There was no attempt to 
attain a measure of morphine’s potency (i.e., no ED50 value of 
morphine was reported) nor was opioid receptor involvement 
verifi ed by pretreatment with an opioid antagonist such as nalox-
one. Further studies using the same model in goldfish showed that 
morphine administered via the intracranial route (into a space 
above the optic tectum) produced a dose-dependent increase in 
the voltage needed to elicit the swim response.86 In this study, 
opioid receptor involvement was shown by naloxone antagonism 
of morphine’s effect.

The antinociceptive effects of dermorphin, a potent and selec-
tive MOR opioid peptide originally isolated from the skin of 
Phyllomedusa frogs,87 was tested using electrodes implanted in 

Table 37–2
Behavioral models for testing opioid antinociception in nonmammalian vertebrate species

Class Animal/(genus species) Model Stimulus Response Notes

Pisces Goldfi sh 
(Carasius auratus)

Caudal electroshock Electric current by 
handheld prod

Agitated swim 
response

Acute model; measured 
agitated swim response 
(ASR); morphine added to 
tank water or intracranial; 
blocked by naloxone 85,86

Pisces Codfi sh
(Gadus orhuamarisalbi)

Caudal electroshock Electric current by 
implanted
electrode

Agitated swim 
response

Acute model; ASR 
quantifi ed by force-
transducer; dermorphin 
given by intranasal 
application; β-
casomorphin given by IP 
and IM injection88,90

Pisces Rainbow trout
(Oncorhynchus mykiss)

Caudal electroshock Electric current by 
implanted
electrode

Agitated swim 
response

Acute model; ASR 
quantifi ed by force-
transducer; dermorphin 
given by intranasal 
application89

Pisces Carp
(Cyprinus carpio)

Caudal electroshock Electric current by 
implanted
electrode

Agitated swim 
response

Acute model; ASR 
quantifi ed by force-
transducer; tramadol given 
by IM injection; blocked 
by naloxone91

Pisces Rainbow trout
(Oncorhynchus mykiss)

Lip inflammation Acetic acid/bee 
venom lip 
injection

Pain-related
behaviors

Chronic model; pain-related 
behaviors quantifi ed; 
morphine effects noted92–95

Amphibia European frog
(Rana esculenta)

Electrifi ed grid Electric current in 
fl oor grid

Jumping Acute model; no 
antinociceptive effect of 
morphine96

Amphibia European frog
(Rana esculenta)

Hot plate test Heated surface Jumping Acute model; no 
antinociceptive effect of 
morphine97

Amphibia Northern grass frog
(Rana pipiens)

Acetic acid test Dilute acetic acid Wiping response Acute model; well-
developed and validated 
adjunct model; sensitive 
to opioid and nonopioid 
analgesics, stress- and 
hypothermia-induced
analgesia58,59,98,99,121–131,136

Amphibia Japanese firebelly newt
(Cynops pyrrhogaster)

Tail-fl ick test Heat from lamp Tail-flick Acute model; effects of met-
enkephalin and RFamide 
blocked by naloxone100
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Class Animal/(genus species) Model Stimulus Response Notes

Reptilia Green anole lizard
(Anolis carolinensis)

Tail-fl ick test Heat from lamp Tail-flick Acute model; antinociceptive 
effects of morphine101

Reptilia Nile crocodile
(Crocodylus niloticus)

Hot plate test Heated surface Leg-lift or escape 
response

Acute model; antinociceptive 
effects of morphine and 
meperidine (pethidine)103

Reptilia Green iguana
(Iguana iguana)

Tail-fl ick test Heat from thermal 
electrode

Tail-fl ick Acute model; preliminary 
investigation of 
butorphanol104

Aves Chicken
(Gallus gallus)

Toe-pinch Noxious
mechanical

Limb withdrawal Acute model; no 
antinociceptive effect of 
morphine105

Aves Chicken
(Gallus gallus)

Wing-shock Electric current to 
underside of wing

Flight response Acute model; morphine 
antinociception106

Aves Chicken
(Gallus gallus)

Hot plate test Noxious thermal to 
feet

Jumping Acute model; morphine, 
codeine hyperalgesia; 
developmental stage 
specifi c106–111

Aves Chicken
(Gallus gallus)

Formalin test Noxious chemical 
in foot

Leg-lifting Chronic model; morphine 
hyperalgesia, strain 
dependent112,113

Aves Chicken
(Gallus gallus)

Carrageenan
infl ammation

Infl ammation-
induced thermal 
hyperalgesia

Foot withdrawal 
from thermal 
stimulus

Chronic model; morphine 
produced dose-dependent 
antinociception114

Aves Chicken
(Gallus gallus)

Monoarthritis
model

Urate crystals in 
joint capsule

Pain-related
behaviors

Chronic model; no effect of 
morphine, fentanyl, 
buprenorphine115–117

Table 37–2
(continued)

the caudal region of Derjugin codfi sh, Gadus morhuamarisalbi,
as the noxious stimulus.88 The nocifensive response was similar 
to the agitated swim response mentioned above, but the fish was 
held in a flow-through chamber and the swim response was quan-
tifi ed by a force transducer. Dermorphin was administered into 
the intranasal passages (olfactory sacs) of the codfish and pro-
duced a dose-dependent antinociceptive effect. Further studies 
using rainbow trout, O. mykiss, with the same sophisticated 
behavioral apparatus, mapped the most sensitive areas of noxious 
stimulation on the trout and confirmed the antinociceptive effect 
of intranasal dermorphin in this species.89 In codfish, intraperito-
neal (IP) and intramuscular (IM) administration of the MOR 
selective opioid peptide, β-casomorphin, produced antinocicep-
tive effects.90 The opioid analgesic, tramadol, an MOR opioid 
agonist and norepinephrine/serotonin reuptake inhibitor, produced 
dose-dependent antinociception in the carp, Cyprinus carpio.91 In 
this last study, pretreatment with the opioid antagonist naloxone 
blocked the antinociception produced by tramadol.

A chronic pain model was developed in fish by injecting acetic 
acid or bee venom into the lip region of trout.92,93 These animals 
develop pain-related behaviors that can be quantified and antino-
ciception determined by the reduction in pain-related behaviors. 
Morphine had inhibiting effects on nociceptive behaviors per se 
and in the presence of novel objects.94,95

AMPHIBIA Early studies employing a hot plate test and 
electrifi ed floor grid in amphibians did not detect an antinocicep-

tive effect of morphine.96,97 It is likely that this was due to an 
inappropriate experimental design, as previously noted.98 A 
behavioral assay using acetic acid as the noxious stimulus and the 
wiping response as the nocifensive behavior was developed using 
the Northern grass frog, Rana pipiens, and is discussed in greater 
detail in the next section. Other studies using the acetic acid test 
in amphibians demonstrated that regional hypothermia is antino-
ciceptive and is mediated in part by endogenous opioid peptides.99

A tail-flick test was also used to assess the antinociceptive effects 
of opioids in the Japanese firebelly newt, Cynops pyrrhogaster.100

Intraperitoneal injection of met-enkephalin and the putative opioid 
peptide RFamide produced a mild antinociceptive effect that was 
blocked by the concurrent administration of the opioid antagonist 
naloxone.

REPTILIA To test the antinociceptive effects of opioids in 
reptiles, a tail-flick apparatus was used in the green anole lizard, 
Anolis carolinensis.101 Intraperitoneal injection of morphine 
(5 mg/kg) produced a weak, but significant increase in the latency 
of the lizard to remove its tail from a noxious heat stimulus.

A number of nociceptive assays were characterized in the Nile 
crocodile, Crocodylus niloticus.102 Crocodiles placed on a hot 
plate attempt to guard their foot pads by lifting them alternately 
as well as attempting to escape the heated surface. A dilute cap-
saicin solution instilled in the eye of the crocodile produces 
behavioral responses including blinking, rubbing, and head 
shaking. Injection of formalin in the crocodile forepaw results in 
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the development of paw guarding behaviors. Morphine or meperi-
dine (pethidine) produced antinociception as measured by the 
increased latency for crocodiles to lift their leg or escape on the 
hot plate test, which was the most suitable of three assays.103

However, these studies did not include dose–response analysis 
and did not assess the opioid nature of the antinociceptive effect 
by pretreatment with an opioid antagonist, such as naloxone or 
naltrexone. As mentioned in a clinical review of analgesia for 
exotic species,104 there are preliminary data that the partial opioid 
agonist butorphanol produced antinociception in the green iguana, 
Iguana iguana, using a thermal tail-flick test.

AVES An early attempt to measure the antinociceptive effect 
of opioids in chicks using toe-pinch as the noxious stimulus and 
limb withdrawal as the nocifensive behavior did not find any 
antinociceptive effect of morphine up to a dose of 200 mg/kg.105

Using an electroshock to the underside of the wing as the noxious 
stimulus and an elicited flight response as the nocifensive behav-
ior in chickens, morphine at a single dose of 30 mg/kg produced 
measurable antinociception in this model.106

Using a heated floor grid, other studies found that morphine 
produced a decrease in the latency for chickens to jump.107 This 
hyperalgesic effect was dependent on the age of the chicken; 
morphine administered to young cockerels less than 14 days old 
did not produce hyperalgesia.108 The hyperalgesic effect of mor-
phine was dose dependent and exhibited a U-shaped time course 
curve.109 Using selective opioid antagonists, the hyperalgesic 
effect of morphine in chickens was shown to be predominantly 
mediated by µ opioid receptors.110 Codeine produced both hypo-
algesia (antinociception) and hyperalgesia in this model.111

A formalin algesiometric assay was developed in chickens, 
quantifi ed by the pain-related behaviors observed after injection 
of formalin into the foot.112 There was a strain difference in the 
hyperalgesic effect of morphine, perhaps due to differences in 
descending monoamine pathways.113 Carrageenan, a chemical 
irritant like formalin, provided the noxious stimulus in a chronic 
infl ammatory model using the Hargreaves method.114 In this 
assay, chickens are measured for the latency to withdrawal of an 
infl amed foot from a lamp placed under the floor grid. Morphine 
produced a dose-dependent antinociception but had no effect on 
the edema produced by carrageenan. A chronic arthritis model 
was developed in chickens using an intraarticular injection of 
urate crystals, which models gouty arthritis.115,116 However, 
intraarticular injection of morphine, fentanyl, or buprenorphine 
did not have any effect in reducing pain-related behaviors due to 
the experimentally induced arthritis.117

AN AMPHIBIAN MODEL FOR PAIN RESEARCH
THE ACETIC ACID TEST The acetic acid test (AAT) to 

determine the nociceptive threshold (NT) in frogs consists of 11 
concentrations of acetic acid serially diluted from glacial acetic 
acid (two parts acid : one part water).98 The concentrations are 
given a code number from 0 to 10 with the lowest code number 
equal to the lowest concentration of acetic acid. The actual molar 
concentration of acetic acid per each solution is given by the fol-
lowing equation:

Log[M] = 0.1716 × (Code #) − 0.5849

Nociceptive testing is done by placing, with a Pasteur pipette, 
a single drop of acid on the dorsal surface of the frog’s thigh. 

Testing begins with the lowest concentration and proceeds with 
increasing concentrations until the NT is reached. The NT is 
defi ned as the code number of the lowest concentration of acid 
that causes the frog to vigorously wipe the treated leg with either 
hindlimb. To prevent tissue damage, the acetic acid is immedi-
ately wiped off with a gentle stream of distilled water once the 
animal responds or after 5 sec if the animal fails to respond. If the 
animal fails to respond, testing continues on the opposite hindlimb. 
An animal that fails to respond to the highest concentration (#10) 
is assigned the cutoff value of 11. The wiping response in frogs, 
like the tail-flick in rodents, remains intact after a high spinal 
transection, demonstrating sufficient circuitry in the spinal cord 
to mediate this behavior.118 The wiping response has not been 
observed in the laboratory in the absence of noxious stimuli and 
appears specific for assessing nociception. As noted above, acetic 
acid was shown to activate nociceptive afferents in amphibians. 
The wiping response is also the basis for much research on the 
motor systems of the amphibian spinal cord.119

ADMINISTRATION OF ANALGESICS TO AMPHIBI-
ANS The technique of systemic administration (SC) of drugs in 
frogs is similar to subcutaneous administration in rodent species. 
The frog is gently grasped and a tuberculin syringe fitted with a 
25-gauge needle is slipped under the skin on the dorsal side of 
the animal. The initial location of the injection is the mid-back 
region, which overlies the dorsal lymph sac in amphibians (see 
Figure 37–1, top). The needle is gently inserted into the lymph 
sac (felt as a slight resistance as if injecting into a sponge) 
and the drug is delivered in a volume of 10 µl/g body weight. 
Each animal is used only once for injections to prevent possible 
confounding effects of repeated injections in the same animal. A 
saline-injected control group is run with each experiment.

The technique of intraspinal (IS) administration of drugs in 
frogs is remarkably similar to that described for mice.120 Frogs are 
gently held with the nondominant hand and using a tapered 26-
gauge needle fitted to a microsyringe, the needle is introduced into 
the spinal cord slightly lateral to the neural spine at the articulation 
between the seventh and eighth vertebrae. This articulation is felt 
by probing with the needle and is located by triangulation of the 
dorsal protuberances of the iliac crest of the frog (see Figure 37–1, 
middle). The region of intraspinal injection overlies the area of 
the lumbar enlargement. Penetration of the needle sometimes 
produces a mild hindlimb extension or trembling, which discon-
tinues after a 2–3 sec delivery of the drug. Previous experiments 
employing radiolabeled morphine demonstrated that over 98% 
of intraspinal morphine remained within two or three segments 
of the site of injection throughout the time course of the 
experiment.121

Using a modification of the methods for intracerebroventricu-
lar (ICV) administration in rodents, animals are injected with 3 µl
of drug or saline vehicle into the third ventricle. Briefly, animals 
are administered a local anesthetic (0.5 ml, 2% lidocaine) suffused 
just under the skin of the skull region. A midline incision is made 
and the top of the skull is exposed by retraction. A hand-held 
microsyringe, fitted with an 8 cm length of PE-10 and a 1.5-inch, 
29-gauge needle cannula is used to deliver the drugs. Placement 
of the needle is made through the skull at a depth of 2.5 mm, 
midline and just anterior to the optic tectum, a site shown in pilot 
studies to fill the brain ventricles with dye (see Figure 37–1, 
bottom). Visualization of the brain structures through the thin 
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cartilaginous skull of amphibians also aids in the consistency of 
injection sites.

EFFECTS OF OPIOID ANALGESICS IN AMPHIBI-
ANS Initial studies of the analgesic effects of opioid administra-
tion in amphibians were conducted using nonselective opioid 
agonists, endogenous opioid peptides, and antagonists.121–124 These 
studies showed that both exogenous opioid agonists and endoge-
nous opioid peptides could raise the nociceptive threshold in 
amphibians by an action at opioid receptors. Tolerance to the 
analgesic effects of daily morphine administration was docu-
mented125 and stress-induced release of endogenous opioids 
was shown to produce analgesia, which was potentiated by 

enkephalinase inhibitors.59 Other behavioral studies include 
an investigation of the effects of opioids on noxious and nonnox-
ious sensory modalities,84,126 and an examination of agents 
acting on α2-adrenergic receptors after systemic and spinal 
administration.127,128

Later results of systematic studies examining the antinocicep-
tion of selective µ, δ, or κ opioid agonists administered by differ-
ent routes yielded an important finding: the relative antinociceptive 
potency of µ, δ, or κ opioid agonists after systemic, intraspinal, 
or intracerebroventricular administration in amphibians was 
highly correlated to that observed in typical mammalian models 
and to the relative analgesic potency of opioid analgesics in 
human clinical studies.129–131 These data established the amphibian 
model as a robust and predictive adjunct model for the testing 
of opioid analgesics.1,6,132 Table 37–3 provides a summary of 
the opioid agonists used in behavioral studies of opioid 

Figure 37–1. Routes of drug administration in frogs. Drugs can be 
given by the systemic route (top), the intraspinal route (middle), and 
the intracerebroventricular route (bottom). See text for details.

Table 37–3
Antinociceptive potency of opioid agonists administered to 

Rana pipiens

Opioid agonist Receptora Routeb ED50 valuec

Fentanyl MOR SC   1.4 
CI-977 (enadoline) KOR SC   5.8
Remifentanil MOR SC   7.1
Levorphanol MOR SC   7.5
U50488H KOR SC   8.5
Methadone MOR SC  19.9
Bremazocine KOR SC  44.4
Morphine MOR SC  86.3
Buprenorphine MOR SC  99.1
Meperidine MOR SC 128.1
Codeine MOR SC 140.3
Nalorphine KOR SC 320.9
Dermorphin MOR IS   0.04
DAMGO MOR IS   0.13
DSLET DOR IS   0.13
DADLE MOR IS   0.14
Fentanyl MOR IS   0.94
Morphine MOR IS   2.26
Remifentanil MOR IS   3.20
DPDPE DOR IS   3.29
Deltorphin DOR IS  13.50
CI-977 (enadoline) KOR IS  13.51
Bremazocine KOR IS  22.89
U50488H KOR IS  36.82
Nalorphine KOR IS  43.13
DADLE MOR ICV   1.3
Morphine MOR ICV   2.0
DPDPE DOR ICV   8.3
Fentanyl MOR ICV  23.0
CI-977 (enadoline) KOR ICV  35.5
U50488H KOR ICV  61.5

aSelectivity of the listed opioid for MOR, DOR, or KOR (µ, δ, or κ
opioid receptor).

bRoute of administration: SC, subcutaneous; IS, intraspinal; ICV, 
intracerebroventricular.

cDose that gives 50% antinociceptive effects; in nanomoles/gram for 
SC, and in nanomoles/frog for IS and ICV administration. Data are from 
references 129, 130, 131, and 148.
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antinociception following systemic, spinal and supraspinal routes 
of administration.

However, emerging results from both behavioral and binding 
studies in R. pipiens suggested that the selectivity of amphibian 
opioid receptors was different from the selectivity of mammalian 
opioid receptors. The MOR, DOR, and KOR type selective opioid 
antagonists, β-FNA, naltrindole, and nor-BNI,133–135 did not show 
type selectivity in blocking the antinociceptive effects of selective 
opioid agonists in amphibians.136 In radioligand binding studies, 
β-FNA, naltrindole, and nor-BNI competed with [3H]naloxone
binding from brain and spinal cord homogenates with equal 
apparent affinity, but did show type-selective competition against 
selective opioid agonist radioligands.74–76 Still lacking was the 
ultimate identification of the types of opioid receptor proteins 
expressed in R. pipiens from molecular cloning studies.

AN EXAMPLE OF THE COMPARATIVE 
APPROACH: THE EVOLUTION OF VERTEBRATE 
OPIOID RECEPTORS

The number of full-length cDNA sequences for opioid recep-
tors in nonmammalian vertebrates deposited in GenBank is 
surprisingly small. At present, there are no databank sequences 
for any type of opioid receptor from any species of Reptilia or 
Aves. From class Pisces there was an initial entry of µ opioid 
receptor sequences expressed in the white suckerfish, Castomus 
commersoni,137 and more recently, the triad of µ, δ, and κ opioid 
receptor cDNAs was cloned from the zebrafi sh, Danio rerio.138–140

The cloning of full-length opioid receptors in R. pipiens was par-
ticularly needed given that there is a corresponding dataset of 
opioid behavioral and binding data. Other nonmammalian species 
do not have a corresponding dataset of opioid binding and behav-
ioral studies to integrate molecular cloning and in vitro results 
with whole animal, behavioral data on opioid antinociception.

CLONING AND SEQUENCING OF AMPHIBIAN OPIOID 
RECEPTORS Three full-length clones of opioid receptors were 
obtained by reverse transcriptase polymerase chain reaction 
(RT-PCR) amplification of R. pipiens brain and spinal cord cDNA. 
On the basis of high homologies to existing vertebrate sequences, 
these clones were named rpMOR (GenBank number AF530571), 
rpDOR (AF530572), and rpKOR (AF530573) as novel orthologs 
to mammalian µ, δ, and κ opioid receptors. A fourth type of 
opioid receptor protein, rpORL (AY434690), was recently 
sequenced and was homologous to existing ORL proteins.

The percent identity of amino acids in rpMOR compared to 
the zebrafi sh µ opioid receptor was 79%, and ranges from 83 
to 84% compared to mammalian µ opioid receptors. The frog δ
opioid receptor, rpDOR, had 77% identity with the zebrafish
ortholog and 73% identity compared to mammalian δ opioid 
receptors. Mammalian κ opioid receptors ranged from 70 to 71% 
identical to rpKOR and the zebrafish κ opioid receptor was 64% 
identical to rpKOR.

BIOINFORMATICS OF VERTEBRATE OPIOID-LIKE 
RECEPTORS The bioinformatic analysis of the amphibian 
opioid receptor used existing matched datasets of µ, δ, and κ
opioid receptors from other vertebrate species. Somewhat surpris-
ing, there are only four vertebrate species, excluding the amphib-
ian data, that have full-length sequences for all three types of 
opioid receptor cDNA deposited in GenBank. These species are 
the zebrafish (Danio rerio), mouse (Ms µscularis), rat (Rattus

norvigecus), and human (Homo sapiens). Phylogenetic dend-
rograms (trees) were constructed using existing alignment 
(ClustalW) and molecular evolution software. The nearest-
neighbor joining trees for each vertebrate opioid receptor type 
gave the accepted evolutionary relationship, with the fourth type 
of opioid receptors (ORL) used as an outgroup to root the three 
classical types of opioid receptors (see Figure 37–2). As shown, 
the three groups of opioid receptor types did not arise from a 
single, common ancestral sequence but rather the group of κ
opioid receptors shared a common ancestral sequence with the 
branch bifurcating later to the µ and δ opioid receptor groups.

As pharmacological selectivity is correlated with similarity of 
amino acid sequences at the GPCR family level (e.g., opioid 
receptors vs. muscarinic receptors) it is reasonable to assume that 
the type selectivity within family members (e.g., MOR, DOR, and 

Figure 37–2. Phylogenetic analysis of the vertebrate OpR proteins. 
The neighbor-joining algorithm was used (h, human; r, rat; m, mouse; 
rp, frog; tg, newt; and dr, fish). The corresponding vertebrate ORL
proteins were used as the outgroup. Numbers provide the bootstrap 
value (percent reliability out of 1000 replicates) and the scale bar is 
the proportional difference (e.g., 0.05 = 5% divergence in sequence) 
for a given unit of branch length.
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KOR) is also correlated with percent identity or similarity. The 
results of pair-wise BLAST analysis141 for the three types of 
opioid receptor sequences within each species yielded a rank 
order of divergence such that in earlier-evolved vertebrates, µ, δ,
and κ opioid sequences were more closely related to each other 
than in humans and other mammals. For the percent similarity 
comparison, these values reached statistical difference such that 
the mean values of similarity of µ, δ, and κ opioid receptors in 
nonmammals were greater than the similarity of µ, δ, and κ opioid 
receptors in mammals (Table 37–4). Insofar as divergence of 
molecular sequence is related to the greater type selectivity of 
opioid receptors, this finding gave rise to the novel hypothesis that 
opioid receptors are more type selective in mammals than in 
nonmammalian species. The hypothesis that opioid receptors in 
earlier-evolved vertebrate are less selective is supported by behav-
ioral and binding studies in amphibians74,136 and by binding studies 
on zebrafish opioid receptors expressed in Chinese hamster ovary 
(CHO) cells.138,142

Further bioinformatic analysis of the vertebrate opioid receptor 
sequence dataset leads to identification of individual amino acids 
that may be crucial for determining type selectivity of opioid 
analgesics. Using this comparative approach, novel hypotheses 
were generated that lead to a greater understanding of the molecu-
lar evolution of vertebrate opioid receptors and the mechanism of 
the opioid analgesic selectivity.4,149

CONCLUSIONS
The comparative approach to investigations of pain and anal-

gesia has great promise for contributing to a greater understanding 
of analgesic mechanisms in humans. Additionally, much research 
using adjunct nonmammalian models for the assessment of anti-
nociception is needed to make sound clinical decisions in veteri-
nary treatment of exotic animals (i.e., not dogs or cats, but fi sh, 
amphibians, reptiles, and birds).143 There has been some transfer 
of knowledge from basic studies of antinociceptive effects in 
R. pipiens to the clinical application of analgesics for use during 

oocyte harvesting in Xenopus laevis.144 However, for both 
improved clinical treatment of humans and animals,145 additional 
studies of nociception in nonmammalian species and the develop-
ment of adjunct models for analgesia are critically needed.
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38 Animal Models of Vascular Development 
and Endothelial Cell Biology

VICTORIA L. BAUTCH

ABSTRACT
There have been great advances in the past 15 years in our 

understanding of how blood vessels form and function. Many 
of these advances result from the availability of several animal 
models that allow for embryological, molecular, and genetic 
manipulations of the developing vasculature. Here I describe four 
vertebrate animal models used in studies of vascular development. 
The frog, zebrafish, avian, and mouse embryos are compared 
historically and currently. Recent advances using each model are 
highlighted. Finally, I describe the use of animal derivatives, the 
chick chorioallantoic membrane and mouse embryonic stem cells, 
for studies of blood vessel formation.

Key Words: Vascular development, Angiogenesis, Animal 
models, Xenopus embryos, Zebrafish embryos, Avian embryos, 
Mouse embryos, Transgenesis, Genetic analysis.

OVERVIEW OF ANIMAL MODELS OF 
VESSEL DEVELOPMENT

Numerous animal models, both historically and currently, have 
helped us understand blood vessel formation. Important steps 
include the differentiation of angioblasts to endothelial cells, the 
initial assembly of endothelial cells to form vessels in the embryo, 
the expansion of the vessel network, and the remodeling of vessels 
to accommodate the physiological needs of the organism. These 
processes were first described, then perturbed using physical 
agents, pharmacological compounds, and genetic tools. The fi rst 
known description of embryonic blood vessels was provided by 
Aristotle in 350 bc, when he cracked open chicken eggs and fol-
lowed the stages of avian development!1

The animal models of vascular development revolve around 
vertebrate organisms, since invertebrates do not have a closed 
circulatory system. However, it might be argued that the fruitfl y 
Drosophila melanogaster has provided a model of blood vessel 
formation, because a tracheal system develops that opens to the 
environment and allows diffusion of oxygen into the organism.2

Elegant genetic dissection of tracheal development in the fly has 
led to a model of tube formation that seems to hold for vertebrate 
vessels in its essential points. Specifically, both systems appear 
to develop according to a “hard-wired” genetic program that starts 
the process, while later physiological inputs from the organism 
are translated into molecular cues that modify and modulate the 

tube system to maximize efficient function. Moreover, it was 
recently shown that the formation of lumens in developing 
vessels proceeds via vesicle fusion within the endothelial cells, in 
a manner very similar to lumen formation in the fly tracheal 
system.3

This chapter will focus on four major vertebrate models of 
blood vessel formation: the frog (Xenopus laevis and tropicalis),
the zebrafish (Danio rerio), the avian chick (Gallus gallus) and 
the Japanese quail (Coturnix japonica), and the rodent mouse 
(Mus musculus) and a stem cell model derived from mouse cells. 
Historically the frog and avian embryos were the tools of choice, 
for reasons outlined below. However, in recent years the relatively 
new field of zebrafish development has blossomed, and this ver-
tebrate is particularly useful for aspects of vessel development. 
The mouse has also gained in popularity in recent years, with the 
advent of genetic tools and more sophisticated technology for 
analysis of mammalian embryos. Finally, we and others have 
utilized mouse embryonic stem cells, which can differentiate 
to produce endothelial cells and primitive blood vessels, as a 
parallel model to address questions of mammalian vascular 
development.

XENOPUS AS A MODEL OF 
VASCULAR DEVELOPMENT

The historical advantages of the frog X. laevis are that the 
embryos are large and development occurs rapidly outside the 
mother, allowing for manipulation and visualization. Thus fate 
mapping studies showed that the endothelial cells that form blood 
vessels arise from mesoderm in the ventral part of the embryo.4,5

The frog was also used by Cleaver and Krieg in ground-breaking 
studies showing that migration of precursor cells (angioblasts) 
from lateral areas to the midline in response to a vascular endo-
thelial growth factor (VEGF) signal initiates formation of the 
dorsal aorta, a large and important vessel for all vertebrates.6,7

More recently, the injection of a compound that binds endothelial 
cells, DiI-Ac-LDL, was used to image the patent vasculature at 
successive stages of frog development.8

Despite these and other important studies, until recently the 
use of Xenopus has been limited because much of the frog vas-
cular development is not amenable to perturbation by morpholi-
nos, the method of choice to manipulate gene expression in 
Xenopus embryos. This is because morpholinos, which block gene 
expression by blocking splicing or translation, are injected early 
and diluted out with cell division. Thus they are ineffective for 

From: Sourcebook of Models for Biomedical Research
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probing many aspects of vascular development in the frog that 
occur at later stages. However, in recent years a second species, 
X. tropicalis, has gained in popularity because it is possible to do 
forward genetics in this model. That is to say, the generation time 
is such that it is feasible to mutagenize a male, and derive off-
spring that carry mutations that can be screened and analyzed.9

This is not possible in the original X. laevis. Thus we can look 
forward to genetic dissection of aspects of vascular development 
in the frog to complement forward genetics in zebrafish. This will 
be useful since the frog eventually develops lungs and breathes 
air, while the fish has gills and gets oxygen from the water. More-
over, it was recently shown that the frog develops a lymphatic 
vasculature that resembles that of mammals,10 so the development 
of this parallel vascular system to move lymph fluid can be dis-
sected using the frog model.

ZEBRAFISH AS A MODEL OF 
VASCULAR DEVELOPMENT

HISTORY OF ZEBRAFISH AS A MODEL ANIMAL As
mentioned above, the zebrafish has only recently gained popular-
ity as an animal model for development and vascular develop-
ment. In the 1970s, George Streisinger discovered that zebrafish
embryos could be physically manipulated to develop as homozy-
gous diploids, thus allowing for easy genetic analysis.11 This 
technology proved difficult—more developmental defects were 
introduced by the process than by the mutagen used to generate 
mutations! However, he and others realized that the zebrafish had 
a generation time that allowed for forward genetic screens, with 
many of the physical advantages of the frog embryo. The zebraf-
ish was firmly established when several major investigators con-
ducted genetic screens for developmental defects and began to 
analyze these mutations.12,13

ADVANTAGES OF ZEBRAFISH FOR VASCULAR DEVEL-
OPMENT The zebrafish embryo presents several advantages 
for the study of vascular development. Similar to the frog embryo, 
it is fairly large, development occurs outside the mother, and the 
embryos are clear, allowing for easy visualization of developmen-
tal processes. Once blood flow commences, patent vessels can be 
easily seen through the movement of the blood cells. Additionally, 
it is possible to use microangiography, and several years ago 
Weinstein and colleagues used this technology to produce a com-
plete atlas of vascular development in the zebrafish.14 Even more 
recently, several groups have generated transgenic zebrafish that 
express green fluorescent protein (GFP) in the developing vascu-
lature,15,16 thus allowing for identification of subtle vascular 
defects.

Additionally, it is possible to perturb cardiac or vascular devel-
opment in the zebrafish embryo without these perturbations induc-
ing immediate lethality, because the embryo obtains oxygen from 
the water. Thus cardiovascular mutations and perturbations can 
be dissected in vivo, and the effects of cardiac function on vessel 
development can be assessed. For example, a mutation named 
silent heart fails to produce a beating heart, yet the vasculature 
continues to develop for some time, indicating that a heartbeat or 
blood flow is not essential for these stages of vascular develop-
ment.17 These advantages have led several groups to invest in the 
development of highly sophisticated imaging technologies that 
allow for live image analysis of vascular development in zebraf-
ish, and lineage tracing of progenitor cells.18,19

The major advantage of the zebrafish model is that it is a 
vertebrate embryo with a developing vasculature that is amenable 
to forward genetic screens. Thus a series of mutations can be 
isolated, characterized, and cloned to further our understanding 
of novel pathways that may be involved in vascular development, 
as well as novel relationships among players and pathways already 
identifi ed.20 Investigators have combined tools for visualization 
of vascular development described above with forward genetic 
screens.21 It is also possible to do chemical screens to identify 
compounds that perturb wild-type vascular development or rescue 
vascular mutations, since embryos will develop for a time in 
96-well formats.22 This aspect of zebrafish biology is especially 
attractive to pharmaceutical companies that have access to chemi-
cal libraries and would like to uncover new therapeutic targets or 
drugs.

RECENT ADVANCES USING ZEBRAFISH TO STUDY 
VASCULAR DEVELOPMENT Among the recent outpouring of 
studies using the zebrafish to study blood vessel formation, the 
studies that elucidated a genetic pathway for specification of arter-
ies vs. veins are particularly compelling. It was known that both 
genetic cues23 and blood fl ow24 infl uenced the decision of vessels 
to become arteries or veins, but the mechanism was not known. 
Weinstein and colleagues used a combination of available mutants, 
morpholino or RNA injection, and chemical inhibitors to defi ne 
a molecular pathway that determines artery fate in zebrafish. In 
genetic terms, hedgehog signaling is upstream of vegf signaling, 
which in turn is upstream of Notch signaling, to determine 
arteries.25,26 A mutant screen uncovered an additional mutation 
that proved to be a lesion in the phospholipase C γ gene, and this 
gene is downstream of vegf signaling in arterial specifi cation.27

AVIAN MODELS OF VASCULAR DEVELOPMENT
HISTORY OF AVIAN MODELS OF VASCULAR 

DEVELOPMENT As mentioned above, the chick embryo was 
used to visualize vascular development historically. The chick, 
along with its cousin the quail, has continued to be used in recent 
times, primarily because the embryos are accessible to manipula-
tion in ovo, and further development is possible. The identifi cation 
of an epitope on quail angioblasts and blood vessels via produc-
tion of a specific monoclonal antibody called QH128 led to the fi rst 
complete description of blood vessel formation in a model 
animal.29 Moreover, the QH1 antibody has allowed for distinction 
of quail vessels (QH1 is not found on chick vessels) in transplants 
of quail tissue into chick hosts. These quail–chick chimeras were 
used to show that most mesoderm contains cells that can differ-
entiate into endothelial cells and form vessels,30 and that angio-
blasts from different mesoderm sources have different potentials. 
Specifi cally, mesoderm near endoderm is thought to produce 
angioblasts that can give rise to “hemogenic endothelium,” endo-
thelium that can differentiate into blood cells, while mesoderm 
near ectoderm does not have this capacity.31,32 The avian models 
have been overshadowed in recent times because they are not 
amenable to genetic analysis, but as we shall see below, new 
technologies can overcome that deficit to some extent.

ADVANTAGES OF AVIANS AS A MODEL OF VASCULAR 
DEVELOPMENT The accessibility of the avian embryo has 
been combined with gene delivery techniques to successfully 
manipulate gene expression in some areas of the embryo. Some 
studies have used viral vectors that encode genes for overexpres-
sion studies.33,34 However, recently embryo electroporation has 



CHAPTER 38  /  ANIMAL MODELS OF VASCULAR DEVELOPMENT AND ENDOTHELIAL CELL BIOLOGY 357

been used to deliver gene expression to embryonic sites. The most 
popular site is the neural tube, since it is possible to deliver the 
DNA to the central cavity prior to electroporation.35,36 This has so 
far limited the use of this technology for widespread studies of 
vascular development in the avian, but technically any tissue can 
be targeted if DNA can be provided to it. The DNA usually 
encodes proteins that lead to overexpression of the gene of inter-
est, or dominant negative constructs that block function. However, 
recently modified vectors to produce small hairpin RNAs that lead 
to local loss of function have been reported, and it is likely that 
viral delivery of interfering RNA will become a popular method 
to produce loss-of-function phenotypes in the avian vasculature.37

We and others have adapted the protocol to deliver genes to quail 
embryos, thus allowing for subsequent analysis of vessel pattern 
with the QH1 antibody (J. James and V.L. Bautch, unpublished 
results).

RECENT ADVANCES USING AVIAN MODELS OF 
VASCULAR DEVELOPMENT

How Does Blood Flow Influence Vessel Identity? Eich-
mann and colleagues24 used the avian yolk sac to manipulate fl ow 
parameters in an elegant study showing that blood flow is required 
to maintain arterial identity once it is established. They took 
advantage of the accessibility of the embryo and yolk sac and 
ligated the right vitelline artery in the yolk sac. The arterial marker 
neuropilin 1 was immediately downregulated, and with time 
venous markers such as neuropilin 2 and Tie-2 were upregulated. 
Moreover, reperfusion led to upregulation of the arterial markers, 
showing that in the avian yolk sac blood flow is a determinant of 
vessel identity.

Imaging Vascular Development Little and colleagues have 
produced an elegant analysis of vascular development in the 
avian embryo using dynamic imaging techniques.38,39 They used 
the avian embryo because the early stages of development are 
relatively flat and accessible compared to the mouse. They labeled 
the QH1 antibody with a fluoror, and injected it into living 
embryos. The labeled antibody binds the developing vessels and 
allows for imaging of early events. Using this live imaging tech-
nology they have described migration of endothelial cells over 
preexisting vessels.

How Does the Neural Tube Pattern Blood Vessels? We 
took advantage of the avian model to develop mouse–quail chi-
meras that carried grafts of mouse presomitic mesoderm, a source 
of angioblasts. These grafts and embryonic stem (ES) cell-derived 
embryoid body grafts were shown to contribute mouse endothelial 
cells to the vascular plexus that forms around the developing 
avian neural tube (perineural vascular plexus, PNVP).40,41 Further 
embryo manipulations placed a mouse neural tube ectopically into 
the avian embryo, and showed that the neural tube was the source 
of a signal leading to PNVP formation.42 Studies using explanted 
tissues placed in collagen showed that VEGF-A is a critical com-
ponent of the signal.42 Recent work in our laboratory has utilized 
electroporation technology to manipulate gene expression locally 
in the developing neural tube, with a goal of further defining the 
role of VEGF-A in vessel patterning around the neural tube 
(J. James and V.L. Bautch, unpublished results).

AVIAN DERIVATIVES AS MODELS OF VASCULAR 
DEVELOPMENT It is noteworthy that alongside the avian 
embryo, the developing vasculature of an extraembryonic tissue 
called the chorioallantoic membrane (CAM) has been used exten-
sively to study aspects of angiogenesis. The CAM was first used 

to show that tumor tissue could induce new blood vessel forma-
tion,43 and many cancer researchers have tested both pro- and 
antiangiogenic compounds using the CAM. Briefly, a day 3 chick 
embryo is opened, and a paper or bead containing a compound is 
placed on top of the CAM. After 3–4 days of incubation the CAM 
is harvested and the amount of vasculature determined by quan-
titative measures.

RODENT MODELS OF VASCULAR 
DEVELOPMENT

HISTORY OF RODENT MODELS OF VASCULAR DEVEL-
OPMENT Mouse and rat are the primary experimental models 
for mammalian development because of their size, ability to 
reproduce, and a rich history of genetics for the mouse. However, 
their utility for studies of vascular development was hampered by 
the fact that development occurs in utero and is difficult to visual-
ize. Moreover, most perturbations to the developing vasculature 
quickly lead to embryonic death, and historically there was not a 
good in situ marker for immature mammalian vessels. However, 
the finding that PECAM (platelet endothelial cell adhesion mole-
cule) is expressed on mouse angioblasts and early vessels44–46 and 
the development of a high-quality monoclonal antibody to mouse 
PECAM47 have provided a powerful tool for visualization of 
mouse embryonic vessels. This and advances in genetic manipula-
tion discussed below have made the mouse the premier model for 
studies of mammalian vascular development in recent years. 
Of the models discussed here, the processes and mechanisms of 
vascular development in the mouse most closely mimic those of 
human vascular development, so there is great interest in using 
and refining this model of vascular development.

ADVANTAGES OF THE MOUSE AS A MODEL OF VAS-
CULAR DEVELOPMENT The primary advantage of the mouse 
is that it is possible to manipulate the genome by introducing 
mutations into specific genes.48 This results from several tech-
nologies developed in the 1980s and 1990s. First, ES cells that 
can produce descendants contributing to the germline of the 
animal have been isolated. These ES cells can be manipulated 
in vitro prior to reintroduction to a mouse embryo. Second, it is 
possible to target a specific gene locus in ES cells via homologous 
recombination. Thus it is possible to mutate or delete one of the 
two alleles of a gene in ES cells, select for the rare homologous 
recombination (“targeting”) events, and then reintroduce the cells 
to embryos, eventually leading to animals with the mutation in 
both alleles. In this way numerous genes have been deleted, and 
the effects on mammalian vascular development analyzed. 
Examples are the two high-affinity receptors for VEGF-A, fl k-1 
(VEGFR-2) and flt-1 (VEGFR-1), that when deleted lead to per-
turbed vascular development and death.49,50 However, the pheno-
types of the mutant embryos were very different; deletion of fl k-1 
led to reduced vessel development, while deletion of flt-1 led to 
vessel overgrowth. This was among the first evidence that the 
receptors did not function in the same way in vascular 
development.

In recent years it has become possible to selectively delete 
genes in the developing vasculature.51,52 This is done by introduc-
ing recombination sites (loxP) into one allele of a gene in ES cells, 
and then generating an animal with sites in both alleles. These 
mice are then mated with mice that express the relevant recom-
binase (Cre) in only the developing blood vessels.53–56 This modi-
fi cation has allowed investigators to analyze the function of genes 
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in vessels that may have required roles in other places of the 
embryo earlier in development. Even more recently, an inducible 
form of the recombinase has been used, and in this scenario exci-
sion of the allele occurs in vascular tissues only when the inducer 
is present.57,58

Along with these techniques to manipulate gene function, the 
ability to analyze vascular phenotypes in the mouse embryo has 
grown quite sophisticated. There are now numerous markers of 
endothelial cells: markers that distinguish arteries from veins and 
markers that distinguish blood-carrying vessels from lymphatic 
vessels.59 These markers are of three types: antibodies that recog-
nize proteins or epitopes that are vessel specific (see PECAM 
description above), antisense RNA in situ hybridization probes 
that recognize vessel-specific mRNAs, and reporter genes that are 
placed into a gene locus, then are expressed when gene expression 
is activated. The most popular of the reporter genes is bacterial 
lacZ. The lacZ gene encodes the β-galactosidase protein that turns 
a substrate blue only in the cells that express lacZ, so vessels or 
vessel subsets are stained blue after the chemical reaction. Recently 
GFP has also been used as a reporter gene because it allows for 
live imaging.

RECENT ADVANCES USING MOUSE MODELS OF 
VASCULAR DEVELOPMENT

What Regulates Blood Vessel Branching? Analysis of the 
pattern of blood vessels in mid-gestation mouse embryos carrying 
mutations has implicated several molecular signaling pathways in 
the regulation of blood vessel branching. Among these branching 
regulators are pathways that regulate axon guidance in the devel-
oping nervous system, including the semaphorin (Sema) pathway 
and the netrin pathway. The Sema pathway is complicated, 
because some Semas interact with neuropilins, and the neuropilin 
coreceptors can complex with either vascular-expressed flk-1 or 
neuronal or vascular-expressed plexins. However, recently it was 
shown that plexin D1 is expressed primarily in blood vessels, and 
a knockout mutation led to vascular defects.60 The netrin pathway 
was shown to be involved in branching by analysis of a mutation 
in a netrin receptor, UNC5B.61 It is not clear whether this pathway 
promotes or decreases branching,62,63 but it is clearly involved in 
the processes.

Does Vasculogenesis Occur after Birth? Until the mid-
1990s the dogma in the field was that vasculogenesis, the process 
whereby endothelial progenitor cells form a vessel while differ-
entiating, occurred only during the early stages of development. 
Subsequent to those stages, all vessel formation and expansion 
were thought to occur via angiogenesis—the migration, division, 
and fusion of endothelial cells already in vessels. However, evi-
dence suggested that perhaps endothelial cells could be formed 
de novo in some situations, and evidence for this model was 
provided through the use of the mouse. Mice were irradiated so 
their bone marrow was destroyed, and then bone marrow from a 
“marked” donor was grafted into the host. Once recovered, the 
chimeric mouse now had a “marked” bone marrow, and it was 
subjected to various situations in which new vessels form. In 
ischemic injury recovery and tumor angiogenesis, marked cells 
were seen in the perivascular area, suggesting that bone marrow-
derived cells could contribute to neoangiogenesis.64 While there 
is controversy about the lineage and ultimate fate of the bone 
marrow cells, most investigators think that an endothelial progeni-
tor (EPC) resides in the bone marrow, and it can be mobilized to 
sites of new vessel formation and perhaps differentiate into an 

endothelial cell. Thus vasculogenesis may not be confined to 
embryonic stages, but may occur alongside angiogenesis in the 
adult as well.

MOUSE DERIVATIVES AS MODELS OF VASCULAR 
DEVELOPMENT The major mouse derivative used for studies 
of vascular development is the ES cell that was discussed above 
in the context of targeted mutations. ES cells can be aggregated 
and differentiate in vitro to form embryoid bodies, which can then 
cavitate to become cystic.65,66 This programmed differentiation 
leads to the formation of endoderm and mesoderm, and subse-
quently derivatives of these lineages.67,68 Amazingly, endoderm-
derived factors such as VEGF-A provide appropriate signals for 
the differentiation of endothelial precursors, vasculogenesis leads 
to the formation of primitive vessels, and then angiogenesis results 
in the expansion of a primitive vascular plexus in this model.69,70

We and others realized that if the embryoid bodies are reattached 
prior to cavitation, vascular development proceeds as described 
above.67,69 Thus embryoid bodies or ES cell cultures can be 
man ipulated both genetically and pharmacologically to address 
questions of vascular development. Simon and colleagues have 
shown a requirement for hypoxia-driven gene expression in vas-
cular development using the ES cell model.71 We recently devel-
oped ES cell lines that express vascular-restricted GFP, and this 
allowed us to image the dynamic processes of vascular develop-
ment.68 Using this tool we showed that the VEGF-A receptor fl t-1 
(VEGFR-1) positively modulates branching morphogenesis of 
developing vessels, probably via modulation of the amount and/or 
spatial context of signaling through the flk-1 (VEGFR-2) 
receptor.72

Keller and colleagues73,74 used the ES cell model to elucidate 
lineage relationships. Specifically, evidence for a bipotential 
common precursor of both blood and endothelial cells, called the 
hemangioblast, was presented. Mouse ES cells were partially dif-
ferentiated as described above, then dissociated to single cells and 
plated in conditions conducive to differentiation of both blood 
cells and endothelial cells. The finding that single cells could give 
rise to both endothelial and blood cells was consistent with the 
presence of a hemangioblast among the cells. Subsequent studies 
in vivo corroborated this fi nding,75 but these studies did not dis-
tinguish between a true bipotential cell and a multipotential 
progenitor that could also differentiate into other mesodermal 
lineages. Recently an elegant study using zebrafish provided evi-
dence that a bipotential hemangioblast does exist, although many 
endothelial cells do not seem to go through this intermediate.19

The latter study points out the utility of having multiple models 
of vascular development available for analysis. The cells were 
tracked by injecting a compound that was then uncaged in a single 
progenitor cell using a laser. This was technically challenging in 
the zebrafish embryo and is not currently feasible in the other 
models.

CONCLUSIONS
Our understanding of blood vessel formation has benefi ted 

enormously from the availability of several animals models of 
vascular development, and there have been great strides in our 
understanding of vascular development at the cell and molecular 
level in the past several years. I predict that in the near future 
much will be added to this knowledge base through the creative 
use of animal models of vascular development such as those 
described here. More to the point, even more advances will likely 
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come from the integrated use of multiple animal models of vas-
cular development. For example, it is possible to envision a 
forward genetic screen in zebrafish to uncover a novel gene 
important in vascular development, then manipulation of the gene 
through RNA and morpholinos in both the fish and frog, followed 
by vascular-specific inducible deletion in the mouse. In this way 
a comprehensive analysis of the role of a particular gene in vas-
cular development should be elucidated. The sequencing of the 
relevant genomes and reagents for microarray analysis will no 
doubt augment future efforts to further understand the mecha-
nisms regulating the development of blood vessels.
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ABSTRACT
Experimental models of thrombosis are important research 

resources that have helped to increase our understanding and 
knowledge of the pathogenesis of the atherothrombotic process 
as well as to develop novel therapeutic approaches. In fact, dif-
ferent animal models and procedures have been implemented in 
thrombosis research in order to provide new insights into the 
mechanisms that have already been outlined in isolated cells and 
protein studies. Moreover, animal preclinical studies have ren-
dered a solid rationale for conducting prospective randomized 
trials in patients with coronary artery disease.

INTRODUCTION
This chapter reviews the more common animal models used 

in the study of thrombotic disease, focusing primarily on the 
management, particularities, and topics related to the porcine 
animal model because of its human resemblance, particularly in 
the cardiovascular system.1–7

THE USE OF ANIMAL MODELS TO STUDY 
ARTERIAL THROMBOSIS

Autopsy and angiographic studies have pointed out the impor-
tance of plaque rupture with subsequent exposure of atheroscle-
rotic components as a key step of thrombus formation and the 
subsequent clinical events. However, “the paradigm of plaque 
rupture” presents several contradictions that must be considered. 
As such, autopsies have shown that a substantial minority of 
victims of sudden coronary death shows superficial plaque erosion 
without plaque rupture,8,9 and although plaque disruption accounts 
for up to two-thirds of patients in whom unstable angina or acute 
myocardial infarction develops, in most cases plaque disruptions 
are asymptomatic, although they may contribute to the growth of 
the atherosclerotic plaque.10,11 Despite this, there is no doubt that 
a defect in the surface of the atherosclerotic plaque is almost 
always associated with mural thrombosis, which, at least, leads to 
plaque progression.

The study of thrombosis and its inhibition is based on in vitro,
ex vivo, and in vivo approaches that combined have helped to 
widen the knowledge of the thrombotic process itself. Indeed, the 
availability of transgenic and knockout animals makes it possible 
to pinpoint the relative functional importance of single changes 
in specific gene products and hence facilitates the formulation of 
new strategies for cardiovascular protection and the prevention 
and treatment of thrombosis. However, on the other hand, domes-
tic swines have been widely used as biomedical research models 
for human diseases due to their similarities in cardiovascular 
anatomy and physiology as well their ability to develop spontane-
ous or diet-induced atherosclerosis. Nevertheless, the objectives 
of a study should mandate the type of animal model to use in order 
to avoid repetitive and unneeded experiments. For instance, 
although swine are up to 90% similar to humans, there are some 
molecular differences in the mechanisms involved in arterial 
thrombosis that must be taken into account in order to properly 
evaluate the data.

ANIMAL SIZE MATTERS?
Some of the reasons for the frequent use of small animal 

models in research include (1) low cost, (2) ready availability, (3) 
reduced ethical concern compared to large animals, especially 
primates, and (4) small size that limits the quantities of new agents 
required for in vivo screening. These characteristics have permit-
ted rapid evaluation of new agents in sufficiently large popula-
tions to perform meaningful statistical analyses. In addition to 
these practical indications for their use, small animal models have 
the added advantage of well-defined genetic characterization, and, 
in the case of mice, the availability of transgenic and gene knock-
out animals. Furthermore, small animals have figured prominently 
in the study of the contributions of thrombosis to luminal narrow-
ing following arterial injury.12 In contrast, large animal models 
such as pigs have the advantage of being more comparable to 
humans, especially because of their susceptibility to develop ath-
erosclerosis.1,7,8,13 Furthermore, their large size has permitted the 
evaluation of their coronary arteries, rather than the aortas studied 
in small animals because of its relatively larger size. In addition, 
the ability to induce atheromatous disease, which simulates the 
lesions observed in humans, is a strong attribute of the pig as a 
large animal model. Conversely, the disadvantages of large animal 
models are primarily the reverse of the advantages of small animal 

From: Sourcebook of Models for Biomedical Research
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models. These include greatly increased cost, heightened ethical 
concerns, less precise genetic characterization, and a scarcity of 
transgenic models and antibodies.

THE PIG AS A COMMONLY ACCEPTED 
RESEARCH ANIMAL MODEL

Previously published articles mainly present three types of 
atherothrombotic-related experiments, sometimes combined, per-
formed in pigs: (1) feeding animals with fat-rich diets, (2) intra-
vascular interventions to induce damage (balloon, grafting, etc.), 
and (3) extracorporeal arteriovenous shunts into which fl ow 
chambers of varying patterns are coupled. However, before 
thoroughly reviewing these topics several pig-related features 
deserve to be acknowledged to better understand the swine model 
of atherothrombosis.

SWINES NUTRITIVE REQUIREMENTS The majority of 
swines used in research weight between 10 and 80 kg and require 
approximately 600–2800 g of food per day.14 Experimental 
animals can be fed with the commercial chow used for feeding 
farm animals, although it has been specially formulated in order 
to obtain a rapid growth rate. However, if there is a research 
requirement to use animals between 9 and 18 kg (40–60 days 
old) they should be fed with a nutrient-enriched diet (i.e., post-
weaning chow). Diet transition should be performed by mixing 
increasing parts of growing chow with the postweaning chow in 
order to reduce the presence of food-related diarrheas. For long 
time period studies, it is desirable to feed the animal with a 
restricted diet (3.5% of their total weight) to avoid handling 
diffi culties related to animal overweight. This food restriction 
(also used in farm animals) covers all the animal nutritive 
and metabolic requirements as published by the National 
Research Council (NRC).15 Commercial diets for farm pigs 
usually contain antibiotics, promoters, and other supplements to 
increase weight gain. If these components can somehow interfere 
with the study objectives, free-additive diets can be especially 
formulated and obtained from local venders. Finally, oral drug 
administration in swines is easy to perform, especially after over-
night fasting. The suggestion is to mix or dissolve the drug within 
a small amount of chow before offering them the calculated 
ration. Swine approximately require 2.5 liters of water per kg 
of consumed food per day. Water should be provided by 
an automated watering system to avoid water restriction-related 
neurological syndromes such as “salt poisoning” or “sodium 
toxicosis.”16,17

HEART ANATOMY AND VASCULARIZATION The heart 
of the pig is anatomically similar to humans except for the pres-
ence of the left azygous (hemiazygous) vein, which drains the 
intercostal system into the coronary sinus,18 and for the size, 
which tends to be a bit smaller. The heart blood supply is mostly 
right side dominant since it originates from the posterior septal 
artery19 and both anatomy and function of the pig coronary system 
as well as the histological anatomy of the aorta are comparable to 
humans. However, on the other hand, pig blood vessels are more 
friable and prone to vasospasm during manipulation, and thus 
require careful handling during blood withdrawals. Although 
animal models generally have the advantage of a shorter time to 
lesion development, pig atherosclerosis is quite slow and occurs 
both spontaneously and by experimental induction (i.e., intake of 

a high atherogenic diet). Moreover, if allowed to develop over 
time, mild atherosclerotic lesions first appear in coronary arteries 
and both atherosclerotic plaque distribution and composition 
(lipid, fibrinogen, smooth muscle cells, and macrophage content)20

follow a pattern comparable to that of humans.21–23 Human-like 
pig lipoprotein metabolisms may help to explain in part the above 
mentioned similarities. In relation to pig hemodynamics, either 
physiological cardiac function or mechanically induced myocar-
dial infarction and the subsequent arrhythmogenic activity in 
reperfusion are also analogous to humans as well as the wound-
healing process.24 Actually, although wound healing in the myo-
cardium has typically used both swine and sheep models, 
ruminants’ healing somehow differs from humans since it is 
mainly characterized by the formation of collagenous scars.25

Finally, unlike other animal models, after gradual occlusion of 
the coronary vessels induced by both balloon injury and an 
atherogenic diet, swines may develop coronary restenosis 
syndrome.19,21,22,24,26–28

HUSBANDRY AND MANAGEMENT Recommendations 
for housing laboratory swine are regulated by the European 
Directive 2003/65/CE, by local governmental animal care laws, 
and in the United States by the National Institutse of Health, 
Guide for the Care and Use of Laboratory Animals.29 Plastic 
slats (PVC, vinyl) are preferred in biomedical research facilities 
because they are easy to clean and better isolate animals from 
humidity. If possible, heating plates should be installed in all 
pens (Figure 39–1). Swine reared for meat received standard 
treatments for endoparasites and ectoparasites and vaccinations 
against common swine diseases at appropriate ages and intervals. 
However, according to our previous experience, animals that are 
going to be part of a long-term project should undergo preven-
tive treatment with antibiotics and antiparasites for 3 days as 
soon as they arrive at the animal facilities to avoid the presence 
of infectious diseases that may modify physiological pig 
parameters.

Restraint methods should be discouraged in biomedical 
research because of the stress they induce.30 Subsequently, short-
term chemical restraint agents and anesthetics may be used in 
order to obtain blood samples.

ANESTHESIA, ANALGESIA, AND SURGERY Animal 
pain and suffering are clinically important conditions that 
adversely affect the quality of life of the animals and as a result 
may influence the experimental data. Drugs, techniques, or hus-
bandry methods used to prevent and control pain must be tailored 
to individual animals and should be based, in part, on the species, 
breed, age, procedure performed, degree of tissue trauma, indi-
vidual behavioral characteristics, degree of pain, and health 
status. Preventive analgesia before major surgery must be per-
formed with agents that do not interfere with platelets or the 
coagulation system. Accordingly, the use of opioids, particularly 
buprenorphine and fentanyl, is highly recommended. In our 
group, we use different agents to induce swine anesthesia depend-
ing on the amount of sample required and on the nature of the 
objectives we want to accomplish. For instance, tranquilization 
with 2.2 mg/kg of azaperone is more than enough to obtain a 
small blood sample (less than 10 ml) from the auricular vein or 
to cannulate a superficial vein (auricular or mammary vein). Once 
tranquilized, animals can be induced to anesthesia with an intra-
venous bolus of pentobarbital (5 mg/kg) to either obtain larger 
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amounts of blood via the femoral vein/artery or to perform small 
surgical procedures. An intramuscular combination of tiletamine/
zolazepam and medetomidine induces a fast anesthetic status 
suffi cient to perform small surgery such as central vessel 
catheterization.

To achieve general deep anesthesia a continuous infusion of 
pentobarbital-saline (infusion rate of 2 mg/min) should be used, 
rather than repeated pentobarbital bolus injections. Deep anesthe-
sia can also be induced by pentobarbital and maintained with 
volatile anesthesia (i.e., isofluorane). Within this context, it is 
important to emphasize that higher doses of pentobarbital (>30 mg/
kg) have previously been described to reduce platelet reactivity31

and an overdose can cause fatal respiratory and cardiac 
depression.

THE PIG AS A TOOL FOR EVALUATING 
ATHEROTHROMBOTIC DISEASE

DIET-INDUCED ATHEROSCLEROSIS Swine can develop 
hypercholesterolemia and atherosclerotic lesions by diet induc-
tion (high cholesterol content diets), reaching plasma cholesterol 
levels similar to those in humans. Indeed, after a 50-day period 

with a standard hypercholesterolemic diet, we have previously 
observed that almost all pigs developed early atherosclerotic 
lesions (fatty streaks) localized in the abdominal aorta and to a 
lesser extent in the coronary arteries. In such cases, lesion com-
position was similar to early stage human atherosclerosis.20 As 
expected, increasing the diet induction period to 100 and 150 
days was associated with a higher degree of lesion severity made 
evident when suitable fat stain was applied (Sudan IV). Not-
withstanding, animals employed in these long period studies tend 
to be within the prepuberty period and as a consequence their 
lesions are not as severe as those developed in adult humans 
over the years. Older animals (over 6 months) can be used to 
obtain atherosclerotic models of greater human resemblance,32

but management will be even more difficult because of their 
considerable weight (up to 200 kg). To overcome size-related 
problems, minipigs are becoming increasingly used. Indeed, 
miniature swine are preferable to commercial swine as animal 
models because of their small size and small growth rate, which 
allow them to maintain weight and size throughout adulthood. 
They are docile and easily handled, and there are several 
miniature strains available to better fit the scientific purpose. 
Miniature pigs have been used in several fields of biomedical 
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Figure 39–1. Swine PVC pens in a biomedical research facility. 
(A, A′) General view of pens. The walls in contact with the animals 
are covered with stainless steel. These are 1-m height plastic separa-
tions between pens and slip-free fiberglass slat flooring for greater 
hygiene. (A) The size of the pens allows a resting and a feeding area; 

toys can be as simple as balls. (C–E) Details of integrated aluminum 
heating plates, stainless-steel feeders (easily fixed to the floor with a 
mobile screw), and nipple drinkers placed at a standard height of 
30 cm.
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research studies such as cardiovascular disease (models of 
thrombosis and restenosis), diabetes, transplantation, and dermal 
applications.

Miniature pigs can be allocated in the same pens as larger pigs 
(increasing the number of animals per pen) and feeders and drink-
ers can be adapted to their size. However, the principal disadvan-
tages of using miniature pigs as a substitute for common pigs are 
the maintenance requirements and the high cost of the animals. 
As a consequence, miniature pig breeders are not extensively 
distributed in all countries.

EX VIVO PORCINE MODEL OF THROMBOSIS The ex
vivo porcine model of thrombus formation (e.g., flow chambers 
coupled to extracorporeal shunts) has become essential for testing 
the effect of blood elements and rheology as well as atheroscle-
rotic vessel components in thrombus formation in a controlled 
manner.33–40 At the same time it is reproducible and easy to mani-
pulate and thus allows the evaluation of the thrombogenic effect 
of different plaque constituents (e.g., collagen, fatty streaks, 
smooth muscle cells),33–35 the different degrees of shear stress (to 
mimic different degrees of stenosis),36,37 and the antiplatelet 
effects of new antithrombotic compounds.20,35,37,40–43

Shear stress measures the difference in blood velocity between 
the center of the vessel and along the vessel wall. Atherosclerosis 
preferentially occurs in areas of turbulent blood flow and low fl uid 
shear stress, whereas laminar blood flow and high shear stress are 
atheroprotective. The Badimon perfusion chamber allows control 
of the blood flow as well as the degree of stenosis and thus 
evaluates moderate to high-risk thrombotic situations. A positive 
correlation between vessel stenosis and platelet deposition has 
previously been described.44 Furthermore, platelet axial distribu-
tion analysis indicates that the apex (not the flow recirculation 
zone distal to the apex) is the segment with the greatest platelet 
accumulation, suggesting the crucial role of sudden changes in 
the degree of stenosis after plaque rupture, that is, shear stress 
changes in acute platelet response.36 The Badimon perfusion 
chamber also makes it possible to analyze the thrombogenicity of 
different degrees of vascular injury as occurs during atherothrom-
bogenesis. As such, in situations in which a relatively mild injury 
to the vessel wall may occur, the thrombogenic stimulus is rela-
tively small, and the resultant thrombus is labile and may then be 
incorporated into the plaque, as may occur in the episodic asymp-
tomatic progression of atherosclerotic plaques as well as in 
patients with unstable angina and transient ischemia. In contrast, 
deep vessel injury, particularly in the presence of severe stenosis, 
leads to relatively persistent thrombotic occlusion as may occur 
in myocardial infarction.

INSIGHTS FROM VON WILLEBRAND DISEASE 
ANIMAL MODELS

von Willebrand disease (vWD) is a genetic bleeding disorder 
that arises from the abnormalities in the vW factor (vWF). It is 
the most common inherited bleeding disorder in humans, and 
over the past years several animal species have also been 
described as suffering from this disease, whether through spon-
taneous mutation (pigs and dogs) or through a genetically engi-
neered mutation (mice).45 All these different animal models have 
been extremely useful in exploring the characteristics of vWD 
and in testing new treatments. Indeed, the interaction of platelets 
with vWF is crucial in the initiation and development of any 

thrombotic process since it enables platelets, via its surface gly-
coprotein receptors, to adhere to exposed subendothelium and to 
respond to blood shear stress.46–48 In fact, Fuster and Badimon1,49

were among the first to show a striking difference in the athero-
sclerotic lesions in the aorta between normal pigs and vWD pigs, 
both in spontaneous and in diet-induced atherosclerosis, demon-
strating protection against atherosclerosis in V vWD pigs. The 
pig is a good model for studying vWD since vWF localization 
in endothelial cells and platelets mimics that of humans as do 
clotting and platelet characteristics. Additionally, in normal pigs 
the level of vWF is close to the human level whereas in cow, 
sheep, or goat it is 6- to 12-fold higher.45 Canine vWD is also 
similar to humans. Over the years, many dog breeds have been 
identifi ed as suffering from this disease, making vWD the most 
common inherited bleeding disorder in dogs. However, under the 
term “canine vWD” there seems to be a very heterogeneous 
group of bleeding disorders with different subtypes and mode of 
inheritance.50 Actually, canine vWD can vary in genetic transmis-
sion, clinical severity, and diagnostic laboratory findings. Thus, 
in contrast to pigs, vWD dogs have not been used extensively 
for research purposes.51 Finally, it deserves to be mentioned that 
vWD has also been reported in other animal species such as 
murine,52,53 rabbits,54 and cats.55 However, extrapolation of the 
results obtained from these animals to humans remains to be 
completely elucidated.

ANIMAL MODELS OF PLAQUE RUPTURE
By its very nature, rupture of an atherosclerotic plaque is dif-

fi cult to study in humans. Moreover, since rupture of an athero-
sclerotic plaque occurs in a stochastic fashion, it is also diffi cult 
to identify triggering factors and equally hard to investigate treat-
ments addressed toward plaque stabilization. Thus, a good animal 
model not only may help to better understand the mechanisms 
behind its rupture but also to test treatments to prevent it from 
happening. Spontaneous hemorrhage and rupture are considered 
extremely rare events in large animal models and thus have been 
found only in the coronary arteries of pigs with inherited hyper-
low-density lipoprotein cholesterolemia or in cholesterol-fed 
pigs with streptozotocin-induced diabetes.56,57 In contrast, many 
interesting rodent studies related to plaque rupture have been 
published in recent years. Some authors have described the pres-
ence of blood-filled channels within the advanced coronary lesions 
as well as plaque ruptures and thrombi in the aortic origin of old 
apolipoprotein (apo) E−/− mice58 whereas other studies have 
reported the presence of luminal thrombi in ruptured plaques of 
spontaneously dead apoE−/− mice.59 On the other hand, other 
investigators have evaluated the harmful effect of combining 
several risk factors. As such, it has been reported that either in 
double knockout mice with homozygous null mutations in the 
apoE and the high-density lipoprotein (HDL) receptor, scavenger 
receptor class B, or a combination of hypertension and dyslipemia 
(hypertensive rats transgenic from human cholesteryl ester trans-
fer protein) increases plaque vulnerability and thrombi formation. 
Despite all these, the most simplistic approach to induce plaque 
rupture and subsequent thrombus formation is by direct mechani-
cal injury of the vessel of interest. Table 39–1 describes different 
approaches already established in order to induce plaque rupture 
and the subsequent thrombi formation in different animal 
models.60–70
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RABBIT MODELS OF THROMBOSIS
The use of rabbits has been widely extended because with the 

appropriate precaution, they are easy to handle and cost-effective. 
There are three breeds of rabbits commonly used in biomedical 
research: New Zealand White, Dutch Belted, and Flemish Giant. 
All of them are mainly used as animal models for the study of 
atherogenesis,2,61 plaque instability and rupture,62,65 and myocar-
dial infarction,71 and to evaluate the efficacy of new antithrom-
botic and antiatherosclerotic drugs.72

Rabbits do not develop spontaneous atherosclerosis as they are 
vegetarian. However, rabbits can rapidly induce vascular lesions 
after the administration of a rich atherosclerotic diet (0.5–4% 
cholesterol content) during 8–16 weeks.2 Moreover, transgenic 
rabbits have also been developed to obtain models of hereditary 
hyperlipidemia (WHHL-rabbit) Yet, rabbit atherosclerotic lesions 
differ from human atheroma since their lipid and macrophage 
content is much higher10 as is their hypercholesterolemic index. 
Accelerated atherosclerotic lesions can also be developed in 
rabbits by a combination of balloon injury and hypercholesterol-
emia feeding.61

MICE MODELS OF THROMBOSIS
Mice do not develop atherosclerosis without genetic manipula-

tion since they have a lipid physiology that is radically different 
from that in humans, most of the cholesterol being transported in 
HDL-like particles. On the other hand, the mouse has not been as 
widely used as the pig as a model to test the possible therapeutic 
usefulness of antithrombotic agents.8 The reasons for this may be 
related to the small size of the murine arteries, which limits the 
manipulation of isolated vessel segments, the lack of standardiza-
tion of the model, and mostly the differences from the human 
model, which decidedly limit the extrapolation of mouse fi ndings 

to clinical relevance in humans. Thus, an accurate determination 
of the mouse hemostatic system with regard to coagulation and 
fi brinolytic systems, platelet structure, and platelet receptor/
enzyme system is required and differences between the two 
species must be acknowledged and appreciated in the interpreta-
tion of the data. As an example, platelet counts in mice on average 
are four times those of humans and platelets are only approxi-
mately one-half the volume of human platelets. An excellent and 
comprehensive review of the murine hemostatic system has been 
provided by Tsakiris et al.,72 and important aspects of murine 
platelet receptor function have recently been reviewed by Ware.73

However, despite these species-related differences, the use of 
murine models is particularly advantageous. On one hand, it 
makes it possible to easily perform several techniques of vascular 
injury as described in Table 39–2. On the other hand, the murine 
model not only offers numerous immunological approaches (e.g., 
monoclonal antibodies), but also provides genetically modifi ed 
animal strains with defined defects in platelet function that open 
new ways to identify the individual roles and the interplay of 
platelet proteins in thrombus formation.74–81

Finally, the usefulness of intravital microscopy in the mice 
model of thrombosis deserves to be mentioned since it allows 
testing the in vivo relevance of the in vitro observations. Indeed, 
the study of the microcirculation by intravital microscopy repre-
sents a sophisticated research tool to examine complex biological 
interactions and disease mechanisms as well as to develop and 
test novel approaches aimed at the prevention or attenuation of 
disease-associated microvascular disorders and cellular dysfunc-
tion such as the ones that occur in atherosclerosis and thrombosis 
pathogenesis. In addition, using the intravital microscopic tech-
nique, circulatory and cellular disorders in surgical diseases and 
procedures, such as ischemia/reperfusion, trauma, sepsis, and 
infl ammation, as well as wound healing, may be analyzed.

Table 39–1
Previously applied methods to induce plaque rupture and/or thrombus formation

Reference Method applied to induce plaque rupture
Animal model and/or thrombus 
formation

Reddick et al.60 Forceps squeezing of the aorta ApoE−/−mice
Gertz et al.,61 Rekhter et al.62 Combination of double balloon injury and 

hypercholesterolemia and further 
angioplasty-induced plaque rupture

Rabbits

Eitzman et al.63 Photochemical reaction to previously formed 
atherosclerotic plaques

ApoE−/− mice

Constantinides et al.,64 Abela et al.,65

Nakamura et al.66
Intraperitoneal injection of Russell’s viper 

venom followed by intravenous injection of 
histamine (vasopressor), 
hypercholesterolemic serotonin, or 
angiotensin II

Rabbits

Rekhter et al.67 Intracerebroventricular injection of 
corticotropin-releasing factors (“stress 
hormone”)

ApoE−/− mice

Heras et al.68 Carotid angioplasty Pig
Badimon et al.,34 Lassila et al.44 Thrombogenic effect of shear stress and 

atherosclerotic vessel components on the 
extracorporeal perfusion system

Fuster et al.,49,69 Badimon et al.1 von Willebrand factor deficiency Pigs with von Willebrand disease
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ANIMAL MODELS OF VENOUS THROMBOSIS
Thrombogenesis in veins is mainly attributed to some combi-

nation of hypercoagulability, stasis, and vascular injury. All these 
triggering factors induce tissue thromboplastin (tissue factor) 
release to the flowing blood forming thrombin and fibrin that trap 
red blood cells. Thus, in contrast to arterial thrombotic lesions 
(platelet-rich thrombus, “white thrombus”), venous thrombosis is 
predominantly “red” and fibrin-rich. Animal models for venous 
thrombosis appear to be particularly useful for studying the patho-
physiology of blood coagulation in vivo and the pathogenesis of 
venous thrombosis. For instance, this model has helped to defi ne 
the role of activated protein C, the interplay between infl amma-
tory and procoagulant mediators, and the regulatory role of PAI-1 
in thrombolysis in addition to therapeutic approaches.82 In fact, 
Dorffl er-Melly83 and Levi82 have previously published interesting 
literature searches in MEDLINE and EMBASE databases offer-
ing an in-depth review of small and large animal models of venous 
thrombosis, pointing out their advantages, usefulness, and 
limitations.

CONCLUSIONS
Clinical observations provide the substrate to build up patho-

physiological hypotheses, but for obvious ethical reasons our 
ability to test these hypotheses in humans is very limited. Cell 
biology-related studies have helped to answer mechanistic ques-
tions, but lack the complexity of a real disease, thus limiting the 
scope of testable hypotheses. On the other hand, studies using 
rodent or large animal models have proved to be essential for 
proof of concept since they yield in vivo approaches to confirm
critical hypotheses previously evaluated in relevant in vitro 
models. Moreover, DNA technology made it possible to create a 
number of knockout and transgenic rodent models that have 
enhanced our understanding of cardiovascular disease and expe-
dited the development of new gene therapies. However, while 
small animal models provide experimental convenience and ease 

in manipulation, more clinically relevant models are necessary to 
study the mechanisms surrounding human atherothrombogenesis. 
Large animal models, although associated with higher cost and 
handling-related difficulties, have shown an atherothrombotic 
pattern more comparable to that of humans. To date, considering 
all models, the porcine model is one of the most useful currently 
available atherothrombotic models. Indeed, pig animal models 
have been shown to address specific questions related to blood 
and atherosclerotic vessel mechanisms involved in thrombus for-
mation that have been eventually translated to clinical situations. 
Despite all of this, efforts in developing the “ideal” animal model 
for atherothrombotic evaluation must continue. Furthermore, for 
this purpose, it may be critical to construct animal preclinical 
trials that resemble human trials in order to make clear what data 
and important conclusions can be justifiably extracted from animal 
models.
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ABSTRACT
Animal models have significantly advanced the understanding 

of mechanisms involved in atherosclerosis and restenosis and 
have allowed the evaluation of therapeutic options. The current 
focus of research is to develop strategies to prevent restenosis. 
These include pharmacological and biological interventions 
directed primarily against smooth muscle cell proliferation, endo-
vascular devices for recanalization and/or drug delivery, and an 
integrated approach using both devices and pharmacobiological 
agents. Devices aimed at the percutaneous endoluminal exclusion 
of aortic aneurysms have also generated a great deal of interest. 
Experience over many decades with animal models for vascular 
research has established that a single, ideal model for atheroscle-
rosis, restenosis, or aneurysm formation does not exist, although 
recent development of transgenic variants of currently available 
models has widened the available options. Nevertheless, an appre-
ciation of the individual features of natural or stimulated disease 
in each species is of the utmost importance for the proper design 
and execution of relevant experiments.

Key Words: Animal models, Atherosclerosis, Arteriosclero-
sis, Restenosis, Angioplasty, Stenting, Drug-eluting stents, Endo-
vascular aneurysm repair, Endovascular grafts, Transcatheter 
embolization.

INTRODUCTION
Almost all medical knowledge and treatment, especially in the 

last century, has involved work with laboratory animal models. 
Since the early part of the twentieth century, research using animal 
models has contributed to more than half of the significant medical 
discoveries and during some periods, accounted for more than 
75% of the major advances. Two-thirds of the Nobel prizes 
awarded since 1901 have been for discoveries involving the use 
of laboratory animal models.

The selection of the laboratory species, breed, and strain to be 
used as a model for human disease is one of the most important 
decisions to be made by an investigator. The goals of the research 

play an important role in the selection of the laboratory animal 
model to be used. The validity of any information derived from 
the animal is dependent on the appropriateness of the model. 
Thus, a detailed consideration of species and model features that 
are favorable and applicable to the specific purpose of the research 
is important. Since new animal models are continually being 
identifi ed and characterized, a thorough literature search should 
always be conducted to determine what models are available and 
which are the most relevant.

ATHEROSCLEROSIS
BACKGROUND Atherosclerosis is a focal disease that 

localizes mainly in areas of disturbed blood fl ow1 and bears many 
features of chronic infl ammation.2 The lesion of plaque consists 
of endothelial cells, monocytes/macrophages, smooth muscle 
cells (SMC), and a matrix of collagen, proteoglycans, and calci-
fi cation. Lesion formation begins with the influx of monocytes/
macrophages, which become loaded with cholesteryl ester to 
create the so-called “fatty streak.” These lesions may progress by 
the influx of additional monocytes and T cells, whose secretory 
products, along with those of endothelial cells, result in migration 
of SMC, where they proliferate and synthesize matrix compo-
nents. Some cells in the plaque die, leaving a necrotic core and 
extracellular cholesterol clefts, which are hallmarks of advanced 
lesions. The luminal face of the lesion often has a fibrous cap, 
generated by SMC stabilizing the plaque.3

Previously, atherosclerosis has been viewed as a disease of 
uncontrolled plaque growth eventually leading to total occlusion.4

New clinical findings suggest that acute coronary events are trig-
gered by rupture and hemorrhage of vulnerable atherosclerotic 
plaques.5 The plaque consists of a highly thrombogenic core and 
a slender and fragile fibrous cap that separates the core from blood 
coagulation factors, thereby precluding formation of thrombus on 
the surface of the intact plaque.4 Disturbance of cap integrity leads 
to exposure of the plaque’s thrombogenic interior and subsequent 
thrombosis. Such ruptures of the fibrous cap may recur over many 
years without causing complete occlusion of the vessel, and 
thereby may often remain clinically silent.

The reasons for the thinning and rupture of the fibrous cap are 
not known. One theory hypothesizes that the rupture is a result of 
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loss of SMC, thought to be the main producers of cap-stabilizing 
collagen. This is caused by the loss of cells from apoptosis that 
may be mediated by the interaction between SMC and monocytes/
macrophages.6,7 According to a second hypothesis, plaque rupture 
is the result of an imbalance between the production of plaque-
stabilizing collagen and the action of corrosive enzymes.8 An
immunohistochemical study has shown that macrophages accu-
mulated in the plaque express high levels of matrix metallopro-
teinases and tissue factors9 that are thought to make the fi brous 
plaque fragile by digesting the extracellular matrix. Therefore, the 
search for an animal model of atherosclerotic plaque rupture 
should be seen against this background.

Arteriosclerosis is a disease that really affects only humans and 
one or two other species, such as the pig and certain nonhuman 
primates, and because of this researchers must resort to geneti-
cally modified models to even partially reproduce the condition.10

It has never been easy to find a good animal model of the 
atherosclerotic process itself. The ideal animal model of human 
arteriosclerosis should posses several important characteristics11

(Table 40–1).
ANIMAL MODELS OF ATHEROGENESIS
Diet-Induced Nonmurine Models Historically, relatively 

large animals, such as nonhuman primates, swine, and rabbits, 
have been predominantly used for arteriosclerosis-related research. 
Rats and dogs are not good models because they do not develop 
spontaneous lesions and require heavy modifications of diet to 
produce a vascular lesion. In recent years, however, some trans-
genic rat models have been produced that develop lesions resem-
bling human atherosclerosis.12,13

Rabbits are useful because they are highly responsive to cho-
lesterol manipulation and develop lesions in a fairly short time.14

The lesions, however, are much more fatty and macrophage-rich 
(i.e., more inflammatory) than human lesions and plasma choles-
terol levels are extraordinarily high.15 The Watanabe heritable 
hyperlipidemic rabbits (WHHL) are genetic variants that mimic 
familial hypercholesterolemia.16 This strain of rabbit was pro-
duced by inbreeding from a mutant discovered in 1973. The 
rabbits consistently showed spontaneous development of aortic 

arteriosclerosis over 5 months of age. The existence of rabbit 
strains with congenital abnormalities in lipid metabolism has con-
tributed to the feasibility of creating particularly informative 
transgenic rabbits.

The guinea pig provides valuable models for studying early 
arteriosclerosis development.17 Guinea pigs carry the majority of 
their plasma cholesterol in low-density lipoprotein (LDL), and 
present other striking similarities to humans in terms of choles-
terol and lipoprotein metabolism making them a unique animal 
model. Many of the mechanisms by which guinea pigs regulate 
cholesterol and lipoprotein metabolism as a response to diet or 
drug treatment are analogous to those reported in clinical human 
studies.

Nonhuman primates including chimpanzees and various 
monkeys fed a high-cholesterol diet develop a form of atheroscle-
rosis that is very similar to that of humans. However, the cost of 
nonhuman primates is prohibitive and many of these species are 
protected. Therefore, arteriosclerosis research in primates is today 
generally confined to the study of complex issues such as the 
effects of psychological stress.10

The domestic pig is one of the most useful currently available 
large animal models of arteriosclerosis. Over time, pigs develop 
atherosclerosis even on a normal porcine diet.18 When fed a high-
cholesterol diet, they develop elevated plasma cholesterol levels 
and atherosclerotic lesions that are similar to those seen in humans. 
However, the maintenance of pigs can be expensive and they 
require special facilities and handling.

Miniature pigs (e.g., Yucatan miniswine) have been used in 
several studies to gain insight into early-stage arteriosclerotic 
disease. One study concluded that early pathological changes (i.e., 
increased intima-media thickness and foam cell accumulation) 
induced by a high fat cholesterol diet precede decreases in 
endothelium-dependent relaxation (endothelial dysfunction) in 
femoral arteries.19 This model may be an important tool to evalu-
ate the effectiveness of interventions in modifying or blocking the 
development of diet-induced vascular disease and the role of the 
vascular endothelium in these processes. Yucatan minipigs have 
been used to study material property alterations in femoral and 
carotid arteries with atheroma induced by endothelial denudation 
and a high cholesterol diet.20,21 The data demonstrated a striking 
difference between the two arteries. While lesion progression 
resulted in stiffening vascular wall elastic modulus in carotid 
arteries, the elastic modulus in the femoral arteries decreased fi rst 
with early stages of atheroma development and increased as 
lesions progressed.

The use of pig models of atherosclerosis initially revealed that 
monocyte infiltration was one of the primary cellular events in the 
atherogenic process.22 Studies in monkeys and rabbits were pivotal 
in defining the cellular events in the initiation and development 
of atherosclerotic lesions.23,24

Murine Models In recent years there has been an explosion 
in the number of in vivo studies that is largely attributable to the 
use of murine models to study atherogenic mechanisms.25 Mice 
are highly resistant to atherosclerosis. The only exception is the 
C57BL/6 strain. A special diet (30% fat, 5% cholesterol, 2% 
cholic acid) led to arteriosclerosis in C57BL/6 mice, but the 
lesions differed from the human condition in their histological 
nature and location. Additionally, this diet was toxic and resulted 
in weight loss and respiratory infections. Paigen et al. modifi ed 
the diet (15% fat, 1.25% cholesterol, 0.5% cholic acid), but the 

Table 40–1
Characteristics of an ideal animal model of arteriosclerosis11

1. Inexpensive
2. Easy to maintain and handle
3. Proper size
4. Reproducible in a laboratory setting
5. Well-defined genetic characteristics
6. Sharing important aspects of human disease
7. Lesion development: Develop naturally on a normal diet

Progress slowly over the animals’ lifetime
Cause clinical sequelae at middle to old 
 age

8. Lesion pathogenesis:  Complete range from fatty streak to 
atheromatous plaques

9. Lesion complications: Calcifi cation
Ulceration
Hemorrhage
Stenosis
Thrombosis
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lesions were very small (range of 200–1000 µm2) in the aortic root 
and usually did not develop beyond the early foam-cell, fatty 
streak stage.26

It is now possible to add exogenous transgenes into mice as 
well as many other species. However, uniquely in mice, it is also 
possible to knock out or replace endogenous genes, which is one 
of the main advantages of working with the mouse.25 Knockout 
murine models can be used to identify arteriosclerosis susceptibil-
ity modifying genes, the role of various cell types in atherogene-
sis, and environmental factors affecting atherogenesis and to 
assess therapies that block atherogenesis or lesion progression.25

Although genetic modifications render mice susceptible to ath-
erogenesis, lipid-enriched diets are indispensable to induce or 
accelerate the rate of development of atherosclerotic lesions. It 
appears that the induction of persistent hypercholesterolemia to 
levels >300 mg/dl is required for the development of experimental 
atherosclerosis in the mouse where dietary cholesterol is the major 
proatherogenic component.27

Apolipoprotein E-Deficient Mice Apolipoprotein E (apoE) 
is a glycoprotein that is a structural component of all lipoprotein 
particles other than low-density lipoprotein (LDL). One of its 
most important functions is to serve as a high-affinity ligand for 
the apoB- and apoE-LDL receptor and for the chylomicron-
remnant receptor, thereby allowing the specific uptake of apoE-
containing particles by the liver.28

In 1992, apoE-deficient mice were generated by selectively 
inactivating the apoE gene.29 The apoE-knockout mice exhibited 
increased total plasma cholesterol levels, which were five times 
those of normal littermates. Mice naturally have high levels of 
high-density lipoprotein (HDL) and low levels of LDL, in contrast 
to humans who have high LDL and low HDL. The mice lack the 
cholesteryl ester transferase enzyme that converts HDL to very 
low-density lipoprotein (VLDL) to LDL. The sequential events 
involved in the formation of atherosclerotic lesions in apoE-
 defi cient mice are strikingly similar to those in humans. Initial 
fatty streak lesions rapidly progress to advanced lesions with a 
necrotic core surrounded by proliferating SMC and varying 
amounts of extracellular matrix. These lesions have well-formed 
fi brous caps. It is not uncommon for the inflammatory lesion to 
erode deep into the medial wall of the aorta, sometimes resulting 
in the formation of aortic aneurysms.

When apoE-deficient mice are fed a “Western type” diet (21% 
fat, 0.15% cholesterol, no cholic acid),30 they exhibit over a 3-fold 
elevation in plasma cholesterol (to 2000 mg/dl), while wild-type 
mice show a 2-fold elevation. On this diet, formation of athero-
sclerotic lesions is greatly accelerated and lesion size is increased. 
Lesions in the apoE-deficient mouse, as in humans, tend to develop 
at vascular branch points and progress from a foam cell stage to 
a fibroproliferative stage with well-defined fibrous caps and 
necrotic lipid cores.

ApoE-defi cient mice are considered to be one of the most rel-
evant models for arteriosclerosis since they are hypercholesterol-
emic and develop spontaneous arterial lesions.31 The apoE-defi cient 
mouse contains the entire spectrum of lesions observed during 
atherogenesis and was the first mouse model to develop lesions 
similar to those in humans.

In 1995, Kashyap et al. described the successful correction of 
apoE deficiency in apoE-deficient mice by using an approach 
involving systemic delivery of recombinant adenoviral vectors 
expressing human apoE to the liver. Thus the single genetic 

change causing the absence of apoE and severe hypercholesterol-
emia is sufficient to convert the mouse from a species that is 
highly resistant to atherosclerosis to one that is highly 
susceptible.32

Low-Density Lipoprotein Receptor-Deficient Mice Gene 
targeting in embryonic stem cells has recently been used to create 
LDL receptor-knockout mice, a model of familial hypercholester-
olemia.33 The lipoprotein abnormality in these mice is more 
modest than that in the apoE-deficient mice, featuring increases 
in LDL and VLDL with plasma cholesterol of about 250 mg/dl on 
a normal chow diet without developing arteriosclerosis. However, 
after being fed the Paigen diet, their plasma cholesterol level soars 
to 1500 mg/dl and large arteriosclerotic lesions form.34 The 
less toxic Western type diet also leads to the development of 
large lesions in these mice with a plasma cholesterol level of 
400 mg/dl.

Other Murine Models Overexpression of human apoA-I 
in apoE-deficient mice increased HDL cholesterol levels 2-fold 
and substantially decreased fatty streaks and advanced fi bropro-
liferative lesion formation.35,36 All but 3–5% of apoE-defi cient 
mice had detectable fatty streaks by 4 months of age, and had 
lesions that were highly organized and that occluded on an 
average 25% of the aortic lumen by 8 months of age. In contrast, 
more than 50% of apoE-deficient mice that overexpressed human 
apoA-I had no lesions by 4 months of age and by 8 months 
of age the lesions that occurred occluded on average only 5% of 
the aortic lumen. These data suggest that overexpression of 
apoA-I can diminish lesion size and slow the initiation of fatty 
streak formation.

A human apoB transgenic murine model has also been created. 
These mice have mildly increased LDL and total cholesterol 
levels with a lipoprotein profile showing a distinct LDL peak, 
which differs from the wild-type mice that have only a distinct 
HDL peak.37,38 This model also shows a strong diet responsive-
ness; while a normal chow diet is not atherogenic, arteriosclerotic 
lesions develop upon feeding the Paigen and/or the Western 
diet.

ApoE/LDL receptor (LDLR) double knockout mice have 
recently been created.34 These animals develop severe hyperlip-
idemia and arteriosclerosis39 and have been reported to develop 
more marked arteriosclerotic lesions with accelerated progression 
than the apoE-deficient mice even when fed a regular chow diet.40

Thus, the double knockout model is suitable for studying antiar-
teriosclerotic compounds without having to feed the animals an 
atherogenic diet.

More recently, Veniant et al. successfully elevated blood cho-
lesterol levels in chow-fed apoE-deficient and LDLR-defi cient 
mice by making both mouse models homozygous for the apoli-
poprotein B-100 allele.41 That change resulted in alleviating the 
hypercholesterolemia in the setting of apoE deficiency, but wors-
ening it in the setting of LDLR deficiency. Furthermore, the 
LDLR-defi cient apoB100/100 mice developed extensive arterio-
sclerosis even on a normal chow diet.

Conclusions In summary, the apoE-deficient mice are the 
most widely used experimental model of atherosclerosis because 
they spontaneously produce lesions that simulate complex human 
atherosclerotic lesions.42 It is generally believed that apoE-
 defi cient animals, even when maintained on regular chow, exhibit 
more severe or complex lesions than do LDLR-deficient mice fed 
a Western type diet despite higher plasma cholesterol levels. The 
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apoE-defi cient mouse model, however, is not an ideal model for 
most forms of human arteriosclerosis, which often involve an 
elevation in LDL. In that regard, the LDLR-deficient mouse 
coupled with apoB-editing deficiency (double knockout mice) 
seems to be more promising as an LDL model that develops 
arteriosclerosis on a low-fat diet.41

Transgenic Rabbit Models By filling the gap between the 
laboratory mouse and larger domesticated mammals, transgenic 
rabbits expressing human genes have become a relatively large 
mammalian model to explore the pathophysiological processes of 
arteriosclerosis. To date, a wide variety of human transgenes [e.g., 
apo(a), apoA-I, apoB-100, apoE-2, and apoE-3] have been 
expressed in rabbits. These models have helped to elucidate the 
metabolic roles of selected proteins in atherogenesis.

Elevated plasma levels of lipoprotein(a) [Lp(a)] constitute an 
independent risk factor for coronary heart disease, stroke, and 
restenosis.43 However, apo(a), a unique component of Lp(a), is 
naturally present exclusively in Old World monkeys, humans, and 
hedgehogs. Therefore, there are no convenient experimental 
animal models for studying Lp(a). Using the apo(a) transgenic 
rabbit model, no arteriosclerotic lesions were found on a regular 
chow diet, suggesting that lower plasma apo(a) is not athero-
genic.44 When transgenic rabbits were fed a 0.3% cholesterol diet 
for 16 weeks they exhibited more extensive atherosclerotic lesions 
than nontransgenic rabbits, although cholesterol levels were simi-
larly elevated. Compared to the lesions in nontransgenic control 
animals, the areas of atherosclerotic lesions in the transgenic 
rabbits were increased in the aorta as well as the iliac, carotid, 
and coronary arteries.

Transgenic Rabbits versus Transgenic Mice Rabbit strains 
have even more diverse genetic backgrounds than inbred and 
outbred mouse strains. On the one hand, this might be advanta-
geous for studying complex disease models such as arteriosclero-
sis, but it is obviously a disadvantage for defining the effects of 
gain or loss of target gene function.

Rabbits like humans are LDL mammals and have features 
of lipoprotein metabolism that differ from mice that are HDL 
mammals. Therefore, the two species show different phenotypes 
even when the same gene is introduced. For instance, overexpres-
sion of apoE in mice caused inhibition of atherosclerosis,45 but 
led to increased plasma LDL and spontaneous arteriosclerosis in 
transgenic rabbits.46

ANIMAL MODELS OF PLAQUE VULNERABILITY Pre-
vention of heart attack and stroke depends on the detection of 
vulnerable plaques and the development of plaque-stabilizing 
therapies.47 Vulnerable plaque is one of the toughest cases in 
animal model design. Plaque rupture is a complication of an 
already complex atherosclerotic process, and precise mechanisms 
of this complication remain hypothetical.48 The current paradigm 
of plaque rupture may be described as a combination of four 
overlapping components: mechanical, thrombogenic, infl amma-
tory, and lipid.4

Plaque rupture occurs as a result of interactions between exter-
nal and internal mechanical triggers and vulnerable (i.e., weak) 
regions of the plaque when forces acting on the plaque exceed its 
tensile strength. Disruption of the protective fibrous cap allows 
the thrombogenic (lipid/necrotic) core to come into contact with 
the blood coagulation system, which leads to the formation of 
thrombus. Plaques with a thin fibrous cap and large core are con-
sidered vulnerable. Hence, the cap thickness, core size, and cap/

core ratio are the most basic established “vulnerability 
endpoints.”

Models of Plaque Rupture and Plaque-Associated 
Thrombosis

Spontaneous Plaque Rupture/Thrombosis Spontaneous 
hemorrhage and rupture were observed in the coronary arteries of 
39- to 54-month-old pigs with inherited hyper-LDL cholesterol-
emia bearing mutant alleles for apolipoprotein B.49

In apoE-deficient mice aged 42–54 weeks, a high frequency 
(up to 75%) of intraplaque hemorrhage and fibrotic conversion of 
necrotic zones was found with the loss of the fibrous cap in the 
innominate (brachiocephalic) artery.42 Surprisingly, intraplaque 
hemorrhages were not associated with mural thrombosis. These 
lesions had been previously overlooked because the majority of 
studies concentrated on the aortic root and the aortic arch. These 
observations indicate that the character of atherosclerotic lesions 
is site dependent.

In another study, 37- to 59-week-old apoE-deficient mice fed 
the Western type diet died spontaneously. Necropsy revealed 
luminal thrombi associated with ruptured plaques in the bra-
chiocephalic artery.50 Recently, these observations were further 
extended. Of 98 mice, 51 had acutely ruptured plaque in the same 
locations. The major finding was a significant increase in the 
number of buried caps in ruptured versus intact lesions, probably 
indicating previous ruptures in the same plaque.51

Induced Plaque Rupture/Thrombosis The use of direct 
mechanical injury to induce plaque rupture and thrombosis ignores 
the complexity of clinically relevant trigger mechanisms. Platelet 
and fibrin-rich thrombi have been induced in association with 
atherosclerotic plaques in apoE-deficient mice after squeezing the 
aorta between forceps.52 Similarly, accelerated atherosclerotic 
lesions were developed in rabbits by combining balloon injury 
and hypercholesterolemia, and subsequently mechanically dis-
rupted by inflation of an angioplasty balloon in the arterial lumen.53

In another labor-intensive rabbit model, arteriosclerotic plaque 
could be ruptured at will after an inflatable balloon was embedded 
into the plaque.54 This model could also be used for induction of 
thrombi associated with plaque rupture where the pressure needed 
to inflate the plaque-covered balloon is an indicator of the overall 
mechanical strength of the plaque.

A more recent study described a pharmacological model of 
plaque rupture in which plaque was first made vulnerable and then 
challenged by a systemic stressor.55 First, accelerated arterioscle-
rosis was initiated in apoE-deficient mice by placement of a peri-
vascular collar. The resulting plaques were transfected with the 
p53 gene, which led to an increase in cap cell apoptosis, and in 
return resulted in a marked decrease in the cellular and extracel-
lular content of the cap. Whereas spontaneous plaque rupture was 
rare, it was found in 40% of cases after treatment with the vaso-
pressor compound phenylephrine.

Myocardial Infarction-Prone Rabbit Model Originally, 
the Watanabe heritable hyperlipidemic (WHHL) rabbit was estab-
lished as a model of human familial hypercholesteremia due to an 
LDL receptor defi ciency.16 Based on the WHHL rabbit strain, a 
special rabbit model was developed, designated as WHHL-MI, in 
which myocardial infarction (MI) occurred spontaneously.56 This 
model possesses several types of coronary plaques that are possi-
bly correlated to sudden cardiac events. Although many of the 
coronary plaques in WHHL-MI rabbits appeared histologically to 
be rupture prone in nature, no occlusive thrombus was detected 
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in any rabbits, suggesting that some additional stimuli play a 
defi nitive role in causing disruption of the rupture-prone plaques 
and thrombosis. The most common feature of WHHL-MI rabbits 
is plaques that occlude most of the arterial lumen due to macro-
phage accumulation, suggesting that they are responsible for 
sudden cardiac events. This model could be useful for studying 
the mechanisms of plaque rupture and thrombogenesis if plaque 
rupture/thrombosis could be induced by additional triggering 
factors.

Mouse Models Simulating Plaque Vulnerability The cur-
rently used mouse models are plaque-centric and do not take into 
consideration the processes that lead to occlusive thrombus for-
mation after plaque rupture. The current modeling of vulnerable 
plaques emphasizes the acute nature of plaque rupture. In reality, 
several layers of spontaneous plaque fissures are frequently 
observed in coronary arteries and aortas indicating a series of 
disruptions of the protective cap in which only the last one 
becomes a clinical event.48 Even more disturbingly, emerging 
clinical data suggest that coronary thrombi can arise without 
plaque rupture and without signs of severe local infl ammation.57

Any model is based upon a limited set of assumptions and 
therefore by default has its own limitations. A model often exag-
gerates only one feature of a complex process to make analysis 
more convenient and more accurate.48

Researchers have largely focused on mouse models for the 
study of arteriosclerosis because of their obvious advantages 
(e.g., easy handling, extensive knowledge of mouse physiology, 
large amount of available genetic information). The mouse 
models, however, have fundamental limitations.10 Mice have a 
lipid physiology that is radically different from that in humans 
(HDL vs. LDL dominance) and therefore they do not develop 
arteriosclerosis without genetic manipulation. Furthermore, mice 
weigh about 25–30 g, some 3000 times less than the average 
human. Because mouse cells are about the same size as human 
cells, a section of coronary artery in the mouse contains about 
3000 times fewer cells than an equivalent section of human coro-
nary artery. Consequently, the endothelial layer in mice lies 
directly on the internal elastic lamina and the media consist of 
only a few layers of SMC. In contrast to humans, arteriosclerotic 
lesions in the mouse coronary artery often extend beyond the 
elastic lamina. Also, it is difficult in mice to make a distinction 
between plaque erosion, as defined by endothelial denudation, and 
complete rupture of the fibrous cap.58 Although classic eccentric 
atheromas with a single fibrous cap exist in lesion-prone murine 
models, multiple necrotic core areas with or without separate 
fi brous caps are the norm.31,59,60 Disruption of these lesions may 
not mimic plaque rupture in humans, placing a fundamental limit 
on the applicability of mouse models for the investigation of 
rupture mechanisms.58

In addition to the difficulties arising from the differences 
between mouse and human biology, problems also occur when 
two different genetic models of a particular illness are used to 
investigate the effect of a third genetic manipulation. Another 
major problem with the genetically manipulated mouse strains is 
the genetic heterogeneity between the strains used to generate 
transgenic and knockout mice. This may lead to a situation in 
which animals containing the same genetic manipulation exhibit 
profoundly different phenotypes when present on diverse genetic 
backgrounds.10 The ideal features of an animal model of plaque 
rupture are summarized in Table 40–2.

CONCLUSIONS Arteriosclerosis in humans is a multifacto-
rial condition that develops over many years and modeling it in 
animals is a notoriously tricky business.10 Reproducing the events 
leading up to occlusive thrombosis, the event that actually kills 
and disables humans, is even more challenging. Existing animal 
models are useful for studying certain features of arteriosclerosis 
in regard to the function of specific genes. However, because of 
the complexity of the processes involved in plaque rupture and 
thrombosis, it is not certain whether a good model of these com-
plications will ever be developed.

RESTENOSIS
BACKGROUND Restenosis in the form of accelerated arte-

riosclerosis and intimal hyperplasia constitutes the greatest threat 
to prolonged vessel patency following treatment of vascular 
occlusive diseases by percutaneous endovascular revasculariza-
tion procedures. Although such procedures can achieve high 
initial success rates (>95%), a significant proportion of the treated 
vessels (20–50%) develops restenosis within 3–6 months.61–64

Animal models have been used successfully to study specifi c 
aspects of the early phase of the restenotic process (e.g., smooth 
muscle cell proliferation). Ideally, restenosis research should be 
performed on arteries with advanced arteriosclerotic disease. 
However, animal models with complex arteriosclerotic obstruc-
tive plaques are difficult to produce and require expensive, lengthy 
experiments. Complex lesions similar to those clinically signifi -
cant in humans have been produced experimentally only in hyper-
lipemic pigs49 and in nonhuman primates.65

Although arteriosclerosis progresses over a lifetime in humans, 
experimental settings try to reproduce atherosclerotic lesions in 
weeks or months based on diet modifications, and then following 
vascular injury the restenosis process is studied over a period of 
weeks or months. Furthermore, there are significant interspecies 
differences relevant to vascular disease. While elastic arteries 
(aorta and its primary branches) from various species have been 
reported to demonstrate remarkable structural similarity, muscu-
lar arteries (coronary and femoral arteries) exhibit major differ-
ences between species with respect to their thickness, medial 

Table 40–2
Ideal features of an animal model of plaque rupture10

1. The atherosclerotic process in the animal model should be 
histologically identical to that in humans

2. The atherosclerotic plaque in the animal model should show the 
same vulnerability to rupture as its human counterpart

3. The events leading to vulnerability and rupture (i.e., cap/core 
ratio, cellular composition, collagen production, and breakdown) 
should as far as possible be identical to those in humans

4. Plaque rupture in the animal model should occur without the 
need for manipulations such as cuffing of the artery or insertion 
of balloon catheters

5. Plaque rupture should at least in some cases be accompanied by 
the formation of platelet-rich fibrin thrombi

6. Response to treatment in the animal model should have the 
potential for duplication in humans

7. The species should be available for research, easy and 
economical to maintain, and plaque rupture should occur under 
reproducible conditions within a reasonable time frame
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elastin content, and intimal cellularity.66 In addition, the type, 
duration, and number of successive injuries as well as the associ-
ated forces (e.g., shear stress) cause a proportional injury-related 
vascular response in various species, which is measured by an 
intima-to-media area ratio or luminal cross-sectional area narrow-
ing by neointima. However, the relationships vary among species; 
the injury-neointimal thickness regression slope is steep in pigs, 
intermediate in baboons and rabbits, and almost flat in dogs.67–69

VASCULAR INJURY TECHNIQUES Localized arterial 
endothelial and mural injuries are primarily used for studying 
restenosis (morphology, mechanisms, and therapeutic strategies). 
Vascular injury accelerates lesion development and can be pro-
duced in animal models using a variety of methods including 
dietary manipulation. Some of the nondietary methods for induc-
ing vascular injury include the Baumgartner balloon catheter tech-
nique,70 nylon and wire loop techniques,71,72 air desiccation,73

chemical irrigation,74 thermal drying,75 and irradiation.76 As the 
names imply, mechanical devices (balloon catheters or wire loops) 
or agents (chemical, electrical, thermal, or radiation) are used to 
create site-specific injury in the arterial tree, and lesions develop 
shortly thereafter. Restenosis can be studied on either normal or 
previously injured arteries. In the latter model, the animal may be 
placed on a high fat/high cholesterol (HFHC) diet after focal 
injury to enhance lesion formation.

The most commonly employed vascular injury technique is 
focal balloon catheter injury. This technique involves inflating a 
Fogarty balloon at the desired site within the artery and then 
withdrawing the dilated balloon along a specific length of the 
vessel to create adequate shear stress on the wall to produce a 
signifi cant injury. Nondietary methods such as this can be used 
either alone or in combination with an HFHC diet.

The decision to use a particular method or a combined approach 
to induce vascular injury depends on the type of lesion that is 
required, which in turn depends on the purpose of the study. When 
combinations of techniques of disease induction are utilized, 
lesions develop at an accelerated pace and with greater similarity 
to the human prototype.77 Such manipulations also allow greater 
control over the type of lesion that can be created. The utilization 
of combined techniques has been more successful in creating a 
range of morphological lesions of desired severity.77–84 For 
instance, a combination of an atherogenic HFHC diet and balloon-
mediated endothelial injury in Yucatan microswine produces 
consistent high-grade arterial stenoses, and this model has 
been proposed for the study of cardiovascular interventional 
techniques.78

The creation of fatty streaks and plaques with minimal luminal 
narrowing may be sufficient for assessing the cellular and molecu-
lar roles in the histopathogenesis of restenosis,82 whereas a lesion 
of intermediate magnitude with moderate narrowing of the luminal 
diameter is needed for pharmacological therapy research.83 The 
investigation of endovascular recanalization devices requires con-
sistent high-grade stenoses.84 Injury of the media is critical to the 
formation of such lesions and an integrated approach to their 
creation may be useful.85

ANIMAL MODELS Arterial injury models simulating vas-
cular injury in humans resulting from revascularization proce-
dures are created in animals with the aim of determining 
morphology, pathogenesis, and preventive as well as therapeutic 
strategies. However, there is no single ideal model. The rat, rabbit, 
swine, and nonhuman primate have all been used as models of 

restenosis, with the last two affording the best approximation to 
humans. The rat carotid artery balloon injury model developed in 
the 1960s has been well characterized. However, the rat as well 
as the rabbit are small animals and do not serve all the demands 
of restenosis models. In this regard, the larger size of the Flemish 
Giant rabbit (6–7 kg) offers an advantage over the common New 
Zealand white rabbit (3–4 kg), and this strain of rabbits has been 
used to study the effects of percutaneous transluminal angioplasty 
(PTA) on the arterial wall.86 As for testing coronary stent designs, 
the rabbit iliac artery offers a reliable model.87,88

Studying restenosis following stent placement in peripheral 
vessels requires large animal models such as the sheep, dog, and 
pig.89–91 These models allow evaluation of postplacement healing, 
short- and mid-term stent patency, as well as mechanical integrity 
of the stent.92 They also allow determination of the mechanical 
factors dictated by the stent design that may play a significant role 
in the development of intimal hyperplasia.

In large animal models, arterial size allows easy targeting of 
the selected vessel (e.g., coronary arteries), and this is one reason 
the porcine coronary artery model has become a common model 
for coronary restenosis studies.93,94 In addition, the neointima that 
forms in this model is identical to human restenotic neointima, 
and the amount of neointimal thickening is directly proportional 
to the degree of injury. Therefore, this model permits the creation 
of an injury-response regression relationship that can be used to 
quantitate the response to potential therapeutic strategies.95

Previously, research activities related to restenosis following 
balloon angioplasty focused on intimal hyperplasia and the smooth 
muscle cell as crucial players in its pathogenesis. Dissenting opin-
ions, however, have emerged. The main reason for this has been 
that despite favorable results with numerous pharmacological 
strategies in many animal models, clinical trials in humans did 
not match the experimental success.96 This discrepancy led to a 
rethinking of the pathogenesis of restenosis, and arterial wall 
remodeling is now being considered as a major contributor to the 
underlying mechanisms of restenosis.97

Endovascular procedures in humans are carried out on athero-
sclerotic arteries with large plaques, whereas in the majority of 
animal experiments, procedures are used to create injury in the 
normal disease-free vascular wall. Therefore, factors contributing 
to the development of restenosis may be different in animal 
models, which would explain the lack of success of therapeutic 
strategies in humans.

Angioplasty Until recently, PTA has been the most com-
monly used revascularization procedure in clinical practice. PTA 
alleviates luminal stenosis by affecting plaque fractures and 
remodeling with overstretching of the disease-free portion of the 
arterial wall.98,99 Acute restenosis is often the result of wall spasm, 
in situ thrombosis, and/or elastic recoil.

Constrictive vascular remodeling, which is defined as a loss of 
vessel area within the external elastic lamina, is the major deter-
minant of chronic restenosis in humans after balloon angioplasty. 
Excessive neointimal formation, including proliferation of smooth 
muscle cells and synthesis of the extracellular matrix, has tradi-
tionally been considered the major cause of restenosis. However, 
a third process, the formation of neoadventitia, has been suggested 
to play an active role in both vascular remodeling100 and neointi-
mal formation.101,102 It was hypothesized that neoadventitia could 
act in a way similar to scar contraction leading to “strangulation” 
of the vessel.100 It was also shown that adventitial fi broblasts 
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migrate toward the lumen and take on a myofibroblastic pheno-
type to form the neointima.101–103

A recent porcine model has provided more accurate insight 
into the pathophysiology of constrictive vascular remodeling.97

After 30% overdilation of the porcine coronary arteries, loss of 
lumen, constrictive remodeling, and formation of neointima 
occurred between days 7 and 28. These processes were preceded 
by the formation of neoadventitia and adventitial neovasculariza-
tion occurring during the first 4 days after angioplasty. Neointimal 
formation began just after day 7; therefore, the constrictive remod-
eling coincided with the formation of neointima rather than the 
formation of neoadventitia. At late follow-up, loss of lumen was 
found to be correlated with remodeling, not neointimal formation. 
However, the neointimal area was not correlated with either late 
loss of lumen or vascular remodeling. These results indicate that 
qualitative rather than quantitative changes within the vessel wall 
neointima, media, and adventitia may play an important role in 
late luminal narrowing.

In conclusion, the time course of events after PTA is as follows: 
(1) platelet adhesion/aggregation and in situ thrombosis occur 
minutes after a type II/III arterial injury,63,104 (2) formation of 
neoadventitia including adventitial neovascularization occurs 
within 4 days, and (3) late loss of lumen consisting of constrictive 
remodeling and formation of neointima occurs between 7 and 28 
days.97 Late loss of lumen is more dependent on vascular remodel-
ing than on the formation of neointima. The time course of remod-
eling, however, coincides with the growth of neointima rather 
than with changes in the adventitia, indicating that constrictive 
vascular remodeling might depend on the formation of neointima. 
Thus, the present knowledge of restenosis after balloon angio-
plasty indicates that in humans and pigs late loss of lumen after 
balloon angioplasty is caused more by constrictive remodeling 
than by neointimal formation.

Stenting and Drug-Eluting Stents PTA has been replaced 
by arterial stenting as the most common revascularization proce-
dure in certain instances. This is especially true for the coronary 
artery and the majority of the peripheral vascular territories where 
primary stenting has become the treatment of choice.

Compared to percutaneous transluminal coronary angioplasty 
(PTCA), the introduction of intracoronary stents reduced the 3- to 
6-month restenosis rate to 20–30%.105 To further reduce the “in-
stent” restenosis rate, drug-eluting stents (DESs) have recently 
been introduced into clinical practice for coronary artery applica-
tion. This change in clinical practice was made possible by exten-
sive preclinical studies that required relevant changes in the 
animal models used to evaluate restenosis after stenting.

The pathological responses to balloon dilatation (PTA) and 
stenting differ. Regional constrictive remodeling predominates 
after balloon angioplasty, whereas after stent implantation, reste-
nosis is due solely to neointima thickening. Early studies in the 
porcine coronary injury model suggested that the deeper the arte-
rial injury, the greater the neointimal thickening.106 This propor-
tionality in the pig model resulted in the development of stent 
designs that reduce arterial injury. Early balloon expandable 
stents caused substantial injury when they were overexpanded, 
whereas the currently used self-expanding slotted tubular stent 
designs produce less injury.

Overstretch injury to pig coronary arteries holds important 
lessons for neointimal response to injury. Simple overstretch 
without stent implantation causes medial fracture and laceration 

with frequent dissections.107 A typical balloon/artery ratio is 1.2/1 
or 1.3/1, which creates enough injury for acceptable neointimal 
thickening without the risk of large dissections. Larger balloon/
artery ratios yield the likelihood of severe dissection with result-
ing thrombosis and occlusion. When stents are implanted, dissec-
tions are usually controlled except at the stent margins. However, 
stent/artery ratios of >1.3/1 often result in chronic vessel injury 
dominated by a high degree of inflammation. This infl ammation 
is undesirable because drug elution cannot overcome such severe 
injury, making assessment of stent/drug efficacy impossible. 
Therefore, for preclinical DES testing a stent/artery ratio of 1.1/1 
is usually employed so as to produce only a minimal to mild 
degree of neointima formation, which in turn makes it possible to 
determine the efficacy of the drug used for coating the stent.

The porcine coronary model suggests a temporal comparabil-
ity for healing after stenting that can be predicted for human 
application. Stent healing occurs approximately six times faster 
in pigs compared to humans.107 This proven time relationship has 
established standardized times for porcine studies (1, 3, 6, and 12 
months). Times points after 1 month are used principally to evalu-
ate safety issues only because few changes occur in the pig model 
beyond this time with the exception of the slow healing process.

Self-expanding stents induce a neointima composed of cells 
migrating from the media. Conversely, balloon overstretch injury 
resulting in complete rupture of the media and exposure of the 
adventitia to blood components can lead to SMC stimulation in 
addition to activation and proliferation of adventitial fi broblasts 
followed by their inward migration and participation in the forma-
tion of neointima. The different SMC markers characteristic of 
these two different pathomechanisms of neointimal formation 
were demonstrated in the established porcine coronary artery 
model.108 The lessons learned from animal restenosis models are 
summarized in Table 40–3.

It is essential to rapidly and effectively screen candidate com-
pounds for DES before large, expensive, and time-consuming 
preclinical trials take place. Moreover, it is necessary to evaluate 

Table 40–3
Lessons learned from animal restenosis models107

1. Arterial injuries are major determinants of neointimal 
thickening; the optimization of stent design should limit arterial 
injury as much as possible

2. Neointimal formation on drug-eluting stents (DESs) develops 
the same as on bare-metal stents

3. Although DESs limit neointimal formation, they may also delay 
or cause incomplete healing to a greater degree than bare-metal 
stents

4. The porcine coronary and rabbit iliac artery models provide 
useful information regarding stent thrombosis risk, and thus can 
be used to measure safety

5. Significant lumen loss in animal models resulting from medial 
cell death, inflammation, and neointimal thickening should be 
taken into consideration when initiating clinical trials

6. Efficacy testing in currently used preclinical models (rabbit, 
porcine) has proven difficult to establish

7. Innovative preclinical model enhancements are required to 
achieve more rapid turnaround time of the results of 
experimental interventions



376 SECTION V  /  MODELS OF BEHAVIOR

safety-related pathological features of the existing antirestenotic 
compounds to properly define the therapeutic window of candi-
date compounds for DES.109 Therefore, it is important that the 
animal model used possesses the underlying atherosclerotic lesion. 
DES may not only affect the formation of in-stent restenosis, but 
could also affect the formation or progression of the underlying 
atherosclerotic stented lesions (stabilization vs. destabilization of 
the stented plaque).

While the porcine coronary stent model appears predictive for 
stent thrombosis and adverse neointimal formation, this model is 
simply too expensive and time consuming to be used for screening 
drugs suitable for DES technology. Furthermore, the lack of arte-
riosclerosis in this native-vessel model is a major limitation to the 
proper evaluation of the efficacy and safety of DES strategies.

Well-established genetically modified murine models appear 
to be helpful for the purpose of accurately screening candidate 
compounds for use on DES. Pires et al. recently described an 
inventive new model using an established transgenic mouse strain 
to screen possible drugs for DES.110 First, a nonconstrictive poly-
ethylene perivascular cuff is surgically placed around the femoral 
artery of diet-driven hypercholesterolemic apoE*-Leiden trans-
genic mice, which results in the development of atherosclerotic-
like lesions in 2 weeks. Then, the first cuff is replaced by a second 
drug-eluting cuff constructed from a poly(ε-caprolactone) polymer 
matrix that is loaded with the drug of interest. This novel mouse 
model enables cost-effective screening of candidate drugs for 
DES and the establishment of dose–response relationships with 
respect to both therapeutic and harmful effects on the vessel wall. 
The candidate drugs with reasonable potential for DES can sub-
sequently be tested in large animal models. Evaluating DES in the 
presence of atherosclerosis results in new insights into restenosis 
and elucidates the effects of DES on atherosclerotic lesions.

CONCLUSIONS Animal models have been used success-
fully to study specific aspects of the restenotic process. These 
arterial models are created to simulate the vascular injury seen in 
humans following revascularization techniques (i.e., balloon 
angioplasty and stenting) with the aim of determining morphology 
and pathogenesis as well as preventive and therapeutic strategies. 
However, none of the described methods for inducing restenosis 
produces a single ideal model.

ENDOVASCULAR ANEURYSM REPAIR
BACKGROUND Among the animal models that have been 

created for studying aneurysm formation and repair, abdominal 
aortic aneurysm (AAA) models have dominated the field. The 
ideal animal model for AAA should possess all of the features of 
the human disease. While the manifestations of AAA may vary 
considerably depending on the stage of the disease, consistent 
features of the dilated segment are medial degeneration and 
adventitial inflammation. There are several small animal models 
(mouse, rat) in which biochemical or genetic perturbations have 
been used to develop AAAs. The interested reader is referred to 
detailed articles on the basic mechanical and clinical implications 
as well as small animal models.111–114

In the past decade, the use of stent grafts has become the 
therapeutic alternative of choice for the endovascular repair of 
AAAs, while minimally invasive transcatheter embolization tech-
niques have become the treatment of choice for endovascular 
treatment of intracerebral aneurysms. Recent developments in 
these two fields of endovascular aneurysm repair have been based 

on extensive experimental studies using a variety of animal 
models. An overview of these models follows.

AORTIC ANEURYSM MODELS One of the most exciting 
developments in interventional imaging guided minimally inva-
sive techniques in recent years is endovascular stent grafts for the 
endoluminal exclusion of aneurysms. Animal testing of endovas-
cular grafts, and of the techniques employed in their deployment, 
is an essential step for the successful clinical application of these 
devices. Such experimental trials require the creation of an aneu-
rysm in an animal model for effective testing. Since 1986, when 
Balko et al.115 reported the first endoluminal exclusion of an 
experimentally created AAA in sheep, several large animal aortic 
aneurysm models have been used for the study of endovascular 
grafts. These have included models of dissecting, saccular, fusi-
form, and acutely rupturing aneurysms. The choice of research 
animal and the choice of aneurysm model to be used for the study 
of endovascular grafts are two of the most important decisions to 
be made by an investigator. Animal models can serve as an ade-
quate test for endovascular prostheses only to the extent that they 
simulate the human condition.

Animals The choice of an experimental animal is especially 
important because of species differences relative to humans. 
Appreciable differences in the coagulation and fibrinolytic systems 
between humans and the experimental animal used to evaluate an 
endovascular prosthesis could significantly bias the interpretation 
of test results. Comparative studies have shown that the clotting 
and fibrinolytic systems of the calf and nonhuman primates are 
more similar to the human than to those of dogs or pigs.116 Inter-
species differences also exist regarding neointimal formation. 
Apart from specific situations (subsequently described), all models 
reported to date have employed normotensive, nonatherosclerotic 
animals.

In 1993, the Ad Hoc Committee of the Joint Councils of the 
Society for Vascular Surgery and the International Society for 
Cardiovascular Surgery, North American chapter, recommended 
that the canine be used for preclinical testing of arterial grafts in 
most instances.117 According to the committee’s report, the dog 
has two characteristics that make it a suitable animal model. 
One is the lack of significant spontaneous endothelialization of 
prosthetic surfaces, which is similar to humans. The other is a 
variable and relatively unpredictable tendency toward hyperco-
agulability, which presents a challenging test of device thrombo-
genicity. Other advantages of the dog include large peripheral 
arteries, ease of handling, and tolerance of prolonged anesthesia. 
However, the availability of dogs is being restricted by animal-
rights activists, and as a result, the cost of using dogs is rising 
sharply. Furthermore, the dog has an extremely potent fi brinolytic 
system.116

Pigs and sheep also have been used for the study of endovas-
cular grafts, although not as frequently as dogs. The arterial mor-
phology of the pig is most similar to humans; they exhibit a 
tendency toward hypercoagulability, and their fibrinolytic system 
is not as active as the canine. When compared with dogs, however, 
they are not as easy to handle, are less tolerant of anesthesia, and 
their arteries are smaller, making it difficult to use large introducer 
systems and prostheses. Sheep, however, are more similar in size 
to the human and their arteries are large enough to accommodate 
larger diameter prostheses (18 mm). In addition, their coagulation 
system is closer to the human than either dogs or pigs. The sheep 
is an easy animal to manage in the laboratory and to use for testing 
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of vascular devices. However, sheep can harbor a rickettsial infec-
tion (Q fever) that is transmissible to humans.

Experimental Models and Techniques Only a few pub-
lished reports have dealt with the evaluation of endovascular 
grafts in animal models of dissecting and acutely rupturing aortic 
aneurysms. The standard technique for the creation of dissection 
aortic aneurysms continues to be the Blanton technique.118 The 
aorta is surgically exposed, cross-clamped, and a 120˚ transverse 
aortotomy incision is performed. An intramural pocket is formed 
by dissecting a free edge of the vessel caudally, and the outer wall 
of the free edge is sutured back to the proximal edge of the aor-
totomy site creating a dissecting aneurysm. Williams et al.119

reported the use of covered stents in a model of acutely rupturing 
thoracic aortic aneurysm. The model was created by puncturing 
the aortic wall with a Colapinto needle and then balloon dilating 
the tract. However, immediate treatment and homologous blood 
transfusions were needed to prevent rapid exsanguination.

To date, endovascular grafts have been studied primarily for 
the purpose of intraluminal exclusion of saccular and fusiform 
aneurysms of the infrarenal abdominal aorta. Since the first pub-
lished studies in the mid-1980s several experimental AAA models 
have been used to test the delivery, biocompatibility, and effi cacy 
of endovascular grafts.

Anterior Patch Model The anterior patch AAA model has 
been one of the most popular animal models for the study of 
endovascular grafts. Saccular AAAs have been created in dogs, 
pigs, and sheep using various patch materials including 
Dacron,115,120 rectus fascia without120,121 and with122 peritoneum, 
jejunum,123,124 iliac vein,125 and double layer peritoneum.126 The 
advantage of using autologous tissue as a patch material is that it 
can progressively enlarge and rupture similar to a human AAA. 
This has been shown to occur with fascial and jejunal patches. 
Although iliac vein patches enlarge, they do not rupture because 
scar tissue forms around the aneurysm. The double layer perito-
neum model created in swine has been shown to have the closest 
behavior to human AAA in regard to gradual expansion and ten-
dency for rupture. Its rupture rates (70% in long and 20% in short 
aneurysms within 2 weeks) are higher than the rate associated 
with rectus fascia with peritoneum (11% in 5 months)122 and with 
iliac vein (0% in 4 ± 2 months),125 much lower than that with 
untreated jejunum (100% within 42 h),123 and comparable to that 
with glutaraldehyde-treated jejunum (66% at 11 days).123

During the creation of the anterior patch aneurysm model, the 
aorta is isolated, the animal is heparinized, the aorta is cross-
clamped below the renal arteries and above the iliac bifurcation, 
and collaterals are temporarily controlled with vessel loops or 
hemoclips that are removed upon the completion of the aortic 
patch suture. A longitudinal aortotomy is created in the anterior 
aspect of the aorta and an elliptical-shaped patch is sutured into 
the incision. No mural thrombus has been reported within fascial 
or iliac vein patch aneurysms and only trace amounts of thrombus 
have been found in Dacron patch aneurysms prior to graft implan-
tation. It is unclear whether this is a limitation of these models 
because the effect that thrombus deposition within an aneurysm 
has on the early healing of the graft is unknown. Aneurysms 
formed by a jejunal patch have been found to contain thrombus 
prior to grafting, but none has been completely thrombosed. 
Approximately 95% of the aortic collateral arteries associated 
with anterior patch AAAs have remained patent prior to graft 
replacement. AAA models without patent lumbar and inferior 

mesenteric arteries are unrealistic. The absence of collateral 
branches prevents the study of their role in maintaining patency 
of the aneurysmal sac after endovascular grafting and the effi cacy 
of any particular device in preventing aneurysm rupture. At 30 
and 60 days after graft placement, approximately 80% of the 
lumbar arteries bridged by the prosthesis have reportedly throm-
bosed. Collateral flow has remained in some instances in which 
blood flow into and out of the excluded aneurysmal sac occurred 
via two separate vessels. Unfortunately, with the anterior patch 
model, lumbar arteries are usually flush with the endovascular 
graft and are more likely to thrombose than if they were more 
separated from the prosthesis, as may be the case in human 
aneurysms.

An “endoleak” AAA model based on a modified anterior patch 
technique was created to yield a large aneurysmal sac after stent-
graft placement for testing of techniques for its percutaneous 
occlusion.127 Infrarenal AAAs were created in dogs by anastomo-
sis of an isolated segment of the inferior vena cava (IVC) to the 
right side of the abdominal aorta in combination with a large 
anterior patch from the external jugular vein. During surgery, the 
aorta and IVC were isolated from the renal arteries to the bifurca-
tion, and both were cross-clamped at these levels. The aorta and 
IVC were opened along their apposing surfaces, anterior to the 
origin of the lumbar arteries and veins. The medial aspects of the 
aorta and IVC were joined over a distance of approximately 3 cm 
in a side-to-side anastomosis. At least one or two lumbar arteries 
and one or two lumbar veins were incorporated into the AAA sac 
formed. The anterior wall of the aorta was then partially resected 
and replaced with a large vein patch. The patch was sewn to the 
aorta and to the anterior aspect of the IVC incision to create the 
anterior aneurysmal pouch. The IVC was then ligated immedi-
ately below and above the level of the side-to-side anastomosis, 
thereby transferring the anastomosed segment of the IVC and its 
lumbar veins to the aorta. One hour later, the animals underwent 
percutaneous implantation of polytetrafluoroethylene-covered Z 
stent endografts with three 3-mm-diameter holes through the 
fabric. Immediately after endograft placement, all nine animals 
had artificial type III endoleaks with angiographic filling of lumbar 
arteries and veins. One aneurysm ruptured at 1 week. Of the 
remaining eight endografts, six remained patent for 1 week (n =
1), 1 month (n = 1), 2 months (n = 2), 3 months (n = 1), and 6 
months (n = 1), and two were occluded at 3 and 6 months, respec-
tively. The aneurysm sac had enlarged by approximately 50% in 
seven animals during the follow-up period. The model proved to 
be technically feasible, but was not found to be reliable for chronic 
evaluation because of rapid progressive thrombosis in most aneu-
rysm sacs and occasional complete thrombosis of the AAA and 
endograft. The model was later modified by Hiraki et al. to elimi-
nate the use of the jugular vein patch and thereby shorten the 
aortic clamping time to about 30 min.128

Mural-Stripping Model Economou et al.129 described a 
method for creating saccular aortic aneurysms in dogs that 
involved removal of the adventitia and the outer 60–70% of the 
media, while leaving the remaining media, internal elastic mem-
brane, and subendothelial layer intact. After dissection of the 
adventitia, the media was cut through in layers with gentle strokes 
of the scalpel. By not occluding the aorta during dissection, the 
pressure within the vessel produced a bulge at the dissected area, 
which acted as a guide to the depth of cutting necessary. Once the 
desired depth of the cut was achieved, the media was peeled along 
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a cleavage plane at the depth of the dissection. An ellipse of media 
was then cut away. Optimal aneurysm formation occurred when 
approximately 70% of the media had been excised. A lesser dis-
section failed to produce an aneurysm, whereas removal of more 
than 70% of the media resulted in acute rupture of the resultant 
aneurysm. All aneurysms persisted for up to 13 weeks and no 
evidence of spontaneous repair was noted microscopically. More-
over, production of hypertension before and after aneurysm cre-
ation did not result in larger aneurysms at the time of death. This 
method was used by Mirich et al.130 to create AAAs in dogs for 
the evaluation of an aortic stent graft. Although cross-clamping 
of the aorta and its side branches was not required, surgical strip-
ping of the adventitia and the media was slow, uncertain, and 
diffi cult to perform. Furthermore, no definite aneurysm was iden-
tifi ed in any dog 2 weeks after surgery and angioplasty was 
required to achieve mild aortic dilation. The mean aortic diame-
ters after the procedures increased by only an average of 46% 
(range, 36–58%).

Interposition Graft Model Parodi et al.131 described a fusi-
form AAA model for the study of endovascular grafts that involved 
replacement of a portion of infrarenal aorta with a large crimped 
artifi cial graft. To date, this model has been created in dogs, pigs, 
and sheep with interposition grafts to mimic an aneurysm made 
from crimped woven Dacron,131–135 biomedical grade elastomeric 
polyurethane,133 and segments of glutaraldehyde-treated bovine 
internal jugular vein.136

After isolation of the aorta, the animal is heparinized, the 
aorta is cross-clamped below the renal arteries and above the 
bifurcation, and collaterals are ligated and divided. A segment of 
infrarenal aorta 2–6 cm in length is excised. The artificial aneu-
rysm is anastomosed end to end with the aorta as an interposition 
graft.

All aneurysms created with an artificial conduit have remained 
patent prior to endovascular graft placement. A decrease in aneu-
rysmal diameter has been reported, but it has been difficult to 
determine if this decrease was associated with the formation of 
mural thrombi or with fibrosis and shrinkage of the graft material. 
In some studies, nonsignificant mural thrombus formation was 
noted in the aneurysmal sac by the time of endovascular graft 
placement. A moderate to severe fibrous reaction was present 
around the artificial aneurysm in all animals.

All aneurysms created with glutaraldehyde-treated bovine 
internal jugular vein were immediately pulsatile and remained so 
until endovascular exclusion.136 No significant change in maximum 
aneurysm diameter was reported, although 1 of 12 aneurysms 
ruptured. High-flow jets at the proximal and distal anastomoses 
with turbulent flow in the sac itself were noted prior to stent place-
ment. This was due to fibrointimal hyperplasia at the anastomoses. 
No mural thrombus developed in the sac prior to stent placement, 
and in all cases the sac wall demonstrated a florid infl ammatory 
reaction with foreign body giant cells.

The interposition graft AAA model is useful for the evaluation 
of delivery systems and of graft deployment techniques; advan-
tages of this model include an aneurysmal size and confi guration 
that more closely resemble human AAAs. However, it is not 
appropriate for studying either the role of the biological aneurys-
mal wall in the healing process around the prosthetic bypass or 
the effects of the patent aortic side branches. Furthermore, scar-
ring of the prosthetic aortic system occurs, which is an experi-
mental variable not likely to be present in human AAA.

Elastase Model Martin et al.137 reported the creation of AAA 
in dogs by temporary exposure to the elastolytic action of pancre-
atic elastase. Segments of the abdominal aorta measuring 3 cm in 
length were exposed to 0.1% trypsin or 0.1% elastase for a period 
of 90 min while blood flow was arrested. All animals underwent 
thyroidectomy and were given an HFHC diet with a large dose of 
vitamin D. None of the dogs exposed to trypsin developed aneu-
rysms, whereas 50% of the dogs exposed to elastase developed 
aneurysms of the exposed aortic segment 2 months after the pro-
cedure. The elastin content of the aorta in the exposed area aver-
aged 51% of that in the unexposed area. The technique, however, 
proved to be inconsistent, and when successful resulted in the 
formation of small aneurysms.

Boudghène et al.138 reported the use of elastase to create an 
AAA model in dogs for evaluation of endovascular grafting. All 
infrarenal lumbar arteries, except for one lumbar branch at the 
caudal end of the aortic segment, were ligated. After hepariniza-
tion, a 4-cm length of infrarenal aorta was isolated between two 
clamps. This isolated segment was catheterized via the preserved 
lumbar artery, which was then tied to the catheter. The blood was 
removed from the isolated segment and the segment was fl ushed 
several times with saline. A solution of porcine type I elastase 
was then infused at a rate of 60 ml/h for 40 min. The dose of 
elastase was found to be critical. When low doses of elastase 
(<2000 U) were used, no aneurysm formation occurred, and when 
high doses of elastase (>3000 U) were used, the aneurysms rup-
tured within 24–72 h. All animals treated with 2800 U of elastase 
developed a 4-cm-long aneurysm of the infrarenal aorta. Aneu-
rysmal diameter was approximately twice the size of the normal 
aorta and aortic wall thickness decreased by an average of 50%. 
Parietal thrombus was present in three of eight animals. Histologi-
cal examination showed intense inflammation around the induced 
aneurysm. In addition, the elastic laminae were frayed and broken 
in all sections and had totally disappeared in some areas. These 
lesions were not uniform throughout the length or circumference 
of the perfused segment and are similar to acquired aneurysms in 
patients that result from the progressive degeneration of the arte-
rial wall with diffuse loss of elastic tissue. Ligation of the lumbar 
arteries is a technical disadvantage in the assessment of their role 
in maintaining AAA patency after grafting and in the evaluation 
of the efficacy of the graft in preventing aneurysm rupture.

Transluminally Created Model Hallisey139 reported the 
fi rst transluminal creation of a fusiform AAA in dogs. After sys-
temic heparinization, a Palmaz stent was deployed in the infrare-
nal aorta. The stent and aorta were then dilated to twice the 
diameter of the normal aorta with an appropriately sized angio-
plasty balloon. The animals were maintained on oral aspirin daily 
for the entire 30-day follow-up period. All lumbar arteries 
remained patent and the AAAs remained unchanged. No gross 
evidence of rupture or retroperitoneal hematoma was noted in any 
of the dogs. A less than 1-cm-long nonstented but dilated segment 
was seen at either end of the aneurysm. The normal mural archi-
tecture was present, although hidden by stent compression. Some 
degeneration of the smooth muscle and replacement by fi brous 
connective tissue were seen. The luminal surface of the AAA was 
smooth and there was no significant inflammation around the stent 
wires, even when they entered the tunica media of the aortic 
wall.

This AAA model is easily created transluminally without the 
need for retroperitoneal dissection or major surgery. The aneu-
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rysms are short in length, with a normal neck of abdominal aorta 
above and below. Lumbar arteries and the lumen of the aneurysm 
remain patent. However, the model lacks true elastin breakdown, 
infl ammatory cell reaction, and arterial wall degradation, all of 
which are found in human AAAs. The Palmaz stent also prevents 
any reduction in the size of the aneurysmal sac that might occur 
after endovascular graft placement.

The model originally described by Hallisey was modified by 
Schoder et al. who created an infrarenal AAA sheep model.140

First, the aorta was overdilated with a transluminally placed 
Palmaz stent similar to the Hallisey model. Then an approxi-
mately 20% undersized endograft suspended between two stent-
graft adapters was used to bridge the aneurysm in such a manner 
that two pairs of lumbar arteries remained patent within the resid-
ual aneurysm sac. The stent-graft adapters were large-vessel 
occluders consisting of a 20-mm-square stent with four barbs and 
a small intestinal submucosa (SIS) cover with a 6-mm-long central 
slit. The specific goal of this modification was to percutaneously 
create an AAA model that duplicates the anatomic and physio-
logical events associated with endoleaks after endografting.

CEREBRAL ANEURYSM MODELS The selection of an 
experimental in vivo cerebral aneurysm model (CAM) for evalu-
ation of medical devices for repair requires two critical decisions: 
the first is the selection of the specific animal species and the 
second is the methodology of CAM creation. For example, device 
safety is tested in a swine model due to its hypercoagulative and 
hyperproliferative nature. However, the efficacy of the bioimplant 
is difficult to assess in pigs since aneurysms in these animals 
readily thrombose. In contrast, a device successful for aneurysm 
treatment in humans will more likely be effective following evalu-
ation in canine models because of the dogs’ strong fi brolytic 
profi le. High patency rates in canine sidewall CAMs have been 
demonstrated by angiography in excess of 6 months.141 Thus, the 
selection criteria of an experimental in vivo CAM are strongly 
dependent upon the study objective.

Experimental Models and Techniques Numerous experi-
mental in vivo CAMs have been reported in the literature, and the 
methods of creation may be divided into the categories of mechani-
cal vessel wall trauma, chemical injury, enzymatic elastolysis, 
surgical anastomosis of a venous pouch, and the combination of 
induced renal hypertension, unilateral carotid ligation, and lathy-
rism. In the latter model, high hemodynamic stress and the admin-
istration of neurotoxic amino acids leading to angiolathyrism 
create an environment for the eventual formation of aneurysms. 
This model produced in nonhuman primates is the most represen-
tative model of the pathogenesis of human cerebral aneurysms; 
however, unpredictable aneurysm formation, high cost, and the 
length of time for aneurysmal dilations make this model unat-
tractive.142 This model may be reliably produced in rats or mice, 
but the small size of the vessels makes evaluation of endovascular 
repair impractical.143–145 Only enzymatic digestion and surgical 
venous pouch construction have been shown to reliably produce 
practical CAMs.

One of the oldest and most frequently reported ways to create 
a CAM involves an arteriotomy with a vein segment sutured to 
the margins of the incision.146 Many variations of this technique 
have been employed in multiple animal species including the 
rabbit, canine, swine, and rat. Furthermore, a myriad of confi gura-
tions of both the venous pouch anastomosis as well as the parent 
artery have evolved to produce a variety of aneurysm types 

including fusiform, saccular sidewall, bifurcation, and terminal 
bifurcation geometries. Stehbens was the first to describe a bifur-
cation venous pouch CAM made in the rabbit at aortic bifurca-
tion.147 Strother et al. developed a method of constructing a 
bifurcation CAM by performing an end-to-side anastomosis of the 
left common carotid artery (CCA) to the right CCA and subse-
quently suturing a vein segment to the apex of this juncture.148

One key advantage of the lateral wall configuration of the venous 
pouch model is the ability to create similar CAMs bilaterally in 
the same animal allowing for the evaluation of the safety profi le 
of a repair device compared with a control device in the contra-
lateral CCA. However, the lateral wall model does not produce 
realistic intraaneurysmal flow characteristics, which may be simu-
lated with the more complex bifurcation models.

Although the surgical techniques used to create the bifurcation 
models allow excellent manipulation of the aneurysm-parent 
vessel geometry and the ability to create various aneurysm types 
in many different animal species allowing precise control of 
the local hemodynamics,148,149 the venous pouch CAMs are not 
histologically similar to the human aneurysms that they are 
intended to represent.150,151 One striking dissimilarity is the average 
aneurysmal wall thickness, which was found to be more than 
four times greater in the venous pouch CAM model compared 
with human aneurysms.150 Moreover, the attenuation or absence 
of the tunica media and the internal elastic lamina at the dome 
of the human aneurysm is not reproduced in the experimental 
CAM, which might explain the infrequent rupture of venous 
pouch CAMs (other than acutely at the suture line of the neck). 
Within 2 h of creation, the experimental CAM is extensively 
infi ltrated by inflammatory leukocytes. Rapid, spontaneous, 
and progressive fibromuscular neointimal proliferation occurs 
shortly after the venous pouch is sutured to the arterial segment 
and has been shown to continue for as long as 2 years.152 It 
has been postulated that the disruption of the endothelium by 
suturing a venous patch to the margins of an arteriotomy causes 
the release of platelet-derived growth factor, which leads to 
fi brotic scarring.153,154 The presence of fibrotic scarring in the 
model, which is frequently absent in human aneurysms, could 
complicate treatment efficacy studies154 if they are not conducted 
over sufficient time, since mural thickening occurs over several 
months.

More recently, a method of experimental CAM construction 
has been proposed wherein the wall of the aneurysm is arterial 
and not venous.153,154,155–158 The fundamental concept of the tech-
nique is to create an arterial “stump” in the CCA of the rabbit 
either by surgical ligation or by the use of an endovascular balloon, 
and then to incubate within the stump pancreatic elastase for a 
period between 10 and 45 min. This technique has been employed 
to create CAMs that resemble human cerebral aneurysms for 
testing of endovascular treatment modalities.141,156

The elastase-induced rabbit CAM has been extensively studied 
over the past decade, and the results indicate that this model offers 
certain advantages over the experimental vein pouch CAM. The 
technique is simple, the model has been shown to remain patent 
for more than 1 year, and depending on the artery used to con-
struct the CAM, both lateral aneurysms located on the outside 
aspect of a curved parent vessel and bifurcation-type aneurysms 
may be induced that mimic the geometry typical of human intra-
cranial aneurysms. Furthermore, the elastase CAM is histologi-
cally representative of human cerebral aneurysms, with a similar 
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wall thickness, attenuation or absence of the internal elastic lamina 
beyond the neck, the absence of intramural inflammation, and 
only a moderate presence of cellular elements within the aneurys-
mal sac.150 The migration of fibroblasts and cellular elements into 
the sac of the venous pouch CAM due to the disruption of the 
basement membrane by the surgical wound is avoided by the 
elastase technique. Thus, it has been proposed that the elastase-
induced CAM shares more common morphological and histologi-
cal characteristics with human cerebral aneurysms than the vein 
pouch model.150 However, control of the angioarchitecture of the 
elastase CAM is not reliable, as it has been discovered that hemo-
dynamic factors determine the final dimensions of the CAM.159

Another point to keep in mind is that if this model is created in 
the CCA, the proximity of the model to the thorax creates vascular 
motion due to respiration. This motion can potentially affect the 
evaluation of treatment strategies since it is not present within the 
intracranial vessels.

CONCLUSIONS In conclusion, judicious selection of an 
aortic or cerebral aneurysm animal model allows specific scien-
tifi c hypotheses to be addressed. Therefore, the choice of the 
animal species and the technique employed to create the aneurysm 
must be based on the desired characteristics of the model that are 
compatible with the objectives of the experiment.
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41 Transgenic Mouse Models of HIV-1/AIDS 
and Cardiac Performance
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ABSTRACT
Cardiomyopathy (CM) associated with HIV/AIDS is impor-

tant clinically and increasingly may impact the epidemic of AIDS 
as survival with HIV/AIDS increases due to effective antiretrovi-
ral therapies. Animal models offer sophisticated in vivo biological 
systems to recapitulate many direct and indirect effects of HIV-1 
infection or the effects of therapeutics on the host. Few small 
animal models are available to investigate cardiovascular param-
eters associated with HIV/AIDS or highly active antiretroviral 
therapy (HAART). Unlike nonhuman primates, murine models of 
AIDS offer a safe, cost-effective approach to evaluate cardiac 
structure and function in AIDS CM. Experimentally, the mouse 
serves as perhaps the foremost laboratory mammal for genetic and 
immunological research. Several models utilize the well-
established approach of transgenesis for general expression or 
specifi c, cardiac-targeted expression of viral genes. Gene target-
ing to generate gain or loss of function mutations in the mouse 
has yielded remarkable advances in understanding the roles played 
by specific gene products. This chapter focuses on mechanisms 
of CM in AIDS through the use of transgenic murine (TG) models 
as an important biological tool to study the impact of HIV-1, its 
gene products, and antiretroviral therapy on the pathophysiology 
of CM.

Key Words: Transgenic mouse, HIV/AIDS, Cardiomyopa-
thy, Antiretrovirals, Mitochondria.

INTRODUCTION
Few small animal models are available to investigate cardio-

vascular parameters associated with HIV/AIDS. Animal models 
ideally completely recapitulate HIV-1 infection, its systemic or 
cardiovascular effects, or the effects of therapeutics. The use 
of nonhuman primates, for example, offers a model that closely 
refl ects many virological and immunological effects of human 
HIV-1 but with limited availability, high cost, and intrinsic com-
plexity that make cardiac studies in this model more diffi cult.1,2

Murine models of AIDS, on the other hand, offer a safe, cost-
effective approach to the evaluation of cardiac structure and func-
tion in AIDS cardiomyopathy (CM), particularly if they capture 
features of the disease and/or its therapy. Therefore, this chapter 

focuses on mechanisms of CM in AIDS through the use of rodent 
and transgenic murine (TG) models.

NUCLEOSIDE REVERSE TRANSCRIPTASE 
INHIBITOR–HIGHLY ACTIVE ANTIRETROVIRAL 
THERAPY TOXICITY AND SMALL 
RODENT MODEL

Nucleoside analog reverse transcriptase inhibitors (NRTI) 
are a class of antiretrovirals commonly used as part of the com-
bination known as highly active antiretroviral therapy (HAART). 
Compelling experimental and clinical evidence suggests that 
combined HAART is a formidable way to combat HIV-1 infec-
tion and to treat AIDS.3,4 Despite the benefits of HAART, adverse 
effects associated with antiretroviral therapies include clinical 
symptoms such as myopathy, CM, polyneuropathy, lactic acido-
sis, steatosis, pancreatitis, and lipodystrophy.5–9 The central patho-
genetic mechanism in these complications is hypothesized to 
relate to mitochondrial dysfunction with morphologically damaged 
mitochondria, decreased mitochondrial DNA (mtDNA), and 
depletion of mitochondrial-encoded enzymes.6,10,11 Of note, these 
are all findings in clinical mitochondrial genetic diseases.12,13

A supply of nucleotides and balanced nucleotide pools is 
required for mtDNA replication.14–27 Even in postmitotic cells, 
mtDNA replication is continuous.28 Phosphorylated nucleotides 
within mitochondria comprise a distinct pool.28,29 The clinical 
impact of NRTI therapy on this pool is largely unknown, despite 
extensive therapeutic use of NRTIs. Some NRTIs exhibit cardiac 
toxicity, and may be etiologically linked to AIDS CM, the latter 
of which is a focus of our laboratory studies. Our group has identi-
fi ed deleterious cardiac effects from NRTIs (including zidovu-
dine, fialuridine, stavudine, and others; see Table 41–1), which 
cause cardiac mitochondrial dysfunction and related effects in 
other tissues.10,11,20,30–35

Because we focus sharply on NRTI toxicity in the heart, an 
overview of mechanisms of NRTI toxicity is presented here. A 
number of mechanisms may underlie NRTI mitochondrial toxic-
ity. mtDNA polymerase-gamma (pol-γ), for example, is the 
eukaryotic mtDNA replication enzyme and is thought to play a 
key role in NRTI MT.36 “The DNA pol-γ hypothesis” was pro-
posed over a decade ago.5 It postulates that inhibition of pol-γ
leads to the depletion of mtDNA and thereby causes mitochon-
drial dysfunction. Specifically, possible mechanisms of mitochon-
drial toxicity include direct inhibition of mtDNA pol-γ without 
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NRTI incorporation, chain termination by incorporation of NRTI 
triphosphate into mtDNA by DNA pol-γ, persistence of incorpo-
rated analogs in mtDNA because of inefficient excision by DNA 
pol-γ and resultant defective template mtDNA, or a combination 
of these mechanisms.30

Additionally, the hypothesis addresses the impact of NRTIs on 
pools of native nucleotides in mitochondria. With respect to intra-
mitochondrial nucleotide pools, four potential pathways exist 
from which phosphorylated nucleotides arise within mitochon-
dria. First, phosphorylated nucleotides could be synthesized in 
the cytosol and taken up by specific transport systems.37 Second, 
cytosolic phosphorylated nucleotides could be dephosphorylated 
and then the corresponding deoxyribonucleoside diphosphates 
(dNDPs) taken up by the deoxynucleotide transporter (DNC)38

and converted to triphosphorylated nucleotides intramitochondri-
ally. Third, ribonucleoside diphosphates could be imported by 
DNC, then reduced within the mitochondrion by mitochon-
drial ribonucleotide reductase,39 but evidence to support the latter 
moiety is sketchy. Last, mitochondria could directly import 
deoxyribonucleosides using the equilibrative nucleoside trans-
porter (ENT1),40–43 although evidence is emerging for species-
related differences.44

USE OF SPECIFIC MARKERS IN GENETICALLY 
MANIPULATED MOUSE

Experimentally, the mouse serves as perhaps the foremost 
laboratory mammal for genetic and immunological research.45,46

Biochemical screening of genetically manipulated mice offers the 
distinct advantage of a scientifically panoramic, integrative view 
of the general health of the living, genetically manipulated mouse 
while focusing on a parametric evaluation of cardiovascular dys-
function. The approach offers the advantages of broad screening 
for a variety of analytes, both murine general health and disease 
(cardiac)-related screening. Analogous screenings are routinely 
performed for human patients for the presence of health and 
disease, and serve as important tools for the presence of cardio-
vascular diseases, their prognosis, and efficacy of therapy. It 
follows that use of mouse models to elucidate mechanisms of 
AIDS CM in humans includes such screening methods and data 
analysis of markers in mice. These screening tests offer the inves-
tigator an opportunity to explore pathophysiological events in the 
cardiovascular system while maintaining its integrity in vivo in a 
mammalian system. Rapid nonlethal analyses are performed 
while simultaneous examination of the general well being of the 
genetically manipulated mouse is monitored. It should be under-
stood that such analyses would likely not fall under routine moni-

toring procedures and animal care, and specialized breeding, 
husbandry, and care of the mice are required.

With respect to heart failure studies, one clinically relevant 
approach is to evaluate the presence of heart failure through 
the screening of plasma or serum analyses and immunoassay. This 
approach offers the advantage of defining illness early in the 
genetically manipulated mouse where sequential blood samples 
may be obtained. Cytokines, in particular, can be measured. Cir-
culating or locally acting cytokines including endothelin (ET-1) 
and tumor necrosis factor-α (TNF-α) play key roles in cardiac 
dysfunction, cardiomyopathy, myocarditis, and other cardiovas-
cular diseases.47–50 TNF-α, interleukin (IL)-1β, and interferon 
(IFN)-γ can lead to increased levels of inducible nitric oxide syn-
theses (iNOS), increased nitric oxide (NO) synthesis, and myocyte 
death.51

Cytokines do not cause myocyte dysfunction or necrosis 
directly. However, cytokines may alter myocyte function, through 
the β1-adrenoceptor-G-protein-adenylyl cyclase axis.52–54 From in
vitro studies, long-term treatment of cardiomyocytes with immune 
cell supernatants containing IL-1 and TNF-α reduced contractility 
and cyclic adenosine monophosphate (cAMP) accumulation by 
inhibition of β-adrenergic responsiveness.55 Furthermore, TNF-α
depressant effects on cardiomyocytes have been demonstrated in 
culture and lead to left ventricle (LV) dysfunction in vivo.56,57

Plasma ET-1 concentrations are increased in patients with 
cardiac heart failure (CHF)58–60 and suggest poor prognosis in 
patients with New York Heart Association (NYHA) class III or 
IV CHF. ET receptors are expressed on several cell types in the 
myocardium, including myocytes, fibroblasts, and endothelial 
cells. Stimulation with the ET-1 ligand, endothelin, stimulates 
myocyte hypertrophy61,62 and impacts the synthesis and degrada-
tion of the extracellular matrix.63

The progressive nature of cardiac dysfunction encompasses a 
complex of molecular and cellular events termed “remodeling” 
that leads to changes in the structure, function, and phenotype of 
myocardium.64 These changes include hypertrophy and death of 
myocytes, regression to a molecular phenotype characterized by 
the expression of fetal genes and proteins, and alterations in the 
quantity and composition of the extracellular matrix. NF-κB sub-
stantially increases the progression of cardiac remodeling.65 LV 
expression of atrial natriuretic factor (ANF), a fetal gene product, 
is a marker of LV hypertrophy (LVH) and cardiac dysfunction.66

Thus, ANF serum and/or plasma levels offer affective markers for 
consideration. ANF is a 28-amino-acid peptide that is normally 
synthesized in the atria and to a lesser extent in the ventricles and 
is released into the circulation during atrial distention.67 In patients 
with CHF, plasma ANF concentrations rise as atrial pressure 
increase. Increased secretion of atrial natriuretic peptide in early 
CHF may attenuate or delay systemic and renal arterial vasocon-
striction, venoconstriction with increased cardiac preload, and 
renal sodium retention. In animals with CHF, administration 
of antibodies to ANF peptide or antagonists to ANF receptors 
decreases renal blood flow; increases right atrial pressure, plasma 
rennin activity, and sodium retention; and worsens diastolic dys-
function by impairing myocardial relaxation.68

Plasma ANF and brain natriuretic peptide (BNP) levels increase 
in patients with heart failure with progression of clinical symp-
toms.69,70 Therefore, monitoring plasma BNP may be useful as a 
noninvasive biomarker for identifying possible cardiac dysfunc-
tion. Echocardiography (ECHO) is a noninvasive, highly accurate 

Table 41–1
Nucleoside Reverse Transcriptase Inhibitors with 

mitochondrial toxicity

Zidovudine (AZT)14,15

Tenofovir (TDF)16,17

Zalcitabine (ddC)18

Fialuridine (FIAU)19–21

Stavudine (d4T)22,23

Lodenosine (FddA)24

Adefovir (Adf)26,27
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and quick assessment of the overall health of the heart through 
generation of a two-dimensional ultrasound image of the heart, 
providing a quick assessment of the heart valves and degree of 
heart muscle contraction. Together with echocardiography, the 
routine assay of plasma BNP offers important markers to monitor 
cardiac function in mouse models.

Increased local and circulating concentrations of norepineph-
rine (NE) may also contribute to myocyte hypertrophy, but are 
diffi cult to measure in the mouse. Their action can occur directly 
through stimulation of α1- and β-adrenergic receptors or second-
arily by activating renin–angiotensin–aldosterone.71,72 NE’s toxic-
ity to myocardial cells is mediated through calcium overload 
and/or the induction of apoptosis.48 Blocking β-adrenergic recep-
tors can prevent NE-induced myocyte death. Patients with plasma 
NE concentrations >800 pg/ml (4.7 nmol/liter) have a 1 year sur-
vival rate of less than 40%. Thus, a simple method of screening 
of plasma NE levels may be effective for identification of CHF 
in mice, but has not been widely used.

As mentioned, renin–angiotensin–aldosterone system activity 
is also increased in CHF. Together with plasma NE and ANF, 
measurement of plasma renin activity provides a prognostic index 
in patients.73 If such measurements were possible in microvolume 
samples, this could prove a useful screen of cardiovascular disease 
in mice.

TRANSGENIC MURINE STRATEGIES
GENERAL EXPRESSION TGs are well-established, effi cient 

models of living systems that are useful to evaluate viral gene 
function and pathogenesis in AIDS and other viral illnesses.74–76

Transgenesis, particularly in the models with HIV, is predicated 
on the cellular incorporation of viral sequences into genetic mate-
rial. This technique eliminates possible problems associated with 
viral administration since the viral sequences are contained within 
every target cell. The extensive use of TG in cardiovascular 
research and HIV/AIDS is established.46,77 The power of transgen-
esis provides a unique experimental system to dissect complex 
aspects of AIDS CM.

For the purposes of studying HIV-1 effects in the heart, the 
challenge has been to develop a TG harboring a defective provirus 
that results in expression in the heart. An early model developed 
by Iwakura et al.,78 while expressed primarily in the eye, had no 
viral mRNA detected in the heart, kidney, liver, or bone marrow. 
Alternatively, a hemizygous NL4-3∆ gag/pol TG mouse, which 
contains an internal deletion that eliminates most of the gag/pol 
coding sequence, was developed,79 which has become an impor-
tant generalized model of AIDS that can be used to evaluate CM 
in AIDS. No founder mice carrying the transgene developed 
disease during their life span. Three founders (Tg22, Tg25, and 
Tg26) produced progeny that developed renal disease, and one 
founder (Tg26) developed myopathy/myositis.80 Variable tissue 
distribution and level of viral transgene expression occurred 
among the three lines. Three mRNA species were detected (full-
length, single and double spliced messages, respectively) with 
widespread expression but varied tissue distribution (high levels 
in skin and muscle, followed by moderate levels in thymus, gas-
trointestinal tract, kidney, eye, brain and spleen, but low levels in 
heart). More importantly, NL4-3∆ gag/pol TG demonstrate key 
features of HIV/AIDS including AIDS nephropathy, wasting, and 
skin diseases that phenotypically resemble clinical counterparts 
in AIDS. Specific viral protein expression patterns, as determined 

by immunoblotting, were tissue specific. Altered Rev functions in 
different tissues may explain the apparent disparate protein 
expression patterns.

GENE-SPECIFIC EXPRESSION TGs expressing HIV Tat 
have also been generated.81,82 In this model, a single gene from 
HIV (Tat) is driven by the viral long terminal repeat (LTR) and 
by the β-actin promoter. Tat TG mice develop hepatocellular 
carcinomas, endothelial proliferation, and skin lesions that resem-
ble Kaposi’s sarcoma.83–85 Some Tat TG lines appear to potentiate 
zidovudine (AZT)-induced toxicity and oxidative damage.86

Other Tat-TG murine models have demonstrated a molecular 
mechanism of reduced glutathione levels and induction of 
B-lymphomas.87,88

Another replication-defective HIV-1 TG created by Gilbert 
Jay is based on a construct with a gag/pol/env deletion. Viral 
mRNA expression occurred in all tissues with a perivascular 
infl ammation as a prominent phenotypic feature.77 These TGs had 
minimal cardiac physiological changes, compared to NL4-3∆
gag/pol TG, which have striking defects in contractility and 
relaxation.33

Lastly, a series of HIV-1 TG lines was generated by Paul 
Jolicoeur’s group that expresses coding sequences of HIV-1 
regulated by the CD4 gene.89–92 Thus, expression of HIV-1 genes 
occurs in the same subset of immune cells that is infected by 
HIV-1 (CD4+CD8+ immature thymic T cells, circulating CD4+CD8-

T cells, and CD4+ monocytes/macrophages). Interestingly, these 
TG mice spontaneously develop severe cardiac infl ammatory 
lesions. Thus, this TG line may constitute an animal model of 
infl ammatory cardiomyopathy, a subset of the clinically relevant 
heart diseases found in human AIDS.

CARDIAC-SPECIFIC TARGETING OF INDIVIDUAL 
GENES Targeting transgenic expression exclusively to a spe-
cifi c tissue target is a more focused, organ-relevant approach. 
Although plausible, a complete infectious HIV-1 genome is tech-
nically possible, but problematic. Such a system employing an 
intact human provirus in rodents would warrant serious concerns 
for laboratory safety. Mice expressing intact HIV-1 may consti-
tute animal reservoirs for virus and potentially be infectious to 
humans.93

The fundamental approach taken to develop TG CM models 
is based on the fact that a specific protein relates to cardiac func-
tion and dysfunction.94 Modifi cation of the cardiac protein reper-
toire in a defined manner through stable transgenesis facilitates 
expression of engineered proteins in the heart. The most widely 
used and successful promoter candidate for these purposes is the 
α-myosin heavy chain promoter (α-MyHC), although it is not 
the only approach available. This promoter meets the criteria of 
the key features desired, including a high degree of cardiac speci-
fi city, high levels of expression in adult atria and ventricles, the 
presence of sequences necessary for copy-number dependent and 
position-independent expression, and homogeneous expression 
across the cardiac myocyte population. Then, cardiac contractility 
and structure can be examined exclusively.94 We have utilized 
Robbins’ approach95 to achieve cardiac targeted transgenesis. In 
principle, key features included selection of an ideal promoter for 
cardiac expression that (1) would elicit a high level of cardiac-
specifi c gene expression at appropriate times of development with 
a minimum of position-sensitive effects of chromosomal context 
and (2) would be copy number dependent and (3) position 
independent.
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Applying this TG approach, we targeted selected HIV-1 trans-
genes to cardiac ventricular myocytes in mice. Targeting single-
gene TG with cardiac myocyte-specific expression of individual 
HIV-1 genes has proven to be a unique and powerful model 
system to define structural and functional effects of HIV-1 gene 
products on cardiac performance and myocyte structure. Granted 
the disadvantages of the single-gene-targeted transgenesis may be 
that the interaction of multiple viral proteins may be required to 
induce the observed clinical pathological or physiological (phe-
notypic) changes. Moreover, isolation of a gene from its genomic 
context may alter or eliminate critical cis-acting control elements 
required for effective, native gene expression.

Despite some potential limitations of single-gene-targeted 
transgenesis, we successfully generated several TG lines express-
ing HIV-1 gene products using this cardiac-targeted approach (see 
Table 41–2). TG AIDS lines that express HIV-1 Tat in ventricular 
cardiac myocytes with different levels of Tat expression were 
created. Progeny of founders demonstrate exclusive expression of 
HIV-1 Tat mRNA in cardiac myocytes. Hemizygotes demonst-
rate left ventricle hypertrophy pathologically, and ultrastructural 
defects in mitochondrial cristae with enlarged, abnormal mito-
chondria.96 Six TG lines targeting HIV-1 viral protein R (Vpr) to 
cardiomyocytes have been developed; each develops congestive 
heart failure (∼8 weeks of age), abnormal cardiomyocyte nuclei, 
and mitoses.97 In addition, Vpr TGs have induced four-chamber 
dilation, defective contraction, and atrial masses. We developed 
TG lines each expressing HIV-1 Nef exclusively targeted in ven-
tricular cardiac myocytes. Phenotypic analysis of mice up to 12 
months of age reveals no gross pathological changes in hemizy-
gous Nef TG.98–106

ORGANELLE-SPECIFIC TARGETING As mentioned above, 
because our focus in AIDS has been to examine the effects of 
antiretroviral agents on mtDNA replication, other models of mito-
chondrial biogenesis may be important tools. A number of other 
transgenic and knockout mouse models have been examined to 
delineate the role of specific, related signaling pathways on cardiac 
performance and CM.107 Sah et al.108 generated transgenic mice 
in which constitutively activated RhoA or wild-type (WT) RhoA 
were expressed in a cardiac-specific manner through the α-MHC
promoter to determine the role of Rho family GTPases on cardiac 
performance. Results demonstrated evidence of heart failure 
seen in RhoA transgenics, with severe edema, ventricular chamber 
dilation, increased cardiac fibrosis, atrial enlargement, and 
decreased fractional shortening. Unlike Rho, Rac1 proved 
to be more challenging by use of conventional gene targeting 
approaches as deletion results in embryonic lethality.109 Instead, 
genetic manipulation of Rac1 to study the consequences of 

increased myocardial Rac1 activity was accomplished by cardiac-
specifi c transgenesis with an unusual dichotomy: (1) rapid-onset, 
high-level postnatal expression that led to lethal dilated CM or (2) 
slow-onset postnatal expression leading to transient hypertrophy 
in juvenile mice that resolved with age.110

Transgenic mice have also been created to investigate the 
role of cardiac regulatory proteins, protein kinase C (PKC) and 
troponin I (cTNI).111 Pioneering work in the laboratory of Chris 
Vlahos112 has shown that PKC is upregulated in the human heart 
in end-stage failure. To demonstrate causality of PKC in heart 
failure, transgenic mice have been created in which the PKC 
isoform is overexpressed in the heart, often in a constitutively 
active form.113–116 Collectively, studies with these TG show that 
chronic PKC overexpression can lead to features of cardiac failure 
including hypertrophy, reexpression of fetal genes, wall thinning, 
and left ventricular dysfunction.

Mouse transgenic models also may alter expression of genes 
involved in cardiac uptake and metabolism of either lipid or 
carbohydrate.117 Disruption of the insulin-sensitive GLUT4, for 
example, by various transgenic techniques results in cardiac 
hypertrophy.118,119 Studies by Yang et al. utilized TG murine 
models to investigate the role of myosin-binding protein C and 
molecular regulation of lipotoxicity in the heart.120,121 Results from 
these and many other TG models demonstrate that alterations in 
cardiac uptake and metabolism may precede both the functional 
and morphological alterations that accompany diabetic cardiomy-
opathy and heart failure.

Understanding the critical role of NO signaling in myocardial 
function has also advanced with targeted overexpression of endo-
thelial NOS (NOS3).122 In the hearts of three lines of mice carry-
ing the αMHC-NOS3 TG, pressure development of the LV was 
inversely correlated with NOS3 transgene expression.123,124 On the 
other hand, the contractile response to norepinephrine and acetyl-
choline was not affected by TG expression. Janssens et al.125 and 
Champion et al.126 confi rmed overexpressed NOS3 localized to 
caveolae by confocal microscopy and immunoprecipitation 
studies. In short, the availability of mice in which NOS3 is over-
expressed has enabled investigators to characterize the function 
of this enzyme in mouse models of cardiovascular disease.

CONDITIONAL EXPRESSION Gene targeting to generate 
gain or loss of function mutations in the mouse has yielded 
remarkable advances in understanding the roles played by specifi c 
gene products.127 Not all biological processes, however, can be 
accessed and studied by gene-inactivation or transgene-
expression strategies. Insights have been gained into both embryo-
genesis and later gene function; however obstacles exist that 
include indirect systemic defects that can complicate transgenic 
constructs in the germ line to elicit the role of genes in a specifi c 
pathophysiological context. For example, many genes have 
several roles during embryogenesis and adulthood for which their 
ablation results in an embryonic-lethal phenotype, precluding an 
analysis of its function in later development. To circumvent these 
limitations, mouse geneticists developed strategies that allow 
genes to be activated or silenced where and when the investigator 
chooses.

The ideal genetic “switch” results in low or zero basal gene 
expression when “off” and high levels of gene expression when 
“on.” Furthermore, the switch ideally is reversible and specific for 
the target gene, and should not interfere with other cellular com-
ponents or with general metabolism. Early attempts included use 

Table 41–2
HIV-1 viral proteins used in transgenics 

(in the Lewis laboratory)

Protein Function

Tat Transactivation98–101

Nef Pleiotropic, can increase or decrease virus102,103

Vpr Helps in virus replication104,105

Vpu Helps in virus release; disrupts gp160–CD4 complexes; 
expression regulated by Vpr106



CHAPTER 41  /  TRANSGENIC MOUSE MODELS OF HIV-1/AIDS AND CARDIAC PERFORMANCE 389

of promoters that could be induced by heavy metals, heat shock, 
interferon, or steroids. Unfortunately, these strategies fell short 
due to high basal activity in the absence of induction.128 More 
recently, success was reached with binary transgenic systems. 
Gene expression is controlled by the interaction of two compo-
nents: an “effector” transgene and a “target” transgene.45

The most widely used binary transcription transactivation 
systems are the tetracycline-dependent regulatory systems devel-
oped by Mandfred Gossen and Hermann Bujard.129 The effector 
is a fusion of sequences that encodes the VP16 transactivation 
domain and the Escherichia coli tetracycline repressor (TetR) 
protein, which specifically binds both tetracycline and the 19-bp 
operator sequences (tetO) of the tet operon in the target transgene, 
resulting in transcription. Two versions exist: (1) the tetracycline 
controlled transactivator (tTA) protein cannot bind DNA when 
the inducer is present (“tet-off”), and (2) the “reverse tTA” (rtTA) 
binds DNA only when the inducer is present (“tet-on”). Condi-
tional expression with this tetO promoter system was used in a 
recent study to induce cardiac fibrosis and heart failure using an 
antisense mRNA of mineralocorticoid receptor targeted in 
cardiomyocytes.130

The first nonviral binary system to be used in mice was the 
Gal4/upstream activator sequence (UAS) system. Gal4, an iso-
lated transcriptional activator of Saccharomyces cerevisiae,
directs the transcription of Gal4-responsive genes by binding 
to (UASs). Two members of the integrase family of site-specifi c 
recombinases, Cre from bacteriophage P1131 and Flp from S.
cerevisiae132 are currently used to conditionally control gene 
expression by site-specific DNA recombination.

Somatic, tissue-specific recombination has gained appeal more 
recently. One strategy for this exploits the cre-loxP system derived 
from bacteriophage P1.133,134 The 38-kDa Cre protein functions as 
a site-specific recombinase, splicing DNA between specific 34-bp 
sequences known as loxP sites. Mating mice that contain a loxP-
fl anked gene with mice expressing Cre under the control of a cell 
specifi c-promoter result in Cre-mediated excision selectively in 
targeted cells. The cre–loxP system is entirely contingent on the 
exogenous recombines, so that recombination can be regulated 
via the timing and tissue specificity of Cre transgene expres-
sion.135,136 A strategy has been generated for cell type-specific plus 
temporal control by tissue-restricted expression of a conditionally 
functional chimeric Cre protein, comprising a fusion between Cre 
and the mutated ligand binding domain (LBD) of a steroid 
hormone receptor.135–140 These chimeric proteins become selec-
tively active on binding a synthetic ligand, in preference to endog-
enous progesterone and estrogen, respectively.

PHARMACOLOGICAL MANIPULATION OF AIDS 
TRANSGENIC MURINE MODELS

We extensively used the NL4-3∆ gag/pol TG and the WT lit-
termates (FVB/n mice) in both AZT and d4T monotherapy and 
combination therapy studies. TG and WT received water ad
libitum with and without AZT, for example, for 21 or 35 days. 
After 21 days, molecular indicators of cardiac dysfunction were 
identifi ed. Abundances of mRNA for cardiac sarcoplasmic reticu-
lum calcium ATPase (SERCA2), sodium calcium exchanger 
(NCX1), and ANF were determined individually. Depressed 
SERCA2 and increased ANF mRNA abundance were found in 
LV from AZT-treated TG. NCX1 abundance remained unchanged. 

Eccentric LV hypertrophy was determined echocardiographically. 
After 35 days, cardiac dysfunction was worse in TG, with or 
without AZT treatment. Decreases in the first derivative of the 
maximal change in LV systolic pressure with respect to time 
(+dP/dt) occurred at baseline in TG. The increased half-time of 
relaxation and ventricular relaxation (−dP/dt) occurred in TG as 
well, independent of treatment. However, increased time to peak 
pressure was found only in AZT-treated TG. Histopathological 
and ultrastructural (transmission electron microscopy) changes 
were also identified. Ultrastructurally, mitochondrial destruction 
was most pronounced in AZT-treated TG, but was also found in 
AZT treated WT. In short, TG mice that express HIV-1 demon-
strate cardiac dysfunction. AZT-treatment of WT causes mito-
chondrial ultrastructural alterations and −dP/dt changes. Therefore, 
data collectively suggest that HIV-1 and AZT each contributes to 
cardiac dysfunction in this transgenic model of AIDS CM.33

Additional studies have been performed using a combination 
HAART [AZT, lamivudine (3TC), and indinavir] or vehicle 
control treatment for 10 or 35 days in NL4-3∆ gag/pol TG and 
FVB/n WT mice. This “2 × 2” protocol provides a systematic 
determination of the effect(s) of TG and/or treatment. At the ter-
mination of the experiments (day 35), mice underwent echocar-
diography, quantitation of ANF, SERCA2, and determination of 
plasma lactate.141 Myocardial histological features were also ana-
lyzed semiquantitatively and results were confirmed by transmis-
sion electron microscopy. Echocardiographic analysis revealed a 
160% increase in LV mass in the TG + HAART cohort. Molecu-
larly, ANF mRNA increased 250% and SERCA2 mRNA decreased 
57%. Biochemically, plasma lactate was elevated (8.5 ± 2.0 mM). 
Pathologically, granular cytoplasmic changes were found in 
cardiac myocytes indicating enlarged, damaged mitochondria. 
Findings were confirmed ultrastructurally. Surprisingly, no 
changes occurred in the other cohorts. Cumulative HAART causes 
mitochondrial CM in AIDS TG mice.

GENERAL HEALTH OF THE GENETICALLY 
MANIPULATED MOUSE

Mouse genetic research has provided an important biological 
tool resulting in remarkable advances in the understanding of 
disease, pathogenesis, and treatment strategies. Important con-
cerns remain, however, regarding the specificity of genetic manip-
ulations of the cardiovascular system and other physiological 
systems. Concerns that the resultant changes yield an authentic 
model of human disease and that the degree of accurate pheno-
typic characteristics of the disease the genetic manipulation dis-
plays have been raised by clinicians and researchers alike. More 
importantly is the concern that nontargeted organ systems remain 
intact and functional. This is the rationale for a complete evalua-
tion for general health parameters in genetically manipulated 
mice.

Establishing a mouse “strain-specific baseline” for routine 
parameters is the key to identifying and ensuring that phenotypic 
characteristics of the particular strain remain, overall, intact when 
evaluating the phenotypic changes that occur as a result of a par-
ticular genetic manipulation. Phenotypic parameters of size, 
weight-to-age ratios, for example, can offer basic, observational, 
noninvasive assessments when comparing a native (WT) strain 
to a genetically manipulated mouse line. Overall appetite, 
feeding and activity patterns can also serve as observational 
comparisons.
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Commercially available assays exist to address the general 
health of domestic animals. A slight modification of these assays 
could prove specifically useful in the mouse model, for various 
strains. Blood sampling, for example, is ideal for repetitive sam-
pling as a function of age and disease development or in response 
to treatment of disease while preserving the living organism. 
Previous experience with obtaining blood from FVB/n and our 
own genetically manipulated mice indicates that retroorbital 
bleeding was rapid, safe, and effective. Collection of 200 µl of 
blood into heparinized capillary tubes yields approximately 100–
120µl of plasma. From this total volume, ∼90µl is usable for the 
analyte panel and ∼10–30µl plasma for other analyses.

The panel of analytes shown in Table 41–3 may serve as a 
marker for cardiovascular disease to evaluate the genetically 
manipulated mouse and the controls.142–148

CONCLUSIONS
Cardiomyopathy associated with HIV-1/AIDS is important 

clinically, and increasingly may impact the epidemic of AIDS as 
survival with HIV-1 increases due to effective antiretroviral thera-
pies. The mechanisms of AIDS CM are not yet completely under-
stood. TG models, however, particularly murine models, provide 
useful biological tools to study the impact of HIV-1, its gene 
products, as well as side effects of NRTI-HAART therapy on the 
pathophysiology and pathogenesis of CM.
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42 Primate Models for the Assisted 
Reproductive Technologies and 
Embryonic Stem Cell Biology
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ABSTRACT
Nonhuman primates (NHPs) represent clinically relevant 

animal models used in studies on the etiology and treatment of 
human diseases. In the context of reproduction, NHP models are 
relevant to research interests as diverse as the etiology and treat-
ment of infertility and contraceptive development to an evaluation 
of cell or tissue-based therapies of disease employing embryonic 
stem cell-derived phenotypes. The assisted reproductive technolo-
gies (ARTs) are used in the production of animals carrying desired 
MHC alleles for HIV vaccine development and could be used in 
the production of genetically identical animals by somatic cell 
nuclear transfer (SCNT). SCNT in turn is relevant to rescuing the 
unique genetics of aging or even deceased animals, to testing the 
effi cacy of therapeutic cloning, and in combination with gene 
targeting, to creating monkey models of genetically based, neu-
rodegenerative diseases. Since most NHP experience in applying 
the ARTs and in deriving embryonic stem cells (ESCs) involves 
Old World monkeys, principally rhesus and cynomolgus macaques 
and baboons, studies with these species will be featured in this 
chapter.

Key Words: Nonhuman primates, Assisted reproductive 
technology, Embryonic stem cells, Cloning.

GENERAL CHARACTERISTICS
Nonhuman primates (NHPs) are among the least available and 

most costly of animal models employed in biomedical research 
and their use is carefully regulated and should be exhaustively 
justifi ed. While there are approximately 200 species in the order 
Primates, representatives from seven genera are most commonly 
used in research including both Old World and New World pri-
mates (see Chapter 28, this volume, on nonhuman primates). 
Among the great apes, the chimpanzee (Pan troglodytes) has 
played a unique role in biomedical research predicated on its 
susceptibility to human infectious diseases including HIV.1 Of 
obvious relevance to their role in biomedical research, NHPs 
resemble human beings much more closely in anatomy and physi-
ology than do other commonly employed animals such as rodents. 
A case in point, because NHP brains more closely resemble those 
of humans in size and complexity, they exhibit complex behavior 

and cognitive skills that are difficult to discern in lower mammals. 
This feature is particularly important in assessing whether treat-
ments designed to ameliorate subtle cognitive defects are safe and 
effective. Other unique characteristics of NHPs include their sus-
ceptibility to human infectious agents and their responses to 
experimentally induced diseases.1 They also serve as relevant 
models for stress or nutrition-related research. In the more specifi c 
context of assisted reproductive technologies (ARTs) and stem 
cell biology, NHPs models are relevant to research interests as 
diverse as the etiology and treatment of infertility and contracep-
tive development to evaluations of cell or tissue-based treatments 
of disease using embryonic stem cell (ESC)-derived phenotypes. 
The ARTs are used in the production of desired genotypes for 
HIV vaccine development and could be used to produce geneti-
cally identical animals for nature versus nurture comparisons. 
When also considering somatic cell nuclear transfer (SCNT) or 
reproductive cloning, the rescue of the unique genetics of aging 
or even deceased animals is possible as is the creation of geneti-
cally identical animals, testing the efficacy of therapeutic cloning 
and in combination with gene targeting, producing monkey 
models of genetically based diseases.

ADVANTAGES OF THE MODEL Rhesus monkeys are 
recognized as an important preclinical model. For instance, 
the methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP)-treated 
monkey is the best animal model of Parkinson’s disease (see 
Chapter 35, this volume, on transgenic models of neurodegenera-
tive diseases). With regard to the reproductive and embryonic 
stem cell technologies, monkeys show menstrual cycles that are 
similar to humans in length and characteristics. This analogy is 
also true for spermatogenesis, early preimplantation development/
embryology, and placentation. ESCs derived from NHP embryos 
are similar to those from humans and markedly different from 
murine ESCs. Relevant areas of research include intracytoplasmic 
sperm injection (ICSI) or spermatid injection,2 in vitro oocyte 
maturation,3–7 optimizing embryo culture conditions, therapeutic 
and reproductive cloning, and models of contraception and 
implantation. NHP ESCs could also be employed in preclinical 
studies involving cell or tissue-based treatments of human degen-
erative diseases, in the prospective systematic evaluation of 
health consequences of the ARTs, and even in the development 
of female fertility preservation strategies.8 The availability of 
NHP ESCs and the ability to use federal monies to generate addi-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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tional lines represent advantages over current efforts with human 
ESCs. Applications of the ARTs in conjunction with SCNT should 
eventually allow the creation of NHP models, for instance, of 
genetically based diseases.

DISADVANTAGES ASSOCIATED WITH NONHUMAN
PRIMATE RESEARCH Features of NHP research include high 
costs in animal lease and per diem fees and limited access or 
availability. Obviously, unique facilities are required in terms of 
animal husbandry, caging, and surgical facilities. There is also 
substantial public concern over the use of such highly sentient 
animals in biomedical research. As is true for all animal models 
employed in research there are and should be restrictions on use, 
that is, when rodent models are not available or when the unique 
features of the NHP necessitate it. Other restrictions that impact 
the use of the model include limits on the number and types of 
surgeries to which animals can be exposed and the large number 
of animals required in animal production using the ARTs—egg 
donors and embryo transfer recipients—or in studies involving 
infrequent events, for instance, investigations into intracytoplas-
mic sperm injection-related abnormalities in newborns.

HUSBANDRY AND AVAILABLE STOCKS
As significant increases in our knowledge of the biology and 

care of NHPs have been realized, the number of NHPs imported 
has declined (the 2002 estimation of the number of NHPs imported 
annually is 50–60,000) because of bans on exportation from coun-
tries of origin (case in point, Indian-origin rhesus macaques), the 
impact of conservation movements, animal activist group activi-
ties, and more efficient animal use.1 Domestic breeding programs 
initiated in the 1970s have become the major supply source of 
rhesus monkeys, baboons, chimpanzees and squirrel monkeys 
(consult Chapter 28, this volume, on NHPs and psic@bart.rprc.
washington.edu for an Annual Resource Guide concerning animal 
suppliers). The National Primate Research Center system is a 
major supplier of animals for National Institutes of Health (NIH)-
sponsored research with infrastructural support from National 
Center for Research Resources (NCRR). There are currently eight 
Centers in this system with a major emphasis on the propagation 
of rhesus and cynomolgus macaques and baboons. Specifi c 
pathogen-free production colonies are currently under develop-
ment with NCRR sponsorship that might, parenthetically, benefi t 
from the use of the ARTs, and should eventually become the 
standard resource. For ARTs and ESC biology, only a few NHP 
models have been developed sufficiently to allow itemization of 
reproducible protocols. In several contexts, the human serves as 
the model for the NHP as clinical applications of the ARTs are 
now responsible for the production of over 1% of the births in 
Western nations accounting, cumulatively, for millions of chil-
dren. Furthermore, federally sponsored research on human ESCs 
dwarfs funded efforts employing NHP ESCs.

The great apes can be eliminated from consideration simply 
based on economic, practical, and ethical arguments. Indeed, in 
this case, it is more likely that the ARTs may ultimately be used 
to propagate endangered animals rather than serve as useful 
models in translational research. As for the more commonly avail-
able New World monkeys, such as owl or squirrel monkeys, 
extensive efforts to establish routine protocols for the ARTs have 
met with limited success, allocating this group into species cur-
rently requiring protocol development.9 In a few applications, 
specifi c advantages may be compelling in the selection of a 

species for study, for instance in polyovulatory marmosets where 
dizygotic twinning is the rule1 or baboons where external signs, 
such as sex skin changes, can be used to conveniently monitor the 
menstrual cycle or where seasonal anovulation may not be limit-
ing as it is in rhesus macaques.

Based on the extensive experience and success achieved in the 
past two decades, Old World macaques, rhesus and cynomolgus 
monkeys, will be featured in this chapter. The baboon is still 
limited by suboptimal in vitro embryo culture conditions and 
while proof of principle experimentation has been reported 
recently in Macaca nemenstrina, the experience is limited.10 As 
an example of the robust experience now available with the rhesus 
monkey, a highly unique and valuable resource exists in the ART 
Core at Oregon National Primate Research Center (ONPRC) 
(http://www.onprc.ohsu.edu/) established in 1988 under the co-
direction of Drs. Don Wolf and Richard Stouffer. The focus of the 
core has been and continues to be on utilizing the rhesus macaque 
as a NHP model for research on gametogenesis, fertilization, 
embryogenesis, and implantation. This facility is responsible for 
11 of the first 15 test tube rhesus monkeys produced in the world. 
Parenthetically, Dr. Barry Bavister’s group at the University of 
Wisconsin is responsible for the other four including Petri, the 
fi rst success.11 The ART Core was, in part, responsible for the fi rst 
monkey produced following the transfer of an embryo that had 
been frozen, cryobanked, and thawed after successful in vitro
fertilization,12 the first twin pregnancies,12 the first infants pro-
duced by nuclear transfer of embryonic cells,13 the first infant born 
following the transfer of an ICSI-produced blastocyst employing 
a nonsurgical procedure,14 the first live birth resulting from the 
transfer of a demiembryo created by blastomere separation at the 
two-cell stage,15 the first animal produced from transplanted 
ovarian tissue,8 and the first pregnancy to result from embryo 
transfer (ET) during a controlled ovarian stimulation (COS) cycle 
(unpublished result). The program has contributed to improve-
ments in COS16 and in its more recent configuration has added an 
ESC component to its activities. Currently the ART/ESC Core 
program provides oocytes, sperm, embryos, follicular fl uid, 
cumulus, and granulosa cells and distributes rhesus monkey ESC 
lines along with mouse embryonic fibroblasts, media, protocols, 
and expertise to the global scientific community.

It is worth noting that a major limitation in developing the 
ARTs or ESC technology in NHPs is the focus by NIH scientifi c 
reviewers on basic or applied research as opposed to protocol 
development. One approach to overcoming this limitation has 
been to couple protocol development with the production of a 
highly desirable but rare product such as monkeys with specifi c 
major histocompatibility alleles or with efforts to produce specifi c 
pathogen-free colonies, in both cases reflecting the unmet needs 
of the HIV vaccine development community. However, despite 
these limitations remarkable progress has been made in the rhesus 
monkey with implantation rates from ART-produced embryos 
comparable to those obtained in humans at approximately one in 
six embryos transferred. Of relevance to investigators interested 
in gene expression is the recently released gene chip with probe 
sets interrogating over 47,000 rhesus monkey transcripts (www.
affymetrix.com/products/arrays/specifi c/rhesus_macaque.affx).

METHODS
ASSISTED REPRODUCTIVE TECHNOLOGIES A general 

pitfall in the application of ARTs in NHPs is the realization that 
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it is not necessarily possible to extrapolate technologies from one 
species to another. Typically there are advantages and disadvan-
tages associated with each species, for instance, in their avail-
ability, health, size, relevance to a specific project, and availability 
of established disease models. However, the trump card at present 
in selecting an NHP animal model has to be the existence of 
established protocols and relevant experience in that species. For-
tunately, as noted above, much of the methodology involved in 
the routine application of the ARTs in rhesus monkeys has been 
worked out and published in detail.17–19 A comprehensive itemiza-
tion of references available in NHPs on gamete collection, fertil-
ization, embryo culture, and transfer is included in Table 42–1.20–72

A few specific recommendations or potential concerns are dis-
cussed below.

Generally sperm collection involves penile or rectal electroe-
jaculation or needle biopsy of the caudal epididymas or vas def-
erens. Rhesus monkey sperm collected by penile electroejaculation 
is notable for its uniform nature and high motility, for example, 
at ONPRC, only animals with sperm concentrations greater that 
60 million/ml and with more that 70% motile cells with normal 
morphology are acceptable. Inducing sperm capacitation in the 
rhesus monkey is more that simply washing sperm as is the case 
in humans. Typically, washed sperm must be exposed to an intra-
cellular cAMP enhancer such as caffeine or the cell-permeable 
dibutyryl derivative.37 This exposure is associated with a transi-
tion in sperm motility and a tendency of sperm to agglutinate, 
which can create real problems when in vitro insemination is 
involved. While there are several reports on the cryostorage of 
NHP sperm, a notably loss of motility in the rhesus macaque 
makes the prospect of using frozen/thawed sperm for artifi cial 
insemination by donor (AID) or in vitro fertilization (IVF) from 
a wide spectrum of donors questionable. In situations in which 
IVF is involved, ICSI can be employed to overcome sperm motil-
ity limitations (see below).

Egg collection for ARTs in rhesus macaques now typically 
involves subjecting females to COS using recombinant human 
follicle-stimulating hormone, luteinizing hormone, and chorionic 
gonadotropin. COS does not always result in the achievement of 

preestablished thresholds in animal response and the percentage 
of “nonresponders” varies by season showing an increase during 
the summer months, reaching over 35% in June and July. During 
summer, despite housing in controlled environments, many 
females also become anovulatory and it is impractical to attempt 
COS. Females can be recycled for COSs, however, the response 
to recombinant human gonadotropins is gradually decreased with 
increasing numbers of stimulations, apparently due to an immune 
reaction.16,73 Practically, up to three stimulations on average can 
be performed per female with the recovery of a reasonable number 
of high-quality oocytes. The availability of monkey recombinant 
gonadotropins may allow the more efficient and extended use of 
females. This immune response, although greatly reduced 
compared to when animal or human urinary preparations were 
employed, still limits animal responses and the number of repeat 
cycles that are possible. The egg yield is highly variable in rhesus 
monkeys from a few to over 100 using such fixed stimulation 
protocols and, not surprisingly, oocyte quality is also variable.14

The recovery of high oocyte numbers, in our hands, is associated 
with poor performance as measured by fertilization and/or in vitro
developmental potential. Fertilization by IVF or ICSI is feasible 
with the latter conveniently used with frozen-thawed sperm or 
whenever poor motility compromises IVF. We have previously 
reported that fertilization rates by ICSI with cryopreserved sperm 
injected shortly after thaw are significantly lower than with fresh 
sperm.19 However, preincubation times of more than 3 h after thaw 
were associated with ICSI fertilizing capacity similar to that seen 
with fresh sperm. Piercing the plasma membrane during the ICSI 
procedure is critical and often difficult to assess since the needle 
can grossly invaginate the membrane without breaking through. 
For that reason, the injection pipette should be inserted through 
the zona pellucida and “into” the oocyte across approximately 
one-third of the egg’s diameter. Cytoplasm is slowly aspirated 
into the ICSI pipette (as far back as the needle junction with the 
zona pellucida) until the plasma membrane breaks. A “pop” or 
sudden movement of cytoplasm into the pipette indicates the 
release of membrane tension. Once the membrane is penetrated, 
the sperm can be expelled into the cytoplasm.

Table 42–1
Gamete collection, fertilization, embryo culture, and transfer in nonhuman primatesa

Species

ART procedures

Semen recovery 
and cryostorage

COS and egg 
collection Fertilization Embryo culture

Embryo transfer; 
pregnancy outcome

Old World macaques
Rhesus 11, 20–25 20, 26, 27 21, 22, 28 20, 22, 29–38 13, 20–22, 30, 39, 40
Cynomolgus 41–46 41, 47 41, 48, 49 48 41, 50
Pig tailed 10, 51, 52 10, 51 10, 51 10 10
Baboon 53 54, 55 53, 54 56 57
Vervet 58–60 60, 61 60 60 60

New World macaques
Marmoset 62, 63 63 62, 63 63 62, 64
Squirrel 65, 66 67, 68 65, 66

Great apes
Chimpanzee 69
Gorilla 70–72 72 70–72 70

aART, assisted reproductive technology; COS, controlled ovarian stimulation.
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Embryo culture has progressed from BRL cell coculture to 
reliance on chemically defined medium such as HECM-9 or -10 
fortifi ed with a protein source, usually fetal bovine serum (FBS), 
at later stages in preimplantation development. Development of 
the primate embryo as in other mammals includes morphologi-
cally distinct developmental stages from the formation of the 
zygote after fertilization to cleavage, morula formation, compac-
tion, and finally cavitation of the blastocyst. In HECM-9aa + FBS, 
blastocysts containing 100 or so cells can be seen by day 6 or 7 
in vitro at a control rate of approximately 50% in the rhesus 
monkey.

Embryo transfer in the context of producing animals can be 
accomplished by laparoscopy or by minilaparotomy with direct 
deposition into the oviduct. A nonsurgical transcervical route, 
although evaluated, has proven troublesome in the rhesus monkey 
secondary to difficulties in passing a cannula through the tortuous 
cervix in this species.14,19 For information on optimal timing of 
embryo transfer see Wolf et al.19 Pregnancy outcomes in NHPs 
following ET of ART-produced embryos have been evaluated; 
however, a significant experience is available only in the rhesus 
macaque where approximately 100 infants have been born follow-
ing IVF/ICSI.17–19

PRODUCTION OF IDENTICAL ANIMALS The ARTs 
can, in theory, be employed for the production of genetically 
identical animals by twinning, embryonic cell nuclear transfer 
(ECNT), or SCNT. This would be a highly significant accom-
plishment as there is a need among the research community for 
monkeys with specific genotypes that cannot be satisfied by the 
importation of animals from the wild or by the identification and 
propagation of founder animals using conventional breeding. 
Moreover, spontaneous or naturally occurring NHP models of 
human genetic diseases are exceedingly rare and not currently 
available in useful numbers. If a technology for preserving, propa-
gating, and indeed creating NHP models was available, it could 
be a key to understanding factors involved in disease progression, 
and it would also provide a relevant platform for testing 
therapies.

Embryo twinning alternatives, as perfected in domestic animal 
species, have been evaluated in efforts to create genetically identi-
cal monkeys. The limitation of this approach is that sets of only 
two or possibly four identical animals could be produced by 
embryo separation at early developmental stages or by blastocyst 
splitting. Monkeys have been produced following the transfer 
of demiembryos or split embryos15,18,74 into a single recipient; 
however, the outcomes have been disappointing with only a few 
twin pregnancies resulting and none progressing to term. Nuclear 
transfer using embryonic blastomeres is an alternative option for 
the production of identical animals, but it is also restricted theo-
retically by a small clone size.13,17–19,75 Protocols for ECNT in the 
rhesus monkey, including oocyte and embryo production, micro-
manipulation, and embryo transfer, are described in detail in the 
Methods in Molecular Biology Series.76

With success in producing identical animals by SCNT in the 
past decade, attention has focused on the use of this technology 
in nonhuman primates. Several advantages accrue to SCNT 
including the potential to introduce precise genetic modifi cations 
into cultured cells, and then use these cells as nuclear donors for 
the production of transgenic or loss-of-function monkey models 
of human diseases. SCNT embryos could also provide a resource 
for the derivation of autologous ESCs and the subsequent thera-

peutic use of these cells in preclinical trials of therapeutic cloning. 
Initial efforts at SCNT by conventional protocols in the rhesus 
monkey were disappointing because SCNT embryos seldom pro-
gressed beyond the eight-cell stage in vitro when fetal fi broblasts 
were used as the source of donor nuclei.75 While this failure to 
develop was likely related to incomplete or erroneous reprogram-
ming, the depletion of essential microtubule and centrosomal pro-
teins during oocyte enucleation has also been implicated,75 to the 
extent that reproductive cloning in nonhuman primates was 
thought to be impossible.77 However, these obstacles were subse-
quently overcome, to some degree, by technique alteration78 with 
normal spindles present after the introduction of somatic nuclei 
into enucleated cytoplasts.79,80 An encouraging outcome was 
achieved in a prospective study comparing SCNT outcome in the 
monkey with fibroblasts as the nuclear donor source using a 
conventional protocol versus a one-step method. SCNT-derived 
embryos developed to the blastocyst stage at a rate in excess of 
20% using the one-step method.80 In the latest rendition of this 
technique, we incorporated several modifi cations.81 First, to 
prevent premature degradation of cytoplasmic reprogramming 
factors, the manipulation medium was modified to exclude 
calcium and magnesium. As before, the electrofusion step was 
replaced by direct donor cell injection. The latter was performed 
with a Piezo drill similar to procedures described for mouse 
SCNT. Cultured donor cells were dispersed and a blunt transfer 
pipette (5–7 µm outer diameter) was used to disrupt plasmalemma 
integrity by aspiration before a lysed cell with intact nucleus 
was injected into a cytoplast. A second modification was imple-
mented to avoid possible deleterious effects of Hoechst staining 
and ultraviolet (UV) exposure on cytoplast integrity. Visualiza-
tion of the metaphase spindle during enucleation was accom-
plished using Oosight Imaging System (CRI, Inc., Woburn, MA) 
that allowed noninvasive, polarized light imaging and detection 
of the spindle based on birefringence. Using this innovative 
approach, we were able to locate and quickly enucleate the 
spindle, real-time with 100% efficiency. Several fetal and adult 
somatic cell types supported significant blastocyst development 
and these achievements represent breakthroughs that allow, for 
the first time, the in vivo and in vitro characterization of SCNT 
blastocysts in this species.

EMBRYONIC STEM CELLS ESCs can proliferate indefi -
nitely, maintain an undifferentiated pluripotent state, and differ-
entiate into any cell type. These pliable embryonic cells are 
derived from the inner cell mass (ICM) of mammalian blastocyst-
stage embryos. Embryonic stem cells—or at least ES-like cells—
have been derived from the embryos of multiple species, most 
notably mice,82 rhesus monkeys,83 marmoset monkeys,84 cyno-
molgus monkeys,85 and humans.86 The ability of ESCs to differ-
entiate into any cell type means we may be able to utilize these 
cells to cure or alleviate the symptoms of many degenerative 
diseases. However, unresolved issues regarding cellular survival, 
maintenance of functionality, and tumor formation mean a 
prudent approach should be taken toward advancing ESCs into 
human clinical trials. The short-term and long-term efficacy and 
safety of ESCs must be thoroughly examined. Due to practical 
and ethical considerations these studies cannot be performed in
vivo in humans and clinically relevant nonhuman models are 
therefore essential. ESCs derived from NHP or human blasto-
cysts demonstrate extensive similarities not observed in murine 
ESCs.87,88
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There are currently 42 NHP ESC lines available: 26 in the 
rhesus monkey, of which eight were derived from in vivo pro-
duced embryos,83,89 and 18 from in vitro efforts,90 five cynomolgus 
monkey ESC lines, of which four were derived from in vitro fertil-
ized embryos85 and one from a parthenogenetically generated 
embryo,91 and 11 common marmoset ESC lines that were all 
derived from in vivo produced embryos.84,92 A summary of the 
ESC lines currently available in the nonhuman primate is pre-
sented in Table 42–2.

To produce these lines, blastocysts were either obtained fol-
lowing in vivo fertilization and nonsurgical uterine fl ushing83 or
though in vitro production90 including conventional in vitro fer-
tilization,85 ICSI,90 and parthenogenesis.91,93 Once the blastocyst 
is obtained, the same basic technique is generally used to derive 
an ESC line. Zonae pellucidae are removed by a brief exposure 
to pronase. The blastocysts are then exposed to an animal serum 
containing anti-rhesus antibodies that can bind to the trophecto-
derm cells that surround the embryo’s ICM. Next, the embryos 
are moved into serum complement. The complement serum pro-
teins respond to the trophectoderm-bound antibodies and induce 
lysis. The lysed trophectodermal cells are gently removed with a 
small bore pipette and the isolated ICM is plated onto dishes 
containing a monolayer of mitotically inactivated mouse embry-
onic fibroblast (MEF) feeder cells in ESC culture media. The 
ICMs attach to the feeder layer and produce small outgrowths 
after a few days that are manually dissociated into small cell 
clumps and replated onto fresh dishes of MEFs. Colonies with an 
ESC-like morphology (flat monolayer colony with distinctive 
cobbled stem cell morphology, prominent nucleoli, and a high 
nucleocytoplasmic ratio) are manually selected for further propa-
gation, characterization, and low temperature storage. Medium is 
changed daily and ESC colonies are split every few days onto 
dishes with fresh MEF feeder layers. The nondividing MEF feeder 
cells provide various growth factors that help maintain the NHP 
ESCs in an undifferentiated state and encourage proliferation. It 
should be noted that NHP ESC culture is technically difficult. The 
majority of novice groups supplied with NHP ESCs have had 
severe difficulty in maintaining their colonies in an undifferenti-
ated state. It is therefore highly recommended that investigators 
interested in NHP ESCs seek out and attend a relevant training 
workshop such as an NIH-sponsored workshop on human ESCs 
or an NHP ESC workshop provided by an active laboratory in this 
fi eld.

Manual passaging of ESCs is, of course, labor intensive and 
is incompatible with the scaled up production numbers required 
for in vivo transplantation. Theoretically, combining enzymatic 
passage to produce multiple subclones with continuous passage-
by-passage karyotypic analysis could be used to discard aneuploid 

subclones and select for an enzymatically passaged karyotypically 
stable NHP ESC line that would be ideal for scaled up production. 
This type of NHP ESC line would be an important addition to any 
NHP ESC bank. NHP ESC lines have, for the most part, been 
maintained on mouse feeder layers that may contaminate the 
primate cells with murine pathogens and/or xenoepitopes, either 
of which could induce a severe immune response following trans-
plantation. Possible solutions to this problem would be to grow 
NHP ESCs either on NHP feeders94 or in feeder-free condi-
tions.95,96 Our research has suggested that NHP ESCs are best 
cultured on MEFs in DMEM/F12 medium supplemented with 
15% FBS, 0.1  mM 2-mercaptoethanol, 1% nonessential amino 
acids, 2  mM l-glutamine, 4 ng/ml fibroblast growth factor 2 
(FGF2) (pH adjusted to 7.2 with NaOH) at 37°C in 3% CO2, 5% 
O2, and 92% N2.90

NHP ESC lines derived from in vivo-produced embryos have 
been characterized by a normal karyotype; they express the same 
stem cell markers as human ESCs, such as OCT-4, SSEA-3, 
SSEA-4, TRA-1–60, and TRA-1–81, and possess the ability to 
differentiate into multiple cell types in vitro and into teratomas in
vivo.83,84,92 NHP ESC lines derived from in vitro-produced embryos 
also express the aforementioned stem cell markers and can dif-
ferentiate into multiple cell types both in vitro and in vivo.85,90–92,97

However, abnormal karyotypes were discovered in three of the 
six in vitro-derived rhesus monkey ESC lines that were enzymati-
cally passaged during their initial derivation. Primate ESCs appear 
to be particularly prone to karyotypic aneuploidy during enzy-
matic passaging as none of the 12 in vitro-derived rhesus monkey 
ESC lines that were manually passaged demonstrated any aneu-
ploidy.90 Most of the other biological characteristics of NHP ESCs 
have been elucidated using rhesus monkey ESCs. The cell cycle 
of rhesus monkey ESC is characterized by an extremely rapid 
transition though G1, which is not arrested by serum starvation, 
pharmacological inhibition, or gamma irradiation, reflecting an 
absence of a G1 checkpoint similar to murine ESCs.98

NHP ESCs can be either differentiated in vitro or in vivo. For 
in vitro differentiation, embryoid bodies (EBs) are formed and 
then placed into various culture conditions until the desired cell 
types are obtained. For in vivo differentiation, the ESCs are 
injected into a mouse and allowed to spontaneously form a tumor. 
To obtain embryoid bodies, entire ESC colonies are detached 
from the feeder cells and manually transferred into feeder-free 
ultralow adhesion dishes and cultured in suspension in ESC 
medium without FGF for several days. The NHP ESCs initially 
clump up into a ball and then cavitate to form a blastocyst-like 
embryoid body. To induce spontaneous differentiation, the embry-
oid bodies are attached to gelatin-coated culture dishes and cul-
tured for 1 month in FGF-free ESC culture media. This allows 

Table 42–2
A summary of the NHP ESC lines currently availablea

Primate species Blastocyst origin ESC lines (number) Reference

Rhesus monkey (Macaca mulata) In vivo  8 83, 89
Rhesus monkey (Macaca mulata) In vitro 18 90
Cynomolgus monkey (Macaca fascicularis) In vitro 4 85
Cynomolgus monkey (Macaca fascicularis) In vitro 1 (parthenote derived) 91, 93
Common marmoset (Callithrix jacchus) In vivo 11 84, 92

aNHP, nonhuman primate; ESC, embryonic stem cell.
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the ESCs to differentiate down all possible pathways and pro-
duces a wide spectrum of cell types. To form teratomas, large 
numbers of NHP ESCs (usually 106–107) are injected into the leg 
muscle of a severe combined immune deficient (SCID) mouse. 
These mice have no functional immune systems, so the NHP 
ESCs are tolerated and survive. Over 2 months the NHP ESC 
differentiate into a tumor composed of many different cell types 
and containing representatives of all three germ layers. This type 
of tumor is referred to as a teratoma.

Finally a few of the limitations associated with NHP ESCs will 
be noted. ESC cloning strategies have proved successful using 
human ESCs,99 but are not yet available in the NHP. However, 
the initial difficulties in genetically modifying NHP ESCs have 
been largely solved using lentiviral vectors for transfection, result-
ing in high-level sustained transgene expression in both NHP and 
human ESCs.100,101 This lentiviral-based ability to produce gene 
knockout and transgenic NHP ESCs has significant implications 
for the use of NHP ESCs in developmental biology, disease 
pathology, and gene therapy. In the mouse, genetically modifi ed 
ESCs are inserted into tetraploid host blastocysts and the implanted 
chimeras produce transgenic and gene knockout animals.102 If 
these chimera techniques eventually proved transferable to NHP 
ESCs then it would permit the generation of gene knockout and 
transgenic primates. Chimera research in the NHP is still in the 
preliminary stages. We have demonstrated that membrane marked 
NHP ESCs—when transferred to a host embryo at the four- to 
eight-cell stage—have the capacity to proliferate and contribute 
to the ICM and trophectoderm of the resulting NHP chimeras90

and when green fluorescent protein (GFP)-marked NHP ESCs 
have been transferred into NHPs at the fetal stages they have suc-
cessfully integrated into the host tissues.103

Recent evidence has demonstrated that multiple NHP ESC 
lines demonstrate a loss of imprinting.104 Aberrant imprinting has 
also been observed in mouse ESCs105 and in high passage human 
ESCs,106 although it should be noted that low-passage human 
ESCs appear to demonstrate normal imprinting.106 How this loss 
of imprinting will affect the therapeutic potential of ESCs is still 
unknown, but as the loss of imprinting has been associated with 
germ cell tumors107 this question becomes yet another reason for 
extensive research into the safety of ESC-based therapy in the 
NHP before human clinical trials are initiated.
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43 Rat Models of Polycystic 
Ovary Syndrome

KRISHNA B. SINGH

ABSTRACT
Polycystic ovary (PCO) syndrome is a common endocrine 

disorder of unknown etiology. This condition is a major cause 
of menstrual irregularity and infertility in women with chronic 
anovulation. This chapter reviews the literature on methods of 
producing experimental PCO models in the laboratory rat, and the 
fi ndings that support their resemblance to the human condition. 
The principal rat PCO models that have been validated include 
constant light exposure, hypothalamic lesions, sex steroid-induced 
models, and the mifepristone (RU486) model. The biological 
systems involved in developing chronic anovulation and PCO in 
these models include the hypothalamus, the pituitary gland, the 
adrenals, and the ovary with its paracrine, autocrine, and intra-
crine regulators. Animal models are central to making the transi-
tion from scientific concepts to understanding the reality of a 
human disease. Validated animal models can be used for thera-
peutic screens, in preclinical trials, and for basic research in repro-
ductive biology. However, animal models of chronic anovulation 
and PCO may not fully reproduce the reproductive events seen in 
the human syndrome.

Key Words: Animal models, Persistent estrus, Polycystic 
ovary, Polycystic ovary syndrome, Chronic anovulation.

INTRODUCTION
Polycystic ovary (PCO) syndrome is a common but complex 

endocrine disorder among women of reproductive age. Women 
with this disorder present with menstrual irregularity, hirsutism, 
chronic anovulation, and infertility. Despite many clinical and 
basic animal studies reported in the literature, the etiology and 
pathogenesis of chronic anovulation and PCO syndrome remain 
enigmatic.1,2

The first systematic studies on a rat PCO model were reported 
in the 1960s.3–5 Since then newer rat PCO models have been 
developed and validated. These studies provide unique concepts 
in understanding the nature of chronic anovulation and polycystic 
ovary.6–11

This chapter first provides background information on the 
estrous cycle in rats and explains the terminology frequently used 
in basic research. It then reviews the literature on various methods 
of producing experimental PCO models in the laboratory rat, and 
the fi ndings that support their resemblance to the human condi-

tion. The focus of the review will be on morphological and hor-
monal data on the validated rat PCO models. In the final section, 
the key issues pertaining to animal models in PCO research are 
discussed.

ESTROUS CYCLE
The short estrous cycle (4–5 days) in rats and mice makes them 

ideal for exploring many physiological changes that occur during 
a reproductive cycle.12 The ovarian cycle once initiated at puberty 
is characterized by repeating patterns of cellular growth, differ-
entiation, and transformation of ovarian tissues. The dynamic 
events include follicular development and ovulation with subse-
quent formation and regression of the corpora lutea. The sequence 
of these events is orchestrated by several interacting ovarian 
factors and the cyclic production of hormones from the anterior 
pituitary and hypothalamus.

Estrogen exerts a critical regulatory influence upon the bio-
synthetic and secretory activity of the gonadotropin-releasing 
hormone (GnRH) neurons. It seems likely that estrogen regulates 
the behavior of the GnRH neuron through multiple transsynaptic, 
neuronal–glial, and direct membrane modes of action. Preovula-
tory GnRH and luteinizing hormone (LH) surges depend on acti-
vation of estrogen (E2)-inducible progesterone (P) receptors in the 
preoptic area. Surges do not occur in males or in perinatally 
androgenized females (see below).

TERMINOLOGY
The term persistent estrus means failure of two or more con-

secutive estrous cycles in adult rats. Persistent estrus is docu-
mented by precornified and cornified vaginal smears lasting for 
more than 10 days. The term PCO disease means the presence of 
persistent estrus, chronic anovulation, and polycystic or polyfol-
licular ovaries.4,5,7,11 The term polycystic ovary syndrome refers 
to the clinical disorder or syndrome in women of reproductive 
age.

The following section describes studies in female rats accord-
ing to the methods for induction of persistent estrus, chronic 
anovulation, and polycystic ovaries.

CONSTANT LIGHT
The constant-light rat model is a simple, reversible, inexpen-

sive, and reproducible model to study the pathogenesis of chronic 
anovulation and its reproductive outcomes. The exposure of 
young female Sprague–Dawley rats to continuous light gradually 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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causes failure of the estrous cycle and infertility because of 
chronic anovulation associated with persistent estrus. During 
the early stages of constant light exposure the rats show regular 
estrous cycles, but the cycles become irregular and persistent 
estrus develops with increased duration of constant light. On 
changing the light schedule from constant light to light and dark, 
persistent estrus was interrupted in 32 of 34 (94.1%) rats after an 
average of 7.5 days. The ovaries of rats exposed to constant light 
for 56 days, then to light and dark for 28 days, were normal in 
appearance.3–5 When placed in darkness for 10 h, 80% of the 
animal ovulated 46 h later.13

The onset of persistent estrus in female rats depends on the 
intensity, duration, and spectral characteristics of the environmen-
tal light. The absence of 24-h time cues contributes to the induc-
tion of persistent estrus when the animals are housed under 
constant light.14 Constant light exposure of female rats for as little 
as 3 days causes a shift in phase of the LH surge related to 
decreased sensitivity to E2/P involved in GnRH release at the 
hypothalamus.15 The exposure of constant light disrupts the 
estrous cycle and decreases fertility in young female rats by 
inducing chronic anovulation associated with persistent estrus. 
However, light–dark cyclicity is not critical for postpartum ovula-
tion in constant-light rats.16

Histological examinations of the ovary in constant-light rats 
show occasional primordial or secondary follicles, several cystic 
follicles, and the absence of corpora lutea.4–6 Electron microscopic 
studies have further revealed abnormal findings in the tunica 
albuginea, granulosa cells, and theca cells compared with age-
matched controls.17

The hormonal findings reported in constant-light rats have 
been consistent among published studies by various authors. 
Compared with control values, serum LH levels are normal, fol-
licle-stimulating hormone (FSH) levels are low, E2 levels are high 
and P levels are low.17–20 With high E2/P ratios the constant-light 
rat model represents an estrogen-dominant condition.

In our laboratory, the constant-light PCO rat models have been 
studied for several medical and surgical methods of ovulation 
induction, and for mating and pregnancy outcomes. Results show 
the rats exposed to constant light resume estrous cycles when 
exposed to the light and dark laboratory environment. The con-
stant-light rats ovulate following mating with healthy male part-
ners, and when treated with injections of P and human chorionic 
gonadotropin (hCG) or unilateral ovariectomy. Pregnancy out-
comes are normal, and the pups raised in the constant-light envi-
ronment do not develop polycystic ovaries until they reach 
puberty.3–5,21,22

The mechanism of chronic anovulation in constant-light rats 
is not fully understood. The GnRH sensitivity of the pituitary 
gland for releasing LH is decreased in constant-light rats with 
persistent estrus.3 Giving injections of naloxone elevates serum 
FSH and LH during ovulation and significantly increases the 
hypothalamic levels of β-endorphin compared with saline-injected 
controls. Blockade of opiate receptors increases β-endorphin
production and uptake and/or decreases its release from the 
hypothalamus.23

There is evidence that anovulation in constant-light rats may 
result from activation of the sympathetic nervous system that 
results in adrenal gland hypertrophy during light exposure.4,5 In 
animals exposed to chronic lighting, the absolute and relative 
volumes of zona fasciculata are significantly increased. The serum 

concentration of corticosterone is also significantly increased in 
these rats in comparison with controls. These findings suggest that 
exposure of female rats to constant light increases growth and 
secretory activity of zona fasciculata cells, which may be related 
to chronic stress.24

Chronic anovulation during continuous light exposure in rats 
may also be caused by decreased pineal gland activity and sup-
pression of melatonin production. Treatment with melatonin 
induces ovulation in about 70% of constant-light rats.25 Feeding 
precooked maize devoid of tryptophan to light-exposed rats sup-
presses persistent estrus and significantly reduces estrus–proestrus 
frequency.26

LIMBIC SYSTEM
The limbic system of the brain consists of the hippocampus, 

hypothalamus, thalamus, amygdala, and the pineal gland. The 
neural elements obligatory for GnRH release in female rats are 
found within and or immediately close to the medial preoptic 
nucleus of the hypothalamus. Preovulatory GnRH and LH surges 
depend on activation of estrogen-inducible P receptors in the 
preoptic area of the hypothalamus. Estrogen signaling to GnRH 
neurons is critical for coordinating the preovulatory surge release 
of LH that leads to full follicular maturation and ovulation. The 
preovulatory surges of GnRH and LH are activated by increased 
E2 concentrations in blood.27 The mechanisms for the blockade of 
the GnRH surge in persistent estrus rats are poorly understood.

Several experimental approaches to manipulate the limbic 
system have been taken to induce persistent estrus in female rats. 
Electrolytic lesions using 5 and 10 µA of direct current into the 
anterior medial preoptic nucleus or the suprachiasmatic nucleus 
of female rats induced persistent estrus or irregular estrous cycles 
about 5 weeks after lesions. The preovulatory surges of LH and 
prolactin (PRL) were eliminated in both groups of persistent 
estrus rats.28

Amygdala kindling in adult female rats causes persistent estrus 
and development of PCOs associated with high serum E2 and 
increased pituitary weight. The ovary shows many cystic follicles, 
as well as follicles in various stages of growth and atresia. Treat-
ment with P restored cyclicity in the persistent estrus kindled rats. 
The amygdaloid-lesioned rats provide powerful tools to investi-
gate the association of PCO and epilepsy.29,30

Pinealectomy in female rats induces persistent estrus with 
morphological features of PCO as seen in the constant light rat 
model.31

ANDROGENS
Several studies have shown that giving an androgen such as 

testosterone propionate (TP) to female rats during early postnatal 
life results in persistent estrus and polyfollicular anovulatory 
ovaries during adulthood.5–7,11 In one study Wistar female rats 
were injected with testosterone (T) or 5β-dihydrotestosterone (5β-
DHT) for the first 5 days of life. Neonatal treatment with 1 mg of 
T resulted in persistent estrus in all of the animals; however, 
among the females injected with 1 mg of 5ß-DHT, 74% of rats 
became sterile at 120 days of age. When the daily dose of 5β-DHT
was reduced to 0.1 mg, only 33% of the rats became sterile.32 In 
another study, the androgenized rats showed hyperprolactinemia 
40 days after they were given 1.25 mg TP at 5 days of age. The 
polycystic ovaries showed hyperthecosis, but no thickening of the 
tunica albuginea.33
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The serum LH, FSH, T, and E2 values in TP androgenized rats 
were not different from control values, and treatment with FSH 
did not increase serum E2 concentrations or the ovarian weights. 
The androgenized rats showed a similar postunilateral ovariec-
tomy increase in serum FSH, and compensatory ovarian hyper-
trophy was not noted compared with controls. Because of these 
fi ndings it was suggested that the androgenized rat is not a proper 
model for the human PCO syndrome.34

Daily treatment with 4 or 20 mg of danazol in the TP androgen-
ized rats caused regression of cystic follicles. Serum levels of LH, 
T, and E2 were significantly decreased, and the vaginal smears 
changed to diestrus suggesting inhibition of estrogenic activity.35

Giving an antiandrogen flutamide caused partial normalization of 
the hormonal and morphological characteristics and recovery of 
fertility in the animals.36 Long-term persistence of hormone 
imbalances in androgen-sterilized rats can induce atypical hyper-
plasia and adenocarcinoma of the uterus after 500 days of age.37

An androgen-sterilized rat (ASR) model that showed obesity 
was established by subcutaneous injections of 1.25 mg TP to 
Sprague–Dawley female rats at the age of 9 days. The rats sacri-
fi ced around 112 days of age showed polycystic ovaries, anovula-
tion, high food intake, increased body weight, and obesity. High 
levels of serum E2 and leptin were noted, but serum FSH and LH 
levels were reduced significantly compared with normal rats. 
After feeding herbal tea to the animals, the endocrine changes 
were normalized, ovulation was induced, and the animals also lost 
weight.38 Another ASR model of obesity and polycystic ovaries 
was developed in Wistar-Hannover rats that showed a signifi cant 
increase in body weight starting at the fifth week of life compared 
with control rats.39

Implanting androstenedione (ADO) Silastic capsules that 
released 63.2 ± 4.4 µg/24 h ADO into cyclic rats resulted in sig-
nifi cant prolongation of the estrous cycles; most rats showed 5-
day cycles after the first normal cycle. There was a decline in 
ovulation rate with low serum LH levels and normal FSH on the 
morning of estrus.40

Giving dehydroepiandrosterone (DHEA) to neonatal female 
rats results in persistent estrus and polycystic ovaries with or 
without corpora lutea. Serum FSH and LH levels showed an 
ovulatory surge on day 30 at the time of precocious ovulation. 
Serum FSH levels were comparable to control rats, LH levels 
were low, and serum PRL was raised significantly. The with-
drawal of DHEA treatment resulted in restoration of cyclicity in 
this model.8,9,41,42 In DHEA-induced PCO rats, serum FSH, LH, 
and PRL levels did not differ significantly compared with con-
trols, and the levels of serum DHEA, T, and ADO were high.43 In
another study, the DHEA-treated rats showed normal serum LH 
and FSH levels, increased DHEAS, ADO, T, and E2, and reduced 
serum P level.44

With pharmacological doses of androgens given to female rats, 
the acyclic pattern of gonadotropin secretion is associated with 
irreversible changes in the hypothalamic cyclic centers normally 
responsive to steroid feedback. Dose–response studies using 
various androgens in the neonatal pups to induce persistent estrus 
during adulthood are limited. According to one study, the majority 
(99%) of the rats treated with androgens other than DHEA were 
in persistent estrus by 90 days of age.45

In another dose–response study, female rats were androgen-
ized by giving a single injection of 10 or 100 µg TP at 5 days of 
age. Treatment with 100 µg TP resulted in persistent estrus while 

treatment with 10 µg TP resulted in regular estrous cycles fol-
lowed by persistent estrus vaginal smears.46 Dose–response studies 
of the reproductive and developmental effects of exposure to 
prenatal TP and other sex steroids provide unique androgenized 
rat models.47

ESTROGENS
Like androgens, giving estrogens to female rats during early 

postnatal life results in persistent estrus and polyfollicular anovu-
latory ovaries during adulthood.5–7,11 Female rats injected with 
2 mg estradiol valerate (EV) develop persistent estrus and small 
polyfollicular ovaries within 2 months. Plasma E2 concentrations 
are high while LH and FSH concentrations are within the high 
and low normal range, respectively. This model has been used to 
study the pathogenesis of chronic anovulation in female rats.48–53

Increased sympathetic activity plays a role in forming polyfol-
licular ovarian cysts in EV-treated rats. This theory was tested 
using a combined cold and restraint stress that induced an increase 
in the ovarian sympathetic nerves.54 The activation of the sympa-
thetic nervous system precedes the induction of polycystic ovaries 
in EV-treated rats. The mechanism involves both direct and neu-
rogenic components.55,56 There is evidence that persistent estrus 
in estradiol benzoate (EB)-treated rats is associated with delayed 
maturation of the tonic GnRH systems and that it affects estrogen 
receptor synthesis in the uterine tissues during adulthood.57,58

ANTIPROGESTERONE
Mifepristone (RU486) is an 11ß-dimethylaminophenyl deriva-

tive of norethindrone with a high affinity for P and glucocorticoid 
receptors. Subcutaneous administration of 4 mg of RU486 to 
cyclic rats over 8 consecutive days induces persistent estrus and 
anovulatory cystic ovaries. In this model, serum LH/FSH and 
T/E2 ratios are high.59 Giving RU486 to cyclic rats on proestrus 
advances the preovulatory surge of LH, which results in 3-day 
estrous cycles.60

The mechanism of inducing chronic anovulation in the RU486 
rat model is not fully understood. Several studies in RU486 rats 
have been conducted to elucidate the pathogenesis of chronic 
anovulation and to show the validity of the model.61 Like the 
constant light and DHEA rat models, the RU486 rat PCO model 
is also reversible.

AROMATASE INHIBITORS 
Giving a third-generation aromatase inhibitor letrozole daily 

for 21 days induces polycystic ovaries in cyclic female rats. The 
ovaries a showed high incidence of subcapsular polyfollicular 
cysts, capsular thickening, incomplete luteinization, and a 
decreased number of corpora lutea. Serum E2 and P levels were 
reduced in a dose-dependent manner and serum LH and T levels 
were high. Serum levels of FSH were increased at higher doses 
of letrozole (0.5 and 1.0 mg/kg), contrary to a low dose of letro-
zole (0.1 mg/kg) at which a slight decrease was observed. The 
low-dose letrozole persistent estrus rat model shows morphologi-
cal and hormonal findings that mimic the human PCO 
syndrome.62

DISCUSSION
This chapter reviews various methods of producing persistent 

estrus, chronic anovulation, and PCO in the laboratory rat. The 
principal validated models are constant light exposure, hypotha-
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lamic lesions, androgen- and estrogen-induced models, and the 
mifepristone (RU486) model. The vast literature on other animal 
models has been reviewed by the author at http://obg.lsuhsc-s.
edu/pco/index.html.

The main biological systems involved in the development of 
chronic anovulation and PCO in animal models include the hypo-
thalamus, the pituitary gland, the adrenals, and the ovary with its 
paracrine, autocrine, and intracrine regulators. The arrested fol-
licular growth, lack of dominant follicles, and thecal and stromal 
hyperplasias in the polycystic ovaries may represent expressions 
of several pathogenic pathways including the ovarian paracrine, 
autocrine, and intracrine regulators.63

The pathogenesis of chronic anovulation, the hallmark feature 
of the PCO syndrome, has been recently studied using animal 
models such as the prenatally androgenized sheep and rhesus 
monkey.1,2 The laboratory rats and mice have key advantages over 
the androgenized sheep and monkey models to study chronic 
anovulation and PCO because of their small size, high reproduc-
tive index, genetic diversity, and low maintenance costs.

The newer animal models and their implications for future 
research should be considered in the context for replicating the 
human disorders. For example, the transgenic mice models have 
been investigated to determine how excess LH leads to cyst for-
mation in the ovary associated with infertility. Targeted overex-
pression of LH in transgenic mice leads to obesity, infertility, 
polycystic ovaries, and the formation of ovarian tumors.64,65 The 
prenatally androgenized transgenic mice show irregular estrous 
cycles and elevated testosterone and luteinizing hormone levels, 
suggesting altered hypothalamic–pituitary–gonadal axis func-
tion.66 Hormone receptors and knockout mouse models may also 
provide new insights into the interacting roles of hormones, recep-
tors, and enzymes in chronic anovulation.67–69

Environmental factors that cause significant stress can also 
trigger chronic anovulation and PCO both in animal models and 
in women with this syndrome.70–72 Studies in our laboratory have 
shown, for example, that exposure of adult female Sprague–
Dawley rats to continuous noise for more than a month produces 
persistent estrus and PCO much like the constant-light rats. The 
ovaries of the noise-exposed rats after 150 days of high-intensity 
noise showed morphological features similar to the constant-light 
rats.73

Polycystic ovary syndrome is a complex and heterogeneous 
disorder characterized by hyperandrogenemia, hyperinsulinemia, 
insulin resistance, and chronic anovulation. Currently PCO syn-
drome is considered a polygenic trait that might result from the 
interactions of susceptible and protective genomic variants and 
environmental factors during either prenatal or postnatal life. Pre-
natal androgenization of the female fetus induced by genetic and 
environmental factors, or the interaction of both, may program 
differentiating target tissues toward the development of the PCO 
syndrome phenotype in adult life.1,2,74 Computer models and in
vitro cell culture studies have enhanced our understanding of 
physiologically important phenomena in reproductive biology.75

Animal models are central to making the transition from sci-
entifi c concepts to understanding the reality of a human disease. 
Validated animal models can be used for therapeutic screens, in 
preclinical trials, and for basic research in reproductive biology. 
However, animal models of chronic anovulation and PCO may 
not fully reproduce the reproductive events seen in the human 
syndrome.
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ABSTRACT
Recent developments in mouse manipulation techniques have 

resulted in the generation of various single gene knockout mouse 
models. It is estimated that approximately 300 novel strains of 
mice with mutations in loci directly or indirectly affecting repro-
ductive development have already been generated. Furthermore, 
the ability to spatiotemporally inactivate or activate gene expres-
sion in vivo using the “Cre-lox” technology has recently emerged 
as a powerful approach to understand various developmental 
processes involved in reproduction in a physiological setting. In 
parallel with these gene-targeting approaches, large-scale muta-
genesis programs have been initiated with the goal of uncovering 
novel genes important for reproduction. These and other related 
transgenic approaches are offering unlimited opportunities to sys-
tematically analyze the complex process of reproduction. The 
principles of conventional and conditional gene targeting tech-
nologies, the recent advances in functional genomic approaches, 
and their applications to reproductive biology will be discussed.

Key Words: Mice, Transgene, Knockout, Hypothalamus, 
Pituitary, Gonads.

INTRODUCTION
Reproduction is a complex process that involves multiple 

interactions. The mammalian reproductive axis consists of three 
major centers, namely, the hypothalamus, pituitary, and gonads. 
Defects in regulation of the reproductive axis may lead to cancers, 
hyperstimulation syndromes, and infertility.1–3 The majority of the 
genes and the corresponding proteins they encode are evolution-
arily conserved across various mammalian species.1,4

In recent years, the mouse has emerged as a useful model to 
manipulate the reproductive axis and several murine models of 
reproduction have been generated.5–9 There are several advantages 
of using mice to study basic aspects of reproduction and model 
human reproductive diseases. First, mice are relatively cheap, 
easy to maintain in a laboratory setting, and have a short gestation 
time and life span. Second, an exhaustive amount of data exist 
with regard to their genetic make-up and linkage of genes. Third, 
techniques to manipulate the mouse genome have been well estab-
lished.10 Finally, mouse genome sequencing has been completed 

and the information is disseminated into public databases. There 
is a high degree of sequence similarity between mice and humans 
in many of the loci, important for reproduction.4

Both gain- and loss-of-function mouse models have been gen-
erated that have defects ranging from primordial germ cell speci-
fi cation, migration, sex determination, somatic and germ cell 
development and function, fertilization, implantation, and embryo 
development. Furthermore, models with defects in pituitary 
gonadotrope and hypothalamus development and function and 
their reproductive consequences have also been characterized. 
Studies with these random or targeted transgenic and knockout 
mouse models have also been complemented with analysis of 
naturally occurring mutant strains. Here, we will present a 
summary of various ways to manipulate the mouse genome and 
provide lists of representative models that have reproductive 
phenotypes.

TRANSGENIC APPROACHES
Nearly 25 years ago, transgenic mice expressing human growth 

hormone were successfully developed.11 This work revolutionized 
various fields of biology including reproductive biology and pro-
vided a basis for many gain-of-function experiments. Several 
hundreds of transgenic mice related to reproduction have since 
been produced. In this approach, foreign genes or cDNAs are fi rst 
injected into fertilized one-cell mouse embryos usually obtained 
following a superovulation protocol.10 Next, these transgene-
injected embryos are transferred into oviducts of pseudopregnant 
foster females.10 Subsequently, pups produced are screened for 
the presence and number of copies of the injected transgene. 
Independent lines will then be established by breeding the trans-
gene-carrying founder mice. Because the transgene is injected 
into the mouse genome prior to the first round of replication, the 
foreign DNA is randomly integrated into multiple tissues.10

Most often, the transgenes are expressed in a tissue/cell-
 specifi c manner using either homologous (i.e., mouse) or heter-
ologous (for example, rat, cow, sheep, human, pig) gene regulatory 
sequences.12,13 Mouse genes or cDNAs appropriately marked with 
random oligos or engineered with heterologous downstream poly-
adenylation DNA sequences are also used.12,13 The effects of over-
expression of such transgenes on reproductive function are then 
monitored. In some instances, ectopic expression of the transgene 
is also achieved by purposefully directing its expression into 
tissues/cells different from those in which the corresponding 
mouse gene is normally expressed.12,13

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.



412 SECTION V  /  MODELS OF BEHAVIOR

MAPPING REGULATORY REGIONS OF GENES THAT
CONFER TISSUE/CELL-SPECIFIC EXPRESSION Promoter or 
other regulatory elements that confer hormone responsiveness 
and cell-specific expression and dictate combinatorial binding of 
various transcription factors are routinely mapped using cell 
culture models.14–20 However, many times these data may not cor-
relate well with the in vivo expression data. In other instances, 
well-established cell lines may not be available for fine mapping 
studies of regulatory regions of some genes.21 In these cases, 
transgenic mice can be used as a powerful in vivo expression 
system. First, a series of deletion constructs are engineered from 
a larger piece of the gene that is known to confer cell/specifi c 
expression.21 Subsequently, the truncated transgenes are microin-
jected to produce transgenic mice and as an endpoint, its expres-
sion in the selected cell type is monitored at the RNA and/or 
protein level.21 Similar strategies have also been used in which a 
known transcription factor-binding site is mutated on a given 

promoter driving the expression of a transgene and its functional 
consequence tested in vivo.22–26

TRANSGENIC MICE AND QUANTIFIABLE PROMOTER
ACTIVITY If the promoter elements of a given gene are well 
mapped, then these can be used to direct the expression of useful 
reporters that can be assayed quantitatively. Strength or the effects 
of positive or negative factors that regulate gene expression or 
mutations in the promoter region that affect transcription factor 
binding can be quantified by this approach. The most commonly 
used quantifiable reporters include lacZ from Escherichia coli,
chloramphenicol acetyltransferase, and the firefly luciferase.10

Several promoter regions of genes involved in reproduction have 
been tested using these strategies (Table 44–1).

CELL LINEAGE MARKING AND PURIFICATION OF
DESIRED CELL TYPES Developmental expression of many 
genes that have important reproductive function can be tracked 
using lineage marking and cell fate mapping. Depending on the 

Table 44–1
A representative list of various transgenic mouse models related to reproduction

Models Expression/use Reference

Mouse models for mapping regulatory regions of genes
Gene Tissue of expression
Oxytocin Hypothalamus 119–121
FSH-β Pituitary 21
Oct-4 Early germ cells 122
SF-1 Hypothalamus, pituitary, gonads 123–125
Gdf-9 Ovary, testis 126
SP-10 Testis 127–129

Models for quantifiable promoter activity
Promoter Reporter used
Bovine α-GSU LacZ, CAT 22, 130
Rat LH-β Luciferase 131
Ovine FSH-β Luciferase 132, 133
Mouse Gdf-9 Luciferase 126

Models for lineage marking
Promoter Reporter used
Mouse SF-1 GFP 134, 135
Mouse RARE LacZ 136
Mouse Oct-4 GFP 137, 138
Mouse GnRH GFP 139, 140

Models for cell ablation
Promoter Toxin used
Human α-GSU Diphtheria toxin 23
Mouse inhibin-α Herpes simplex virus thymidine kinase 32
Rat FSH-β Herpes simplex virus thymidine kinase 30

Models for cell-specific immortalization
Promoter Oncogene used Cell immortalized
Rat GnRH SV40 TAg Hypothalamic neurons 141, 142
Human α-GSU SV40 TAg Gonadotrope 39
Rat LH-β SV40 TAg Gonadotrope 38
Mouse GnRH-R SV40 TAg Gonadotrope 143
Human FSH-β SV40 ts TAg Gonadotrope 36
Ovine FSH-β SV40 TAg Gonadotrope 37
Human anti-Mù1llerian hormone SV40 TAg Sertoli cell 144
Mouse inhibin-α SV40 TAg Leydig cell 145, 146
Mouse inhibin-α SV40 TAg Granulosa cell 145, 146



CHAPTER 44  /  MURINE MODELS FOR REPRODUCTION 413

specifi city and expressivity of the gene regulatory sequences 
and the earliest time at which these are activated during embryo-
genesis, expression of either lacZ, alkaline phosphatase, or 
various fluorescent reporters (for example, GFP, CFP, YFP or 
dsRed) can be targeted to specific cell types.10 Tissues/cells 
are then harvested and the activity of lacZ (formation of a blue 
product), alkaline phosphatase (formation of a blue or red 
product), or the visualization of distinct colors under ultraviolet 
illumination is monitored starting from embryonic stages.10

Tracking through distinct developmental stages will provide a 
novel way to study the linage specification and differentiation of 
desired cell types.

Because cells expressing fluorescent reporters can be sorted by 
fl uorescence-activated cell sorting, these transgenic mice will 
provide novel resources to purify desired cell types from a tissue 
consisting of heterogeneous populations of various other cells.27–29

These can be further used for gene/protein expression profi ling 
under normal physiological conditions.

CELL ABLATION BY TARGETED EXPRESSION OF
TOXINS Identifi cation of cell/specific regulatory elements has 
also been useful for selectively ablating cells at desired times and 
studying the consequences of the loss of hormones secreted from 
these cells.10 This has been achieved by expressing diphtheria 
toxin,23 or herpes simplex virus thymidine kinase,30 or viral-
 specifi c ion channels.31 In the latter two cases, either an appropri-
ate substrate (gancyclovir) or an ionophore (calcium or sodium 
channel activator or blocker) is used to produce either a cell-toxic 
product or changes in ion flux that affect hormone secretion. 
These approaches have been used to study the consequences of 
ablation of gonadotropes on gonadal development and reproduc-
tion.30 More recently, ablation of Sertoli cells has been achieved 
to study the consequences on germ cell and consequently male 
reproduction.32

CELL-SPECIFIC IMMORTALIZATION Targeted expres-
sion of viral oncogenes in transgenic mice is a powerful way to 
immortalize desired cell types in vivo.33 This strategy permits 
immortalization of rare cell types that are otherwise difficult to 
obtain in large numbers and good purity for routine cell transfec-
tion analyses.34–39 Moreover, novel cell lines are derived from 
these tumors and established as useful in vitro tools for various 
studies. Since many cell types within the reproductive axis are 
postmitotic, this approach has been particularly useful for immor-
talizing these cell types and establishing novel cell lines.34–39

Many of these cell lines have been used to investigate specifi c 
signal transduction pathways, and transcriptional regulation.34–39

In some cases, these tumor-prone mouse models also phenocopy 
known human cancers and thus have tremendous potential to help 
in understanding the pathobiology of the human disease.36 Fur-
thermore, these models can also be a useful resource for identify-
ing novel cancer biomarkers.

HIGH BASAL LEVELS AND INDUCIBLE EXPRESSION OF
TRANSGENES Although expression of a given transgene is 
dependent on the promoter that drives its expression, the site of 
the integration, and the copy number, some promoters exhibit 
high basal activity in many tissues.40,41 This feature has been 
exploited to ectopically express various hormones in multiple 
tissues at high basal levels; the consequences of this on reproduc-
tion have been analyzed.42–44 Some of these promoters are also 
inducible, for example, metallothionein-1 is induced by heavy 
metals such as zinc and cadmium.40,41

An alternate strategy to temporally induce transgene expres-
sion has been developed. In this approach, the desired protein 
encoding cDNA or gene is engineered downstream of a condition-
ally activated “gene switch.”45,46 This “gene switch” consists of 
DNA sequences that encode a bacterial repressor protein and an 
operator region that is linked to the gene of interest. The repressor 
binds to the adjacent operator DNA sequence that is linked to the 
gene of interest and keeps it inactive. This entire “gene switch” 
cassette along with the gene of interest is under the regulation of 
a tissue/cell-specific promoter. When a drug that binds the repres-
sor and prevents it from binding to the operator region is admin-
istered to transgenic mice, it allows the transcription of the desired 
gene at specific times. Based on this principle and using teton,47

ecdysone,45,48 RU486,49 and tamoxifen50 as inducible gene expres-
sion models, transgenic mice have been developed.

Several representative models illustrating the application of 
the above strategies to reproduction research are listed in Table 
44–1. Many transgenic approaches have also been successfully 
used in gene targeting experiments to genetically rescue mutant 
mice, spatiotemporally inactivate genes, cell fate mapping, and 
gene/protein expression profiling. These gene knockout models 
will be described in the following sections.

GENE KNOCKOUT APPROACHES
Loss-of-function mouse models are commonly produced 

through site-specific mutations at desired loci in embryonic stem 
(ES) cells by homologous recombination. ES cells are derived 
from the inner cell mass of blastocysts at embryonic day 3.5.10

These are propagated in vitro on fibroblast cell feeder layers and 
in an undifferentiated state by providing selected growth factors. 
Desired mutations are engineered using considerable length 
of homologous gene sequences flanking the deletion and an 
appropriate drug selectable marker.51–54 These engineered DNA 
sequences are called the targeting vectors and are usually 
electroporated into ES cells derived from agouti coat color 
mice.10 Following appropriate drug selection, enrichment and 
expansion into individual clones, and identification of the correct 
gene-targeting event (i.e., one allele disrupted), the mutant ES 
cells are injected into host blastocysts derived from black 
coat color mice and transferred to uterine horns of pseudopregnant 
foster mice.10 The injected mutant ES cells mix with the inner 
cell mass of the host and contribute to all parts of the body, includ-
ing the germ line, and the resulting chimeric mice have patches 
of both agouti and black coat colors.10,51 The chimeric mice, 
mostly males, are bred to normal females and germ line transmis-
sion of the mutant allele is achieved resulting in production of 
heterozygous mice. If viable and fertile, the heterozygous male 
and female mice are intercrossed to generate the homozygous 
gene knockout mice.10,51 If the mutation in the homozygous reces-
sive condition does not cause embryonic lethality, then 25% of 
knockout mice are produced according to Mendelian inheritance. 
The majority of the murine models of reproduction have been 
produced by this standard approach (Tables 44–2 to 44–4). More 
recently, application of several variations of this basic theme 
have resulted in production of numerous gene knockout models 
(Table 44–5). These approaches are described in the following 
sections.

TISSUE/CELL-RESTRICTED AND TEMPORALLY REGU-
LATED CONDITIONAL GENE INACTIVATION MODELS
Many proteins are expressed throughout the reproductive axis or, 
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Table 44–2
Examples of knockout mice with reproductive defects only in males

Mouse model Major reproductive phenotypes Reference

Acrosin Delayed fertility 147
AMH or Amh-R Infertility in males due to obstruction by uteri development 96, 148
Bax Premeiotic stage block in spermatogenesis; infertility 149
Bclw Infertile; progressive loss of Sertoli and germ cells 150
Bmp8a Germ cell degeneration, spermiogenesis defects, epididymis degenerate and progressive infertility 151
Bmp8b Infertility; defects in primordial germ cell proliferation 152
Calmegin Infertility due to impaired sperm binding to zona pellucida of eggs 153, 154
CREM Infertility; block at first stage of spermiogenesis 155, 156
Dhh Defective germ, Sertoli, and Leydig cell development; infertility 157–159
Hoxd13 Defects in male accessory sex glands 160
HR6B Infertility; defects in histone polyubiquitination and degradation during spermatogenesis 161
Hsp70 Infertility; increased spermatocyte apoptosis 162, 163
KLHL10 Haploinsuffi ciency causes asynchronous spermatid development; infertility 164
PC4 Impaired fertilizing ability of spermatozoa; infertility 165
RARα Seminiferous tubule degeneration leading to male infertility 166
RARβ Germ cell maturation defects and infertility 167
RARγ Squamous metaplasia of seminal vesicles and prostate and male infertility 168
TEX14 Infertility; failure to form intracellular bridges after spermatogonia differentiate 169

Table 44–3
Examples of knockout mice with reproductive defects only in females

Mouse model Major reproductive phenotypes Reference

Activin/inhibin βB Large litters but delayed parturition and nursing defects 170
Caspase-2 Excess number of germ cells in ovaries; oocytes resistant to cell death following drug treatment 171
C/EBPβ Infertility; defects in ovulation and corpora lutea formation 172
c-mos Ovarian cysts and teratoma formation, decreased fertility 173, 174
Connexin 37 Infertility; defects in late stage ovarian folliculogenesis 175
Connexin 43 Defects in primordial germ cells, block at the primary follicle stage 176
Cox2 Infertility; defects in ovulation and corpora lutea formation 177
Foxo3a Oocyte death, early depletion of functional ovarian follicles, and secondary infertility 178
Gdf9 Defects at one layered follicle stage; infertility 179
IL-11 R Infertility; implantation defects 180
NGFI-A Infertility; suppressed luteinizing hormone and ovulatory defects 181, 182
Nobox Infertility; postnatal oocyte loss, arrest in folliculogenesis at primordial stage 183
Npm2 Nucleolar defects in oocytes and preimplantation embryos, subfertility 184
PR Infertility; defects in ovary, pituitary, and hypothalamus 185
PRL Infertility, irregular estrus cycles 186
Prostaglandin F-R Infertility; lack of induction of oxytocin receptor 187
Ptx3 Subfertility due to defects in the integrity of the cumulus cell–oocyte complexes 188
Srd5a1 Reduced litter size; parturition defects 189
Stat5a/5b Infertility; absence of corpora lutea and implantation failure 190
Zar1 Infertility; developmental arrest of one-cell embryos 191
ZP3 Infertility; no zona pellucida formation 192, 193

additionally, in other tissues during distinct developmental 
stages.55–57 A deletion of the corresponding gene throughout the 
body may often result in embryonic lethality.56,57 Thus, it pre-
cludes analyzing the roles in adult physiology, for example, in 
gonad development and function. This commonly encountered 
problem is circumvented by a conditional or tissue/cell-specifi c 
gene deletion approach. In this approach, first, within the gene of 
interest, typically in introns flanking the exon to be deleted, two 
loxP (a 34-bp sequence that consists of two 13-bp inverted repeats 
and an 8-base pair asymmetric spacer region) sites, one on each 

side, are engineered in the same orientation.58–60 A “floxed” mouse 
is generated in a heterozygous or homozygous condition by stan-
dard gene targeting approaches, and this introduction of loxP sites 
does not interfere with the normal expression of the gene of inter-
est. Second, a transgenic line of mice is produced in which cre, a 
phage P1 recombinase, is selectively expressed in desired tissue/
cells.58–60 When the flox mice are intercrossed with the cre line, 
in desired cells, the DNA between the loxP sites is deleted by 
cre-mediated recombination, leaving one loxP site intact at the 
locus.58–60
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Table 44–4
Examples of knockout mice with reproductive defects in both males and females

Mouse model Major reproductive phenotypes Reference

α-Inhibin Infertility in both sexes, granulosa/Sertoli cell tumors 194
Acvr2a Hypogonadism in both sexes, infertility in females, subfertility and male sexual 

behavioral defects in males
55, 195

α-GSU Infertile; hypogonadism and hypothyroidism 196
Atm Male and female infertility; absence of germ cells 197, 198
A-myb Male infertility; pachytene arrest of spermatogenesis; nursing defects in females due to 

impaired mammary gland development
199

β1,4-Galactosyltransferase Male and female infertility due to abnormal glycoprotein hormone glycosylation 200
Cyclin D2 Females infertile; block in folliculogenesis at the preantral stage; hypogonadism in males 201
Dazla Male and female infertility; loss of germ cells 202
Emx2 Accelerated degeneration of Wolffian duct and mesonephric tubules without formation 

of Mù1llerian duct
203

ERα Uterine/ovarian defects in females; small testes, reduced sperm number 204, 205
FSH-β Hypogonadism, males fertile with reduced sperm number and motility; females infertile, 

preantral stage block in folliculogenesis
206

IGF-1 Hypogonadal and infertile; preantral block in folliculogenesis; defects in Leydig cell 
development

207, 208

LH/LH-R Hypogonadism and infertility in both sexes; spermiogenesis block, reduced 
testosterone levels, reduced estrogen, and an ovulation defect in females

209–212

Mlh1 Male and female infertility; pachytene stage defects in males; meiosis II defects in females 213, 214
Nhlh2 Males infertile; females fertile only in the presence of males; hypothalamic defects 215
p27kip1 Female infertility; corpus luteum defects; males exhibit macroorchidism 216–218
PRL-R Females infertile due to irregular estrus cycles and implantation defects, idiopathic 

infertility in males
219–221

Table 44–5
Examples of various mutagenesis approaches

Approach Mouse model Reference

Knockin
Activin βB knockin to the βA locus 69
Cre knockin to the Amhr locus 222, 223
lacZ knockin to the ROSA locus 224, 225

Cre/lox
Sertoli cell-specific deletion of androgen receptor 226–228
Granulosa cell-specific deletions of follistatin, SMAD4 223, 229
Gonadotrope-specifi c deletions of GATA2, SF-1 230, 231
Hypothalamus-specifi c deletion of SF-1 232, 233

Long-range deletions
Down’s syndrome 70
Padre–Willi syndrome 70

Large-scale mutagenesis
Gene trap LRG 4-R 234, 235
ENU GnRH-R 236
Multiple mutations

Inhibin/AMH 237
Acvr2a/FSH-β 92
Inhibin/FSH-β 43
ERα/ERβ 90
Protamines 1 and 2 238
Transition proteins 1 and 2 239
Cyclins D1, D2, and D3 240

Genetic rescue
FSH-β null mice with human FSH-β transgenes 97
Dax1 null mice with a human DAX1 cDNA 241, 242
SF-1 null mice with a rat YAC containing SF-1 genomic sequences 124, 243
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Although the above approach provides spatially restricted gene 
deletion, temporal control is not possible with this cre/lox-based 
system. Recently, inducible strategies similar to those previously 
described have been developed in which cre enzyme expression 
is induced in desired cells at distinct times.58,61–68 A combination 
of spatially and temporally regulated gene inactivation offers lim-
itless opportunities to study cell-specific gene expression and 
function throughout the course of development without affecting 
the same gene in other tissues.

GENE KNOCKIN STRATEGIES A gene targeting approach 
can eliminate many of the drawbacks with transgene-based 
approaches. For example, reporters can be knocked-in to the 
desired loci (lacZ or GFP or Cre); thus random integration or 
effects of site of integration can be avoided.10 In this way, trans-
genes can be expressed as a single copy from the same endoge-
nous locus. Moreover, bicistronic cassettes can be introduced into 
endogenous loci and thus gene disruption along with expression 
of two markers from the same disrupted locus can be achieved.10

If a known gene is already disrupted in ES cells, variants or 
mutant forms of the same gene can be knocked-in at the same 
locus and the effects monitored directly in vivo.10 The other 
advantage of the knockin strategy is that genes encoding related 
family members with overlapping patterns of expression are 
replaced with one another.69 Thus while disruption of one member 
is achieved, the other member is transcribed from the disrupted 
locus using the same regulatory sequences.69 Most importantly, 
knockin of cre gene sequences into desired loci and subsequent 
generation of mice provide a powerful genetic tool for conditional 
gene deletion purposes.58,61–68

LONG-RANGE DELETIONS AND CHROMOSOME ENGI-
NEERING The advent of cre-lox-mediated recombination has 
led to the emergence of another genetic approach, called chromo-
some engineering.70 In this strategy, long-range deletions of desired 
DNA sequences are achieved in ES cells, although at a low fre-
quency, by selectively engineering loxP sites over megabase inter-
vals on a given chromosome.70 By altering the orientation of the 
loxP sites, various chromosomal events including duplication and 
inversion are also achieved, similar to those originally pioneered 
in classical Drosophila genetics.70–72 Mice bearing these global 
chromosomal rearrangements are often maintained as balancer 
stocks.70–72 These models coupled with other genetic approaches 
provide an in vivo platform for systematic functional analysis of 
all the genes that lie within the long intervals on chromosomes.

LARGE-SCALE RANDOM MUTAGENESIS SCHEMES
TO GENERATE MULTIPLE DOMINANT OR RECESSIVE
MUTANT MODELS It is estimated that ∼30,000 genes are 
expressed in the genome, and about a third of these are believed 
to be important for reproductive function.4 Conventional gene 
targeting approaches are relatively time consuming and mostly 
aim at mutations in single genes. To rapidly and randomly gener-
ate hundreds of mutations in ES cells, several approaches have 
been used. In one approach, special vectors designated gene trap 
vectors are randomly introduced into ES cells, and individual 
vector integrated ES cells are identified and used to produce 
mutant mice.73 These vectors are usually designed to disrupt either 
exons or promoter regions and carry a lacZ reporter expressed 
from the inserted locus. This facilitates tracking the expression of 
the gene and eventually cloning the gene itself.73

In another approach, N-ethyl-N-nitrosourea (ENU), an alkylat-
ing agent, is injected into wild-type male mice. ENU is a powerful 

mutagen in mouse spermatogonial stem cells and the goal is to 
saturate the mouse chromosomes with point mutations.74–79 The 
mutagenized males are bred to propagate scores of these muta-
tions into subsequent generations.74–79 By designing appropriate 
phenotypic screens, mutants with reproductive defects are further 
characterized. With the aid of additional genetic tools, the trans-
mission of the mutant allele can be followed visually by coat color 
and the gene of interest cloned.74–79 One advantage of this random 
mutagenesis scheme is that it is possible to recover many types 
of mutations: null, hypomorphic, and dominant or recessive. 
Thus, an allelic series of mutations in a given locus can be gener-
ated by this approach.74–79 ENU mutagenesis in ES cells has also 
been achieved, and methodologies have been developed to iden-
tify the mutant alleles in these mutagenized ES cells. The ES cells 
with desired point mutations are subsequently used to derive 
mutant strains of mice.80,81

Finally, transposon-mediated recombination is also being used 
to create random mutations in mice.82–85 Transposons are mobile 
genetic elements that can integrate into DNA, disrupt the gene, 
and move over to another region within the same locus or genome-
wide.82–85 This genetic event is facilitated by transposase, the 
enzyme that recognizes specific sequences to carry out this 
process, called transposition. Initially, two strains of transgenic 
mice are generated, one that carries the transposon vector along 
with a green fluorescent marker between the transposon recogni-
tion sequences and the other, transposase. These two lines are 
bred together and double transgene-positive mice are produced. 
They are then mated to wild-type mice and several progeny are 
screened for transposition events that took place in the germ line. 
By this approach, various mutations clustered within the 3–4 
megabase range and outside this region have been produced.86,87

Although considered not as efficient as the ENU method, 
transposon-mediated mutagenesis appears mostly useful for 
region-specifi c mutagenesis schemes.

COMBINATION OF MULTIPLE MUTATIONS The avail-
ability of mutations in desired loci permits a simple genetic inter-
cross strategy to combining these mutations. This is possible if 
the targeted mutations are on distinct chromosomes or suffi ciently 
apart on the same chromosome.88–96 Multiple mutations in differ-
ent loci have been combined for various studies. This approach is 
useful to analyze the synergistic and/or redundant roles of related 
family members in a given pathway, or to understand the 
effect of several modifier factors that regulate a tumorigenesis 
pathway.88–96 Similarly, targeted or ectopic expression of trans-
genes in the null genetic background results in a genetic rescue.97

If the rescue can be achieved conditionally, then it will provide a 
useful tool to developmentally follow the effect of the transgene 
at desired times in the absence of the corresponding endogenous 
mouse gene.

RESOURCES
Although we have summarized various principles of generat-

ing mouse mutations, the reader is encouraged to browse through 
excellent mouse and mouse genome resources available. The 
Jackson Labs in Barr Harbor, ME and the mouse genome 
in formatics are great resources for all the mouse genome-based 
information. This is tightly linked to the National Center for Bio-
technology Information (NCBI) that provides various mouse 
genomics tools. Similarly, the ENSEMBL website maintained by 
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the Sanger Institute in Cambridge, UK has numerous genetic tools 
related to mouse and human as well as other species. Two authori-
tative reference collections of knockout mouse models are avail-
able through The American Endocrine Society and The BioMed 
Central. A number of institution-based websites list and periodi-
cally update mutations obtained with their ENU schemes or 
provide information particularly focused on reproductive pheno-
types. Some of these useful sites are listed in Table 44–6. Finally, 
ready-to-use practical manuals are also available that describe 
details of transgenic and ES cell technologies.10,98,99

CONCLUSIONS AND FUTURE DIRECTIONS
There are now several mouse manipulation approaches avail-

able to study the in vivo roles of genes at a whole organism level. 
These include global or conditional (cell-specific or temporally 
inducible) gain- or loss-of-function mouse models. These models 
are powerful genetic tools and when used in combination with 
genomics and proteomics, they offer limitless opportunities to 
study reproduction.100–103 New methods of rapid germline modifi -
cation can be anticipated using spermatogonial stem cells instead 
of ES cells.104–106 Recent advances in RNA-interference, and 
micro-RNA-regulated pathways are readily feasible in vivo using 
transgenic/ES cell-based techniques.107–114 These novel in vivo
approaches will enable us to achieve more tightly controlled regu-
lation of gene expression in vivo. Large-scale mutagenesis pro-
grams coupled with long-range deletions can be used to mimic 
microdeletions on the Y-chromosome that commonly occur in 
several cases of male infertility.115,116 Moreover, the genetic tools 
will facilitate identification of candidate genes responsible for 
many naturally occurring mouse mutations that have not yet been 
characterized.117 Finally, several new targets for either fertility 
control or enhancement may also be identified by these genetic 
approaches.100,118
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45 Pig Model to Study Dynamics of 
Steroids During Ovarian Follicular 
Growth and Maturation

DAMODAR K. MAHAJAN

ABSTRACT
The pig is a polyovular farm animal and its prolificacy differs 

in different breeds. The female pig has an estrous cycle of 20–21 
days with a short follicular phase of only 3 days and a long luteal 
phase. The luteal phase starts at day 1 after ovulation to day 15 
of the estrous cycle and it overlaps the early follicular phase on 
day 16–17. The follicular phase lasts only 3–4 days. The early 
follicular growth is initiated while a high concentration of proges-
terone (P) is secreted by active corpora lutea, circulating it in the 
peripheral blood. In this study, P, androstenedione (A), testoster-
one (T), estrone (E1), and estradiol-17β (E2) were measured in 
peripheral blood, ovarian venous blood, follicular fluid, and peri-
follicular blood at various stages of the pig estrous cycle. Con-
centrations of P in peripheral blood, ovarian venous blood, 
follicular fluid, and perifollicular blood (blood from the vascula-
ture surrounding the follicle) during the active luteal phase of gilts 
were 19.0 ± 2.4, 59.2 ± 12.7, and 3937 ± 710 ng/ml, respectively. 
Interestingly, the high concentration of P in perifollicular blood 
did not equilibrate with the follicular fluid and it appears that there 
is a blood barrier between the two. This level of P was signifi -
cantly lower in the late luteal, follicular, and estrous stages. The 
follicular fluid in the follicular phase contained the highest con-
centrations of A (163 ± 37.9 ng/ml) of all the stages of follicular 
growth. During this stage the perifollicular blood also contained 
a concentration of A higher than that observed at any other stage 
of the estrous cycle. On the day of estrus the amounts of both A 
and T in the follicular fluid as well as in ovarian venous blood 
were at their lowest. Concentrations of T in perifollicular blood 
were higher in the luteal phase than in the follicular phase. The 
high levels of E1 (22.94 ± 2.95 ng/ml) and E2 (18.96 ± 1.80 ng/ml) 
in the follicular fluid during the follicular phase may be due to 
aromatization of A and T, which are also present in high concen-
trations in follicular fluid and are in contact with granulosa cells. 
On the day of estrus E1 and E2 in the follicular fluid were 7.42 ±
1.45 and 6.93 ng/ml, respectively, which may precede the onset 
of the preovulatory surge. The lower levels of E1 and E2 in perifol-
licular blood than in follicular fluid suggest that the main site of 
aromatization could be the granulosa cells in the follicles.

Key Words: Gilts, Steroids, Ovary, Follicle, Follicular fl uid, 
Perifollicular fluid, Follicular growth, Progesterone, Androgens, 
Estrogens.

INTRODUCTION
The pig is an ideal animal model to study reproductive endo-

crinology and, in particular, to understand ovarian physiology. 
The ovarian morphology, tissue differentiation, and actions of 
individual cell types have been extensively studied. The ease of 
obtaining ovaries from abattoir facilitated the initial basic inves-
tigation of ovarian function, though the background of the gilts 
or sows were in question. However, availability of defined breeds, 
knowledge of their ages, nutrition, and any hormonal treatment 
and assessment of the estrous period made it easy to study care-
fully defined protocols of investigation. The pig is polyovular and 
the important limiting factor affecting sow productivity is prolifi -
cacy, which is defined as the number of viable piglets born per 
litter. Chinese Meishan farrow have an average of three to fi ve 
more piglets per litter than the European breed White Composite. 
Other mixed breeds vary with a minimum of 12 to 20 piglets.1,2

The ovulation rate is a major determinant of reproductive effi cacy, 
which is genetically controlled within a particular breed. After 
recruitment of the primordial follicles, the preovulatory follicles 
are selected, which then become dominant and progress toward 
ovulation. Growth, maturation, and ovulation are dependent on 
endocrine and paracrine control. The sequential effect of follicle-
stimulating hormone (FSH) and leutinizing hormone (LH) on the 
development of the follicles is controlled by a hypothalamic–pitu-
itary–ovarian feedback mechanism. Binding of insulin to various 
follicular cells as well as the action of insulin-like growth factors 
IGF-I and IGF-II and their binding proteins,3,4 such as inhibin and 
activin,5 produced within the follicle exert metabolic actions 
directly or indirectly on the follicular cells and overall follicular 
growth. Follicular angiogenesis is promoted by vascular endothe-
lial growth factor (VEGF), which is produced by the granulosa 
cells within the follicle. Steroids produced by interstitial, theca, 
and granulosa cells are distributed within and out of the ovary 
through the basement membrane and the follicular vasculature of 
the follicle to reach various organs to exert or promote metabolic 
actions.

Synthesis of various steroids in the ovary and their secretion 
into the circulation are a complex process because of the ovarian–

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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pituitary feedback system. The two-cell type theory of steroid 
synthesis in ovarian tissue postulating that the theca interna cells 
of the follicle produce mainly androgens and estrogens, while the 
luteinized granulosa cells secrete progestins6 was suggested by 
Short in 1962, and it was based on steroid concentrations in the 
follicular fluid and luteal tissue. In the following year it was 
reported that equine corpora lutea have a low level of 17α-
hydroxylase (P45017α) and 17α-hydroxyprogesterone-20-lyase
(P450c17) enzyme activity.7 Thus, the large amount of progester-
one (P) produced by the corpus luteum was not converted to C19

steroids within the luteal tissue. The theca cells of the Graafi an 
follicle are able to produce P and contain all the necessary enzymes 
to convert P to androgens and estrogens.7–9 The granulosa cells 
appear to have lower P450c17 activity than theca cells but possess 
very active aromatase (P450arom), which converts ∆4-androstene-
dione (A) and testosterone (T) to estrogens.10–12 When steroid 
synthesis by theca and granulosa cells in culture was studied, it 
was observed that the combined cell culture more effi ciently 
synthesized estradiol-17β (E2) than either of the cell types 
alone.13–15

From these in vitro studies and the data on steroid concentra-
tions in follicular fluid at various stages of follicular growth, it is 
postulated that P, A, T, estrone (E1), and E2 are synthesized in 
different compartments of the ovary and that the ability of these 
different tissues to produce steroids changes during various stages 
of follicular growth. These compartments do not appear to be 
isolated and there appears to be an active exchange of steroids 
between different types of steroid-producing cells. Since the 
corpus luteum, stroma, and theca are vascularized, steroids pro-
duced by these cells would be readily mixed into the follicular 
circulation and may accumulate in the follicular fluid. There is 
suffi cient evidence to indicate that substances in the follicular 
fl uid constantly equilibrate with the ovarian blood,6,16 although no 
correlation was found between the concentration of steroids in 
follicular fluid and the corresponding steroid level in peripheral 
plasma of the same pig during the estrous cycle.17 Based on the 
observation that very high amounts of ovarian steroids were 
present in the follicular fluid of preovulatory follicles, it was theo-
rized that follicular fluid serves as a storage for steroids, particu-
larly E2 and P, which are required by the uterus for implantation. 
In the present investigation P, A, T, E1, and E2 were measured in 
peripheral blood, ovarian venous blood, follicular fluid, and peri-
follicular blood during the entire estrous cycle of gilts; there is 
speculation as to whether they correlate and whether the active 
corpus luteum could be a source of progesterone to theca and 
granulosa cells for conversion into C19 and C18 steroids and serve 
as one of the regulators of steroidogenesis in the pig.

The quantitative determination of steroidogenic enzyme 
mRNAs and certain steroids in follicular tissue and follicular fl uid 
was carried out during either the regumate or altrenogest-
synchronized preovulatory period of follicular growth of the 
gilts.18–20 Day 1 was considered the prefollicular phase, day 3 the 
early follicular phase, day 5 the mid-follicular phase, and day 7 
the late follicular phase. It was concluded that the P450arom enzyme 
mRNA increased successively from day 1 to day 5, dropped sig-
nifi cantly on day 7 to a level less than day 1, and correlated only 
partially with the E2 in follicular fluid. A similar poor correlation 
was true for P45017α mRNA to testosterone and cholesterol side 
chain cleavage (P450scc) to progesterone. In animal husbandry 
when the pigs are grown for the meat industry, all animals are 

treated with progestational compound or progestational com-
pound plus estrogenic compounds to arrest ovulation or continu-
ation of cycling and also to increase their weight. By rules and 
regulations, steroid treatment is stopped at least 2 weeks before 
they are brought to abattoirs. Therefore ovaries collected at the 
abattoir have small, immature follicles of 2–5 mm or so, and the 
results of studies conducted on these ovaries could be different 
from studies conducted on naturally cycling gilts. In the cycling 
gilts after ovulation, days 3–5 are early luteal phase with active 
corpora lutea producing a large amount of progesterone. At this 
stage the surface of the ovary is covered with corpora lutea and 
the small immature follicles are situated among the corpora lutea 
in close proximity. It is reported that follicular fluid contains a 
large amount of progesterone,21 which may not be produced by 
the follicular tissue, but may be accumulated from the vasculature 
of the corpora lutea. This progesterone may inhibit some enzyme 
activity, specifically P45017α and P450c17,7 and at the same time it 
may act as a precursor for steroid-producing enzymes. Hence, in 
such situations the follicular steroid enzymatic mRNA may not 
correlate with steroids present in the follicular fluid of these small 
follicles, some of which may be destined to become atretic 
follicles.

VARIOUS BLOOD SAMPLES AND FOLLICULAR 
FLUID COLLECTION

Ovarian follicular fluid, perifollicular blood, and peripheral 
blood samples were collected from 40 gilts at the swine research 
farm at Ohio Agricultural Research and Development Center, 
Wooster, OH. Gilts 1–2 years of age were observed for regularity 
of their estrous cycles according to a method previously described22

and only those having three consistent consecutive estrous cycles 
of 19–21 days were chosen for the study. The first day of estrous 
behavior was designated day 0 of the cycle. For each gilt on the 
appropriate day of the estrous cycle, surgical anesthesia was 
induced with 1.5–2 g of sodium thiamylal (10% solution) intrave-
nously via an ear vein, and surgical anesthesia was maintained by 
methoxyfl urane and oxygen inhalation with a closed circuit anes-
thesia machine. First, a 20-ml peripheral blood sample was with-
drawn from the anterior vena cava and allowed to clot. Laparotomy 
was performed and the ovaries were exposed. Follicular fl uid 
from an individual “healthy-looking” follicle (a follicle full of 
fl uid, reddish in color, and transparent without white deposit in 
it) was withdrawn with a tuberculin syringe fitted with a 26-gauge 
hypodermic needle until the follicle had completely collapsed. 
Then, within a few seconds, the empty follicle was filled with 
blood, which was then withdrawn over a 1- min period with 1-min 
intervals between samples. These samples were considered to be 
perifollicular blood.17,23 Five such consecutive samples of perifol-
licular blood were collected. Sometimes external pressure was 
applied on the surrounding side of the follicle to fill the empty 
antrum with blood. Follicular fluid and perifollicular blood 
samples from two or three follicles were collected from both 
ovaries. Blood samples less than 25 µl were discarded. The 
remaining follicles on each ovary were aspirated, and that fl uid 
was pooled for the right or left ovary. The volume of the follicular 
fl uid or blood sample was measured immediately by a capillary 
pipette or by a narrow graduated tube. The individual blood 
volume varied from 30 µl to 600 µl and steroids were measured 
in the whole blood of perifollicular blood samples. Fluid from 
nonovulated follicular cysts of the previous estrous cycle were not 
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included in the pool of follicular fluid of an individual ovary, but 
were processed separately. The follicles up to day 5 of the estrous 
cycle were too small in size (<2 mm in diameter) to permit fol-
licular fluid collection as individual samples from a single follicle 
or perifollicular blood, hence only samples from day 5 to day 21 
were included in these studies.

STEROID QUANTITATION
The various steroids were measured by specific radioimmuno-

assay (RIA). The following radioactive steroids were obtained 
from New England Nuclear, Boston, MA, as reference steroids 
and their purity was tested by paper chromatography before 
use: [1,2,6,7-3H]progesterone (114 Ci/mmol), ∆4-[1,2–3H]andro-
stenedione (60 Ci/mmol), [1,2,6,7-3H]testosterone (93.9 Ci/mmol), 
[2,4,6,7-3H]estrone (95.5 Ci/mmol), and [2,4,6,7-3H]estradiol-17β
(90 Ci/mmol). Steroids with 1% or more impurities were further 
purifi ed by thin-layer chromatography. The radio inert steroids for 
references were obtained from Steraloids (Wilten, NH) and Sigma 
Chemical Company (St. Louis, MO), and were crystallized from 
organic solvents before being used as standards for the radioim-
munoassays; their purity was checked by melting point determina-
tion and/or absorption spectra. Stock standard solutions were 
made by dissolving weighed amounts of steroids in methanol 
and the concentrations were confirmed by ultraviolet (UV) 
absorption.

The steroids were measured using the double antibody proce-
dures for steroid RIA.24,25 Antibodies used to measure P, A, and 
E2 were highly specific. For example, the highest cross-reactivity 
of 20α-hydroxyprogesterone (OHP) with antiprogesterone anti-
body was only <0.001% and 17α-OHP did not cross-react with 
this antiserum. The cross-reaction of E1 with the anti-E2 antibody 
was <1.0% and estriol cross-reacted at 0.1%. The anti-A antibody 
was very specific and cross-reacted at <0.01% with T. The anti-T 
antibody cross-reacted at 2% with dihydrotestosterone (DHT) 
and 0.3% and 0.2% with androstan-3β,17-diol (3β-A-diol) and 
androstan-3α,17-diol (3α-A-diol), respectively. The E1 antibody 
cross-reacted about 1% with E2 compared to E1 and did not cross-
react with estriol. The follicular fluid samples were extracted with 
diethyl ether and P, A, and E2 were fractionated by paper chro-
matography.25 The intraassay coefficient of variation ranged 
between 5% and 14% depending on the concentration of steroids 
in the samples. The interassay coefficients of variation for all the 
various steroids were >12.5%.

Student’s t test was used for statistical comparison of values 
of different steroids for different sera and follicular fluid at various 
stages of the estrous cycle. Two-tailed p was calculated using 
Graphpad Instate software to compare differences between the 
groups; differences were considered statistically signifi cant at p <
0.05. The results are expressed as mean ± standard error (SE).

STEROIDS IN PERIPHERAL BLOOD, OVARIAN 
VENOUS BLOOD, FOLLICULAR FLUID, AND 
PERIFOLLICULAR BLOOD DURING THE 
ESTROUS CYCLE OF GILTS

PROGESTERONE Most breeds of female pigs have an 
estrous cycle of 20–21 days with a short follicular phase of 3 days 
and a long luteal phase. The luteal phase is from day 1 to day 15 
of the estrous cycle and the late luteal phase overlaps the early 
follicular phase on day 16–17. The follicular phase lasts for only 

3–4 days and estrus is on day 20 or 21.22 The concentration of P 
in peripheral blood serum, ovarian venous blood serum, follicular 
fl uid, and perifollicular blood on various days of the estrous cycle 
is shown in Figure 45–1A. The secretory activity of the corpora 
Iutea of the ovary could be judged from the concentration of P in 
ovarian venous blood and in peripheral blood. In the active luteal 
phase (days 5–12) the peripheral blood serum contained 19.0 ±
2.4 ng/ml, which decreased to 7.9 ± 1.3 ng/ml in the late luteal 
phase and was further significantly reduced to 2.5 ± 0.7 ng/ml (p
< 0.01) during the follicular phase. A similar pattern of P concen-
tration was observed in ovarian venous blood. Ovarian secretion 
of P was higher during the luteal phase, 97.8 ± 12.0 ng/ml, but 
signifi cantly declined to 4.0 ± 0.7 ng/ml (p < 0.001) during the 
follicular phase, then increased to 10.3 ± 2.0 on the day of estrus, 
which suggests that the granulosa cells could have started lutein-
ization prior to ovulation. Interestingly, follicular fluid on days 
5–12 of the estrous cycle contained high amounts of P, though 
the follicles were small (2–3 mm) in size. In the active luteal 
phase, between 5 and 12 days of the estrous cycle, after the 
removal of follicular fluid from the follicle antrum, in the first min-
ute collection of perifollicular blood, the concentration of P was 
3937.2 ± 710.6 ng/ml and did not vary significantly in the subse-
quent four blood samples collected at 1 min intervals over a period 
of 8 min (Figure 45–1B). It appears that such a high amount of 
the progesterone is produced in the adjacent active corpora lutea, 
mixes with the venous blood, and enters the follicular antrum. On 
days 14–15 of the estrous cycle the concentration of perifollicular 
blood P was lower (848.0 ± 205.7 ng/ml) and did not vary signifi -
cantly in the subsequent four blood samples obtained at 1 min 
intervals over a period of 8 min. In the late luteal phase, as well 
as in the follicular phase, the P content further declined. On the 
day of estrus, when the follicle size was about 0.8–1.2 cm, though 
the follicular fluid contained a high concentration of P, the perifol-
licular blood level of P was at its lowest (Figure 45–1B).

D4-ADROSTENEDIONE The concentrations of A in periph-
eral blood serum, ovarian venous blood serum, follicular fl uid, 
and perifollicular blood samples are given in Figure 45–2A. The 
amount of circulating A during days 5–12, i.e., during the active 
luteal phase, was 2.5 ± 0.3 ng/ml, which was similar to that in the 
late luteal phase. It decreased slightly during the follicular phase 
and on the day of estrus. In the ovarian venous blood serum, the 
concentration of A in the early luteal phase was 6.0 ± 0.7 ng/ml 
and rose to 16.1 ± 3.4 ng/ml at the late luteal–early follicular 
phase; this venous concentration of A did not change during the 
short follicular phase and significantly declined at estrus. Follicu-
lar fluid from small follicles during the active luteal phase con-
tained an average concentration of 81.0 ± 11.0 ng/ml of A, which 
further declined in the late luteal or early follicular phase to 29.2 
± 3.4 ng/ml. During the active follicular phase when the follicles 
are large in size (0.8 ± 1.2 cm), the concentration of A in the fol-
licular fluid rose to 163.6 ± 37.9 ng/ml and varied considerably 
among animals. The high concentration may be due to the pres-
ence of a large number of active theca cells surrounding the fol-
licle, and as estrus approached, greater amounts of A were 
converted to E1 and E2. Therefore, the amount of A in the follicu-
lar fluid was reduced significantly on the day of estrus.

During the active luteal phase when the follicles were small 
and corpora lutea were proliferative and highly vascularized, the 
concentration of A in the perifollicular blood was 88.5 ± 16.3 ng/
ml, but successively declined in the subsequent four 1 min blood 
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samples. However, when the follicular size increased during the 
late luteal phase the A content of perifollicular blood did not 
change significantly in five 1 min samples drawn consecutively 
(Figure 45–2B). However, on the day of estrus the concentration 
of A in the perifollicular blood was the lowest. This phenomenon 
could be due to the beginning of the process of luteinization of 
the theca cells surrounding the follicle.

TESTOSTERONE The concentration of T in the peripheral 
blood of mature gilts was approximately one-tenth the concentra-
tion of A, the highest being at the time of estrus and the lowest 
during the late luteal phase. During the estrous cycle, the overall 
concentration of T in peripheral blood serum was 0.10 ± 0.01 ng/
ml on days 14–15, and on the day of estrus it was 0.51 ± 0.13 ng/
ml. The concentration of T in ovarian venous blood did not vary 

signifi cantly during the entire estrous cycle; however, a higher 
level of T was observed during the luteal phase (5–12 and 14–15 
days of the estrous cycle). Similar differences in the concentration 
of T were also observed in the follicular fluid during the estrous 
cycle, the highest concentration (17.81 ± 3.2 ng/ml), occurring 
during days 5–12 and the lowest (6.78 ± 0.64 ng/ml) at the time 
of estrus (Figure 45–3A). The concentration of T in all fi ve 
samples of perifollicular blood was approximately the same on 
days 5–17 of the estrous cycle and decreased at estrus. The pattern 
of T concentrations was similar to that of A except for the follicu-
lar fluid (Figure 45–3B).

ESTRONE The concentration of E1 in peripheral blood serum 
in the active luteal phase of the estrous cycle was 0.018 ± 0.006 ng/
ml, but increased through the late luteal and early follicular phase 

Figure 45–1. Progesterone. (A) Concentration 
of P in the peripheral blood, ovarian venous blood, 
follicular fluid, and perifollicular blood in various 
phases of the estrous cycle of pig. In the luteal 
(active) and luteal (late) phases the concentration 
of P in perifollicular blood was 3937.2 ± 710.6 
(SE) and 848 ± 205.7 (SE) ng/ml, indicating that 
the source was the corpora lutea. Even in follicular 
fl uid in the active luteal phase it was 264.5 ± 48.0 
(SE) ng/ml, which appears to be from the corpora 
lutea. At this stage, the follicles are 2–3 mm in size 
and contain a small number of theca and granulosa 
cells. In the follicular phase, the concentration of 
P in the follicular fluid was 67.9 ± 16.9 (SE) ng/ml, 
which could be synthesized within the follicle. In 
ovarian venous blood, the concentration of P was 
then <97.8 ± 12.0 (SE) ng/ml in the luteal phase 
and peripheral blood contained <10.3 ± 2.0 
(SE) ng/ml. (B) The perifollicular blood samples 
were drawn from the follicle continuously for 
1 min at 1 min intervals. In the active luteal phase, 
the concentration of P was 3937.2 ± 710.6 (SE) ng/
ml and remained at high levels in all subsequent 
four samples. The concentration of P was reduced 
to 848.0 ± 205.7 (SE) ng/ml and remained constant 
in all the remaining samples. The concentration of 
P decreased to <100 mg/ml in the follicular phase 
and was only <28.4 ± 7.2 (SE) ng/ml during estrus. 
The number above each column indicates the 
number of animals used to collect the perifollicu-
lar blood samples. 
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(Figure 45–4A). The amount of E1 in the ovarian venous blood 
serum was about 10 times higher than in peripheral blood and did 
not significantly change during the luteal or early follicular phases 
of the estrous cycle. On the day of estrus just prior to ovulation, 
the concentration of E1, similar to E2, was low in the ovarian 
venous blood, follicular fluid, and perifollicular blood (Figure 
45–4A and B). The concentration of E1 in the follicular fl uid 
remained constant during the luteal and follicular phases. The E1

content in perifollicular blood was lower during the active luteal 
phase (days 5–12) than during the late luteal or early follicular 
phases and decreased to its lowest level on the day of estrus 
(Figure 45–4B).

ESTRADIOL-17b The overall change in the pattern of E2

concentration in peripheral blood serum did not correspond to the 
changes of E2 levels in ovarian venous blood serum or the E2

content of follicular fluid. The peripheral blood concentration of 
E2 varied between 0.09 ± 0.01 ng/ml and 0.31 ± 18 ng/ml through-
out the estrous cycle of the gilts, and was higher than E1. The 
concentration of E2 in ovarian venous blood serum in the early 
follicular phase was higher than that in the luteal phase and fell 
to its lowest level (0.28 ± 0.1 ng/ml) on the day of estrus (Figure 
45–5A). Similarly, the concentration of E2 in the follicular fl uid 
varied between 13.04 ± 3.07 and 21.29 ± 4.18 ng/ml during the 
estrous cycle and significantly decreased to 6.93 ng/ml on the day 

Figure 45–2. ∆4-Androstenedione. (A) Concen-
tration of A in the perifollicular blood, follicular 
fl uid, ovarian venous blood serum, and peripheral 
blood serum during the estrous cycle of pig. Fol-
licular fluid in the follicular phase contained 163.6 
± 37.9 (SE) ng/ml A, which did not equilibrate with 
ovarian venous blood; its concentration in ovarian 
venous blood serum was only 16.0 ± 6.8 (SE) ng/
ml. The concentration in the peripheral blood 
serum was <1.8 ± 0.3 (SE) ng/ml. The presence of 
A in perifollicular blood drawn from the follicle 
after removal of follicular fluid suggests that the 
perifollicular blood drawn from the follicle may 
secrete A, which is contaminated in perifollicular 
blood, or it may be partially secreted by the active 
luteal tissue. (B) Concentration of A in perifollicu-
lar blood during different days of the estrous cycle 
in pig. The concentration of A increased gradually 
from 84.3 ± 4.0 (SE) ng/ml to the fifth sample of 
the perifollicular blood reaching 159.6 ± 33.1 
(SE) ng/ml, suggesting that in the follicular phase 
the perifollicular blood mainly comes from the fol-
licular vasculature. Since the perifollicular blood 
in both active and late luteal phases contained A, 
A must also be the product of the corpora lutea. 
The number above each column indicates the 
number of animals used to collect the perifollicular 
blood samples.
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Figure 45–3. Testosterone. (A) Concentration of T in the perifol-
licular blood, follicular fluid, ovarian venous blood serum, and 
peripheral blood serum. The overall concentration of T in the perifol-
licular blood, follicular fluid, and ovarian venous blood serum is 
approximately 10% of the concentration of A in these fluids. This 
suggests that A is a preferred substrate for estrogen synthesis in both 
follicle and luteal tissue. However, the presence of T in the perifol-
licular blood in amounts such as 18.63 ± 3.03 (SE) ng/ml and 18.10 
± 2.84 (SE) ng/ml in luteal active and late phases indicates that T is 
also synthesized in luteal tissue, which may serve as a substrate for 
the P450arom enzyme. (B) Concentration of T in the perifollicular 

blood in various stages of the estrous cycle of pig. The amount of T 
in the first minute samples of perifollicular blood varied from 18.63 
± 3.03 (SE) ng/ml in the early luteal phase to 6.78 ± 0.64 (SE) ng/ml 
in the estrous phase, and it continued to be present in all the second, 
third, fourth, and fifth samples of perifollicular blood. This suggests 
that the source of testosterone is from both luteal tissue and the fol-
licular vasculature. In follicular and estrous phases, its main source 
must be from the follicular vasculature, probably from theca cells and 
interstitial tissue. The number above each column indicates the 
number of animals used to collect the perifollicular blood samples. 
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Figure 45–4. Estrone. (A) Concentration of E1 in the perifollicular 
blood, follicular fluid, ovarian venous blood serum, and peripheral 
blood serum during the various stages of the estrous cycle in pig. 
Since E1 is synthesized mainly by the granulosa and theca cells, the 
highest concentrations were observed in the follicular fluid of all the 
phases of the estrous cycle. The amount of E1 in the follicular phase 
was 22.94 ± 3.0 (SE) ng/ml and in the ovarian venous blood serum it 
was only 0.23 ± 0.11(SE) ng/ml. In the peripheral blood serum of all 
the estrous cycle phases the concentrations of E1 were <0.28 ± 0.01 
(SE) ng/ml. Its presence in the perifollicular blood during the late 

luteal and follicular phases, 8.44 ± 4.21 (SE) and 8.68 ± 1.50 (SE) ng/
ml, respectively, suggests that its origin is mainly from the follicular 
vasculature. (B) Concentrations of E1 in five consecutive perifollicu-
lar blood samples collected for 1 min at 1 min intervals during each 
phase of the estrous cycle. High concentrations of E1 were present in 
the perifollicular blood of the late luteal and follicular phases, indicat-
ing that E1 is synthesized by both luteal and follicular granulosa and 
theca cells. The number above each column indicates the number of 
animals used to collect the perifollicular blood samples.
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Figure 45–5. Estradiol-17β. (A) Concentration 
of E2 in the perifollicular blood, follicular fl uid, 
ovarian venous blood serum, and peripheral blood 
serum. The amount of E2 [21.29 ± 4.18 (SE), n =
24] in the follicular fluid of the late luteal phase 
was not significantly different from the amount of 
E2 [18.96 ± 1.80 (SE), n = 21] in the follicular 
fl uid of the follicular phase (p = 0.63). This may 
be due to the growing follicles in the late luteal 
phase, in which both the theca and granulosa cells 
are actively synthesizing E2. The concentrations 
of E2 in the perifollicular blood of both the late 
luteal and follicular phases were nearly equal, 
suggesting the perifollicular blood may be mainly 
from the follicular vasculature. The amount of E2

in ovarian venous blood was <1.2 ng/ml in all 
phases of the estrous cycle. (B) E2 was determined 
in perifollicular blood samples drawn for 1 min 
with 1 min intervals in all the four phases, as 
described for the estrous cycle of pig. The fi rst 
perifollicular blood sample of the active luteal 
phase had 10.88 ± 3.6 (SE) ng/ml of E2, indicating 
that a part of these values may be contributed by 
the active luteal tissue in addition to theca and 
granulosa cells of the follicle. During the estrous 
phase, the values of E2 were <1.0 ng/ml, except for 
the fifth minute sample which was 4.52 ng/ml. The 
number above each column indicates the number 
of animals used to collect the perifollicular blood 
samples.

of estrus. In perifollicular blood E2 concentrations during the 
luteal and early follicular phases varied between 3.31 ± 1.12 ng/ml 
and 10.88 ± 3.59 ng/ml and there was no significant change in the 
concentration of E2 in the samples taken at 1 min intervals; 
however, at days 5–12 of the estrous cycle a sequential reduction 
from 10.88 ± 3.59 to 3.31 ± 1.12 ng/ml was observed from the 
fi rst to the fourth blood sample (Figure 45–5B). Such a signifi cant 
variation was not observed during the early follicular phase. The 
concentration of E2 in perifollicular blood was signifi cantly 

reduced on the day of estrus and did not vary during the time of 
collection of five consecutive samples of perifollicular blood 
(Figure 45–5B).

DISCUSSION
The presence of various steroids including progestins, andro-

gens, and estrogens in follicular fluid has been demonstrated by 
a number of investigators.26 In these studies the follicles were 
obtained from mares, cows, sows, and ewes, and most of the time 
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they were collected at slaughterhouses. It has been shown that the 
data obtained from slaughterhouse material do not agree with 
those obtained with follicular fluid at the time of laparotomy of 
sows with well-monitored estrous cycles.17 Usually, these studies 
measured fewer steroids than measured in the present report. It is 
still not known if the various steroids secreted by the ovary are 
always synthesized by individual cell types or whether a particular 
precursor is synthesized in one compartment and transferred to 
another for further metabolism.

Is P present in the follicular fluid in the luteal phase synthe-
sized by the granulosa and theca cells surrounding the follicular 
fl uid, or is it also a fraction of a large quantity of P synthesized 
by the corpus luteum? The present data reveal that the follicular 
fl uid collected from follicles at days 5–12 of the estrous cycle 
contained higher concentrations of P than did follicular fluid col-
lected on days 14–15, days 16–20, or on the day of estrus. The 
peripheral blood and ovarian venous blood levels of P at days 5–
12 were also higher than at any time during the estrous cycle. 
Interestingly, all five of the consecutive perifollicular blood 
samples collected during the active luteal phase when the corpora 
lutea are proliferative and highly vascularized (5–12 days of the 
estrous cycle) contained very high concentrations of P, which 
varied between 3.9 and 5.2 µg/ml. The concentration of P in 
perifollicular blood did not decrease during the 8-min withdrawal 
of perifollicular blood, suggesting that P may be synthesized 
continuously at a high rate and secreted into the blood. It has been 
shown that in the newly formed corpus luteum of the ewe P values 
reach about 2 µg /ml of luteal fl uid.27 The P values in perifollicular 
blood of the gilt in the active luteal phase (days 5–12) appear to 
be slightly higher than those in the luteal fluid of the ewe. These 
high values would suggest that in perifollicular blood P is pro-
duced by the corpora lutea. If the ovarian blood flow in the luteal 
phase is assumed to be similar to the ewe, approximately 20 ml/
min,28 the production rate of P by the ovary at the peak activity 
of the corpora lutea could be approximately 4.6 mg/h. However, 
this value may be far from accurate as the blood volume with-
drawn per minute in the present study varied greatly, and the fi rst 
of the five consecutive samples of perifollicular blood drawn is 
most likely contaminated with follicular fl uid.

Second, if the steroids in sample 4 or 5 had been lower than 
in earlier samples, it could be assumed that the steroids in the 
blood had been from intracellular spaces and not from an active 
secretory process. The concentrations of P in all five consecutive 
samples were similar, which suggested that P in the perifollicular 
blood is likely to be a continuous secretory process (Figure 45–
1B.) The concentration of P observed during the active stage of 
the corpus luteum fell by about 20% on days 14 and 15 of late 
luteal phase of the estrous cycle, indicating that the corpus luteum 
at this stage was less active in the synthesis of P; it appears that 
P in perifollicular blood was still from the luteal tissue. The level 
in perifollicular blood decreased during the follicular phase when 
the luteal tissue was degenerated and most of the P must have 
been secreted by theca and mainly by the granulosa cells. Ovarian 
venous blood, peripheral blood, and follicular fluid during the 
follicular phase also contained very low values compared to the 
concentration of P in these fluids during the luteal phase. This 
suggests that theca cells are capable of producing and secreting 
low levels of P. It is interesting that the P content in the follicular 
fl uid on the day of estrus had sharply increased from its lowest 
level, but this was not true for P in the perifollicular blood. All 

the ovarian steroid concentrations declined to their lowest values 
just prior to ovulation. It is not known whether this phenomenon 
is due to a sudden increase in the follicular fluid volume so that 
the contents of the follicular fluid are diluted, or whether the cel-
lular composition of the follicle is in the process of changing to 
new types of cells with decreased steroid output during the transi-
tory phase, or if there is a temporal downregulated response of 
the cells to elevated, cyclic surges of gonadotropins. The luteal 
tissue has lower P45017α and P450c17 activity compared to theca 
cells.11 These enzymatic changes could explain the lower concen-
tration of A, T, E1, and E2, but the drop in concentration of P in 
estrus remains to be explained.

The role of P in the control of ovarian follicular growth and 
development remains unclear. It was observed that exogenously 
administered P to 27-day-old rats increased the human chorionic 
gonadotropin (hCG) response to E2 accumulation and aromatase 
activity in small antral follicles and can stimulate the growth of 
these follicles to the preovulatory stage in intact prepubertal rats.29

Since the theca and granulosa cells of antral follicles have not 
developed the receptors for LH and FSH in sufficient number, P 
may serve as a precursor for C19 and C18 steroids and may not act 
as a direct stimulant to steroidogenesis or follicular growth. On 
the other hand, it has been shown that P inhibits P450c17 enzymes 
in rat testicular homogenates, but may not greatly reduce the for-
mation of C19 because P itself is metabolized to form C19 steroids 
by the action of the P45017α and P450c17 enzyme system without 
accumulating 17α-OHP.11 The synthetic P analog (R5020) inhib-
ited the FSH binding to granulosa cells and estrogen synthesis 
was reduced.30 It was demonstrated that the reduction in E2 syn-
thesis due to R5020 was not the result of an inhibitory effect of 
R5020 on the aromatase enzyme but the result of an inhibition of 
the action of FSH on granulosa cells. It was suggested that R5020 
and P inhibited the binding of FSH to granulosa cells by impairing 
the receptor sites for FSH. The actual mechanism of the reduction 
of FSH receptor sites is not explained. Furthermore, it was 
observed that due to the reduction of FSH receptor sites on granu-
losa cells, induction of the receptors for LH/hCG was inhibited. 
This effect is specific to P because 17α-OHP and 20α-OHP had 
no effect on FSH binding to granulosa cells or induction of the 
LH/hCG receptor.31 This may be why estrogen synthesis is reduced 
in the antral follicle due to a high concentration of P that seeps 
from an adjacent corpus luteum resulting in inhibition of 
growth.

Attempts have been made to explain the inhibitory effect of P 
on folliculogenesis in the monkey by luteectomy in one ovary, 
thereby raising FSH secretion, and by supplying exogenous P. It 
was observed that the monkeys that did not receive P had an 
expected LH surge at day 14 ± 0.8 after luteectomy. In contrast, 
in monkeys implanted with Silastic capsules containing P for 10 
days, the LH surge occurred on day 25 ± 2.7 after luteectomy and 
when these capsules were removed, they ovulated on day 14 ±
2.7. These observations suggest that P has a regulatory action on 
folliculogenesis and on the maturation of follicles.32 Exogenous 
administration of 17α-OHP after luteectomy did not have any 
effect on the day of LH surge or ovulation, indicating that the 
delay of LH surge or follicular growth was specifically due to P. 
The average concentration of A in peripheral blood ranged 
between 1.6 and 2.5 ng/ml and did not show significant changes 
during the estrous cycle, though a trend for slightly higher values 
is shown during the luteal phase (Figure 45–3A). The ovarian 
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venous blood and peripheral blood levels of A do not show a close 
correlation. This could be due to a significant amount of A secre-
tion by the adrenal cortex. Such findings were also previously 
reported.17

The follicular fluid concentration of A showed two signifi cant 
peaks, one during the active luteal phase (days 5–12) and the other 
at the follicular phase (days 16–20), and the level of A was much 
higher during the follicular than the luteal phase. The values of A 
were lower during the late luteal phase and also on the day of 
estrus (Figure 45–2). In another study it was observed that in the 
cycling pig during early and late estrus the range of concentration 
of E2 was 6–848 ng/ml, of A was 7–1001 ng/ml, of T was 1–
272 ng/ml, and of P was 69–612 ng/ml in the follicular fl uid, 
which suggested that the concentrations of E2, A, and T in the 
follicular fluid were correlated significantly with the concentra-
tion of LH and FSH in circulating blood serum, but P was nega-
tively correlated with other steroids.33 The decrease in these 
steroid concentrations in the follicular fluid was associated with 
the reduced expression of P450c17 in theca cells and reduced 
expression of P450arom in theca and granulosa cells of the 
follicle.

During the follicular phase, if it extends from day 16 to day 
21, the concentrations of E2 and T were higher on day 20 than on 
day 21, but the concentration of P was 497.2 ± 175.8 ng/ml on 
day 21. This high concentration of P could be the result of the 
theca and granulosa cells having started luteinization just prior to 
ovulation. The mean P450arom activity (ng E2/2 h/follicle) was 
higher on day 16 (7.3) and day 18 (6.2) than on day 20 (2.6) and 
day 21 (0.2), suggesting that the granulosa cells were becoming 
luteinized by day 21.34 In another study, ovaries were collected in 
a local abattoir and assigned to functional stages of the estrous 
cycle by checking for corpora hemorrhagica, corpora lutea, 
corpora albicantia, and developing follicles and by determining 
their size, color, and number. The luteal and follicular phases were 
each subdivided into early, mid, and late stages. It was not deter-
mined whether the sows were cycling normally. Steroids were 
measured in the combined follicular fluid of two follicles of the 
same ovary. Androgens and estrogens were at their lowest level 
during mid and late luteal phases, whereas progesterone was 
about 250 ng/ml of follicular fluid. All the steroids were at their 
highest level during late follicular phase; P was about 550 ng/ml, 
A was about 375 ng/ml, T was about 100 ng/ml, and E1 and E2

were about 80 and 200 ng/ml, respectively. These steroids 
decreased to 10% or less during the follicular ovulatory stage.35

When P, A, and E2 were measured in the follicular fluid of 
cycling pigs in nonatretic follicles during the luteal phase, P was 
about 200 ng/ml in the preovulatory follicle on day 7, which 
decreased gradually to 100 ng/ml on day 13. The A and E2 values 
were also high on day 7 and decreased to their lowest values on 
day 13. The high concentration of P in the follicular fluid of non-
atretic follicles on day 7 may be difficult to attribute to steroid-
producing theca, interstitial, and granulosa cells.36 Furthermore, 
in altrenogest-treated noncycling pigs, the 3β-hydroxysteroid
dehydrogenase in the follicular tissue at day 7 was below detect-
able levels.20 These studies indicate that P must be entering the 
follicle from the perifollicular blood of the surrounding vascula-
ture. The higher levels of A and E2 in the follicular fluid on day 
7 could be synthesized by the active theca and granulosa cells. 
The levels of A in the follicular fluid of women vary during the 
menstrual cycle.37 The high levels of A in the follicular fl uid 

during these stages of follicular growth might serve as a precursor 
for synthesis of E1 and E2. The perifollicular concentration of A 
was significantly higher during the follicular phase than during 
other stages of the estrous cycle. At this period the vascularized 
theca cells are active in producing A, which appears in perifol-
licular blood and in follicular fluid. Thus, it reaches the granulosa 
cell where aromatization to E2 can occur. The high concentration 
of A in perifollicular blood also suggests that A is a more impor-
tant C19 steroid precursor than T for the synthesis of estrogens. 
Diffusion of A from the vasculature of theca and interstitial tissue 
of the follicle to perifollicular blood may also take place; however, 
granulosa cells have a lower P450c17 enzyme activity than do theca 
cells.11,38

Although conclusive data regarding the rate of transmission of 
steroids from blood to follicle and from follicular fluid into cir-
culating blood are not available, based on the transfer of radioac-
tive steroids injected into the follicle, the passage of A from the 
follicle into the circulating blood is slower than the passage of E2

from the follicle into the circulation.25 The amount of T in the 
follicular fluid was higher in the active luteal phase than in the 
late luteal or follicular phases. It was lowest on the day of estrus. 
The concentration of T in the follicular fluid corresponded approx-
imately to the amount of T in perifollicular blood. The overall 
level of T during the luteal phase was about 20% of the level of 
A in the ovarian fluids, and similar to the concentration of A in 
the follicular fluid and perifollicular blood, it did not peak during 
the follicular phase (days 16–20 of the estrous cycle), suggesting 
that A may be the principal androgen secreted by thecal and 
stromal tissue and may serve as a precursor for estrogen synthesis. 
Furthermore, thecal tissue from healthy human follicles13,39 or 
from porcine ovarian follicles15 cultured in vitro produced higher 
amounts of A than T. The low values of T in perifollicular blood 
may be caused by enzymatic changes occurring in theca cells, 
which become luteinized after ovulation. In ovarian venous blood, 
the level of T was much lower than that in perifollicular blood 
and tended to be higher during the luteal phase than the follicular 
phase. The concentration of T in peripheral blood did not change 
signifi cantly during the estrous cycle. The concentration of T in 
perifollicular blood was significantly higher in the luteal phase 
than the concentration in follicular fluid. However, levels of E1

and E2 were higher in the follicles of the follicular phase, which 
is also true in humans37,40 and in monkey ovarian follicles.41

Although granulosa cells have a very active P450arom enzyme 
system, large amounts of estrogens are produced in vitro only 
when the granulosa cells are mixed with theca cells.14 The con-
centrations of E1 and E2 were similar in the follicular fluid at all 
stages of the estrous cycle of the gilts; however, the level of E2

in perifollicular blood was two to three times higher during the 
active luteal stages. Luteal tissue has an active P450arom, which 
could convert A and T into E2. In addition to luteal tissue the 
vascularized theca cells could also contribute to E2 synthesis and 
release into perifollicular blood. On the day of estrus levels of 
both E1 and E2 were very low, similar to that of P and androgens 
in ovarian venous blood, follicular fluid, and perifollicular blood. 
The high concentrations of E2 and other steroids such as P and A 
in follicular antral fluid probably play an important role locally in 
regulating follicular development. Estrogens are essential for 
inducing the receptor sites for FSH first and then E2; FSH increases 
the LH receptor sites on granulosa cells,42,43 thereby increasing the 
steroid-producing enzyme activity of granulosa cells.44,45
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The follicular fluid and perifollicular blood are in very close 
proximity. Substances injected in the general circulation were 
found in the follicular fluid. Peptides such as insulin, FSH, and 
LH are secreted elsewhere, but they enter the follicle and bind to 
the receptors of granulosa, theca, and interstitial cells. Although 
the follicular compartment containing the granulosa cell layer and 
cumulus is avascularized, the majority of the constituents of the 
follicular antral fluid are derived from serum. The barrier that 
separates the antrum from the circulation has properties that admit 
most blood proteins into the fl uid.45 However, when the ratio of 
the quantities of steroids in the follicular fluid to the quantities of 
steroids in the perifollicular blood was calculated, none of the 
steroids showed a ratio of 1 (unity) at various phases of the estrous 
cycle (Figure 45–6). These ratios indicate that the steroids in the 
follicle are not at equilibrium with the steroids of the perifollicular 
blood. It appears that at the follicular–blood barrier there is a 
selective process of exchanging steroids from the surrounding 
vasculature. E1 and E2 have positive ratios in all phases of the 
estrous cycle while P, A, and T have negative ratios during luteal 
phases. That is, during all the estrous phases the quantities of E1

and E2 are higher in the follicular fluid and the quantities of P, A, 
and T are lower in the follicular fluid than in the perifollicular 
blood.

CONCLUSIONS
This study was undertaken to observe steroid dynamics in the 

ovary during the estrous cycle of regularly cycling gilts. Forty 
cycling gilts were examined for three consecutive cycles to select 
regularly cycling gilts for this study. On the appropriate day of the 
cycle needed for the study laparotomy was done and the peripheral 
blood, ovarian venous blood, follicular fluid, and five samples of 
perifollicular blood were collected at 1 min intervals. P, A, T, E1,
and E2 were measured in the blood serum samples, follicular fl uid, 
and perifollicular blood using specific RIA methods.

Concentrations of P in peripheral blood, ovarian venous blood, 
follicular fluid, and perifollicular blood (blood from the vascula-
ture surrounding the follicle) during the active luteal phase of gilts 
were 19.0 ± 2.4, 59.2 ± 12.7, and 3937 ± 710 ng/ml, respectively. 
These values were significantly lower in the follicular phase. The 
concentration of P in perifollicular blood in the late luteal phase 
was 848.0 ± 205.7 ng/ml, which was reduced to approximately 
one-tenth of this value in the follicular phase. Conversely, con-
centrations of A in the follicular fluid from the follicles in the 
follicular phase contained the highest concentration (163 ±
37.9 ng/ml) of all the stages of follicular growth. During this stage 
the perifollicular blood also contained a higher concentration of 
A than that observed at any other stage of the estrous cycle. On 
the day of estrus, the level of A in the follicular fluid as well as 
in ovarian venous blood was at its lowest. During the follicular 
phase the follicular fluid contained 8.74 ± 1.15 ng/ml of T, which 
did not significantly vary in the late luteal phase and was about 
twice as much as that in the follicular phase. Higher concentra-
tions of T were also found in perifollicular blood in the luteal 
phase than in the follicular phase.

The high level of E1 (22.94 ± 2.95 ng/ml) and E2 (18.96 ±
1.80 ng/ml) in the follicular fluid during the follicular phase may 
be due to aromatization of A, which is also present in high con-
centrations in the follicular fluid and is in contact with granulosa 
cells. On the day of estrus E1 and E2 in the follicular fluid were 
7.42 ± 1.45 and 6.93 ng/ml, respectively, which may be prior to 
the onset of the preovulatory surge. The lower levels of E1 and E2

in perifollicular blood than in follicular fluid suggest that the main 
site of aromatization could be the granulosa cells, with the product 
then partially equilibrating with the perifollicular blood. The con-
centration of A and T appeared to be higher or at least similar in 
these two ovarian fluids indicating that theca may be the main 
source of A and T. Interestingly, very high concentrations of P in 
the perifollicular blood suggest its origin in the corpus luteum, 
which may act as a precursor for C19 and C18 steroids in the follicle 
and may also regulate the sequential events that occur during fol-
licular growth. The follicular fluid and perifollicular blood are in 
very close proximity, but the steroids present in them are not in 
perfect equilibrium.
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Figure 45–6. The ratios of steroids in the follicular fluid to the 
corresponding steroids in the first 1 min collection of perifollicular 
blood. During active follicular growth such as in the late luteal stage 
of the estrous cycle, the ratio did not reach 1. This suggests that none 
of the steroid was in an equilibration state. It demonstrates that at the 
follicular–blood barrier a selective process of exchange exists. E1 and 
E2 have a positive ratio at all the stages of the estrous cycle, indicating 
high P450arom activity in the follicle, whereas P, A, and T have nega-
tive ratios except during estrus. 
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46 Molecular Genetic Approach to Identify 
Inhibitors of Signal Transduction 
Pathways
Fission Yeast as a Model System for Drug Discovery
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ABSTRACT
The fission yeast Schizosaccharomyces pombe (S. pombe) has 

become a valuable model system to elucidate the mechanisms of 
basic cellular functions of higher eukaryotes, including cell cycle 
control, membrane trafficking, and signal transduction. Having 
the smallest genome size among eukaryotes and with its powerful 
genetics, this organism is also an excellent model system for drug 
discovery. In addition, many signaling molecules targeted by the 
drug or the homologues of disease-linked human genes are highly 
conserved. We have been studying the signal transduction pathway 
in fission yeast with special emphasis on calcineurin phosphatase 
and mitogen-activated protein kinase (MAPK) signal transduction 
pathways. Our molecular genetic approach, which utilizes a cross-
talk between calcineurin and MAPK signaling, has identifi ed 
several regulators of Pmk1 MAPK, which is a homologue of 
extracellular signal-regulated kinase (ERK) in mammals. As 
MAPK signal transduction pathways are one of the most attractive 
targets for cancer therapy, inhibitors that target this signaling 
appear to be promising drug candidates for the treatment of 
cancer. Here, we first give an overview of the use of yeast as a 
model system for drug discovery and then we introduce our 
molecular genetic strategy to identify regulators of MAPK signal-
ing and the application of this approach to drug discovery.

Key Words: MAP kinase, Fission yeast, Drug discovery, 
Pharmacogenomics.

INTRODUCTION
Recent progress in molecular sciences has enabled the identi-

fi cation of molecular alterations in human tumor cells, which 
frequently involve the conditional or constitutive activation of 
signaling pathways. Such cellular signaling pathways can operate 
to promote cancer development. The conservation of several com-

ponents of these cancer-related signaling pathways with higher 
eukaryotes combined with the emerging genomics technologies 
and their sophisticated genetic approaches makes yeast an excel-
lent model to study the molecular mechanisms of tumorigenesis 
as well as a valuable tool for drug discovery for cancer therapy.

THE CHARACTERISTICS OF THE RESEARCH 
USING YEAST

ADVANTAGES OF YEAST AS A MODEL FOR DRUG 
DISCOVERY Many of the genes that are frequently altered in 
human tumors have structural or functional homologues in model 
genetic systems, including the yeasts, Saccharomyces cerevisiae
and Schizosaccharomyces pombe, the nematode Caenorhabditis
elegans, and the fruit fl y Drosophila melanogaster. The genetic 
methods have been established in these model organisms. Since
fi ssion yeast has the smallest genome size, the study using this 
yeast allows us to elucidate the complex signaling pathways and 
provides insight into the molecular mechanisms of fundamental 
cellular processes.1

The characteristic features of the yeast as the model in drug 
research are summarized as follows.

1. The yeast has essential functions similar to those observed 
in eukaryotic cell and many of its proteins are conserved in higher 
eukaryotes. The gene expression profiles in nematode, as a repre-
sentative of multicellular organisms, and yeast, as a representative 
of monocellular organisms, are similar in that both have the essen-
tial genes observed in eukaryotic cells. They are different from 
each other in that they do not have the genes observed only in 
multicellular organisms. This suggests that the functions of the 
nervous and vascular systems, which are observed only in multi-
cellular organisms, were formed by the arrangement and evolu-
tion of the genes in monocellular organisms. Therefore, yeast is 
an excellent model organism that possesses a minimum and essen-
tial genome set, especially useful in drug research.

2. Powerful genetic techniques are available in yeast. Genetic 
methods such as gene disruption and replacement can easily be 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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carried out by homologous recombination in yeast. Most 
importantly, genetic strategies such as “synthetic lethality” 
and “multicopy suppressor” as described in the following sections 
can also be used. These genetic approaches are difficult to be uti-
lized in other eukaryotes and allow us to identify unexpected 
genes and to reveal functional interactions between signaling 
pathways.

3. Abundant genetic resources are available in yeast. Since 
yeast research played a pioneering role in genetic research, almost 
all yeast genes have been cloned and analyzed. These accumu-
lated findings can be advantageous, especially when identifying 
the genes influenced by drug administration. The databases on 
yeast genome are abundant as well. For budding yeast, SGD (Sac-
charomyces Genome Database) maintained by Stanford Univer-
sity and CYGD (the MIPS comprehensive yeast genome database) 
provide abundant information on the genome such as sequences, 
localizations, expression levels, and their related subjects. For 
fi ssion yeast, the S. pombe gene database is maintained by the 
Wellcome Trust Sanger Institute. The S. pombe postgenome data-
base has been recently constructed by Riken, which provides 
information on fission yeast ORFeome cloning as well as basic 
information on genes and proteins.2 A bioknowledge library main-
tained by Incyte Corporation is also available. The strains and 
plasmids can be made available from National-Bio-Resource-
Project Yeast (http://yeast.lab.nig.ac.jp/nig/english/index.html) 
and other public resources.

4. Rapid growth of yeast enables accelerated research. Yeast 
divides once in 2–3 h and this accelerates the speed of experi-
ments. The methods of culture and storage are easily maintained 
and the costs of experiments are low.

BUDDING YEAST AND FISSION YEAST
BUDDING YEAST The analysis of the whole genome struc-

ture of the budding yeast has been the first to be completed among 
eukaryotes.3 The budding yeast has 16 chromosomes and its 
whole length is 12 Mb, which is approximately 1/300 of those of 
humans. Approximately 6300 genes have been identified to date. 
The budding yeast usually grows as a diploid cell and a haploid 
cell can be readily obtained by induction of meiosis. The haploid 
cell can grow stably, and more than 6000 sets of gene disruption 
mutants are established and available.4 The high-throughput 
screening aiming to identify the targets of the drugs can be planned 
using these gene disruption sets. The sensitivity to the drug is 
enhanced in haploid cells, since it has only one copy of the gene. 
However, the excessive sensitivity to the drugs can induce cell 
death, and this will make it difficult to analyze the target mole-
cules encoded by essential genes. These drug targets can be 
studied using the deletion sets of diploid cells. The combination 
of these gene disruption sets and the drugs acting on signaling 
molecules makes it possible to clarify the complex signal trans-
duction pathways affected by the drug.

FISSION YEAST The fission yeast is a monocellular organ-
ism and usually grows as a haploid cell. It has three chromosomes 
and its whole length is approximately 14 Mb, which has more than 
4800 genes.1 The genome size of the fission yeast is the smallest 
among the eukaryotes to date. However, its genome structures 
with regulatory mechanisms such as splicing resemble those of 
higher eukaryotes compared to those of budding yeast. More than 
100 types of genes related to human disease, such as Down’s 

syndrome, are conserved in yeast, which suggests the applicability 
of the fission yeast as a model organism.

GENETIC STRATEGIES
As mentioned above, genetic strategies such as “multicopy 

suppressor” and “synthetic lethality” are utilized in yeast to allow 
the identification of unexpected genes and to reveal functional 
interactions between signaling pathways.

HIGH GENE-DOSAGE SUPPRESSION OF THE DRUG 
EFFECT AND ITS APPLICATION TO THE IDENTIFICATION 
OF TARGET MOLECULES If a drug exerts its action by inhibit-
ing the function of a target protein thereby inducing a specifi c 
phenotype including cell growth arrest, we can identify the 
unknown target molecules by utilizing yeast genetics of high-
dosage suppressors. Moreover, it is also helpful to detect and 
reveal novel gene products that functionally interact with the 
drug.5 It is also possible to identify the human genes related to 
drug resistance using a human cDNA library instead of a yeast 
genome library. For example, from genetic studies in S. cerevi-
siae, the TOR1 and TOR2 gene products were found to be targets 
of rapamycin, and from S. pombe studies, the cellular target of 
leptomycin B was identified as Crm1.

SYNTHETIC LETHALITY Synthetic lethality has been 
extensively used both to characterize interactions between genes 
previously identified as likely to be involved in similar processes 
as well as to uncover new interactions. The term “synthetic lethal-
ity” was first used by Dobzhansky to describe the phenomenon in 
which alleles of different genes are separately viable, but inviable 
when combined in a double mutant. The possibility that a certain 
agent can be a candidate anticancer drug was tested by using the 
mutant of DNA repair genes, in which the sensitivity for the agent 
was compared among the mutants.6

The budding yeast has approximately 6000 genes; of these 
approximately 1000 genes are essential and the deletion mutants 
remaining genes are viable. Parson et al. analyzed the sensitivity 
of 12 drugs on approximately 4700 deletion mutants and isolated 
647 hypersensitive mutants.7 They made a chemical genetic-inter-
action profile in which the genes are plotted on the horizontal axis 
and the drugs are plotted on the vertical axis. The results showed 
that the drug and its suggested interactive genes form a cluster. 
The chemical-genetic profile of benomyl, the inhibitor of polym-
erization of microtubules, forms a cluster consisting of the genes 
related to cell structure, chromosome, and mitosis. Cyclosporin A 
and FK506, the inhibitors of calcineurin, were reported to form 
similar clusters that include the genes containing cell wall integ-
rity and the function of the vacuole.

We also utilized this “synthetic lethality” screening method to 
identify genes that are functionally interacting with calcineurin, 
the Ca2+/calmodulin-dependent protein phosphatase in fi ssion 
yeast. Calcineurin is an in vivo target of FK506 in fission yeast, 
and inhibition of calcineurin activity by gene disruption or by the 
addition of FK506 to the media does not affect the vegetative 
growth of fission yeast. This suggests that other regulatory path-
ways in the cell exist, and that they perform overlapping functions 
with calcineurin. Thus, mutants that require calcineurin activity 
for vegetative growth would not grow in the presence of FK506. 
A genetic screen to search for the mutations that show sensitivity 
to the immunosuppressive drug FK506 has been performed, and 
eight complementation groups (its1-8 for immunosuppressant and 
temperature sensitive) were identifi ed.8–13 The gene products 
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identifi ed in our screen include various genes involved in mem-
brane trafficking, such as Ypt3 (Rab11 homologue), Ypt3 (Rab6 
homologue), Apm1 (µ1 subunit of the clathrin-adaptor complex-
1), and Gid1 (GDI1), as well as signaling molecules such as 
PI4P5K. These genetic approaches contribute to the identifi cation 
of previously unknown genetic and functional interactions 
between signaling molecules that are affected by the drug and also 
contribute to revealing the unexpected action of the drug.

GENOMIC TECHNOLOGY: DNA MICROARRAY The 
cDNA chip for the all genes of budding yeast is used in the 
research on the effects of the drug on genomic expression.14 Com-
paring the gene expression profiles between the deletion mutants 
and the yeast cells under drug treatment on the cDNA chip, the 
targets of the drugs will be identified. Moreover, an analysis of a 
profi le change of genes induced by a certain drug in the cells in 
which the primary target of the drug is disrupted revealed second-
ary target of the genes, thereby leading to the discovery of a new 
drug and an unknown pathway of the drug.

Examples Marton et al. examined the change of the gene 
expression profile in the cell treated with cyclosporine A and 
FK506, and they showed that both drugs targeted calcineurin 
similar to mammals.15 Moreover, the correlation coeffi cient 
between the difference in FK506-treated yeast and the wild type 
and the difference in the deletion mutant of the calcineurin gene 
and the wild type is not more than 0.80, suggesting an alternative 
pathway not through calcineurin. An analysis of the deletion 
mutant of Gcn4, a transcriptional factor, suggests that the pathway 
not via calcineurin is via Gcn4.

THE DISCOVERY OF MITOGEN-ACTIVATED PROTEIN 
KINASE INHIBITORS USING A FISSION YEAST GENETIC 
APPROACH In this section, we will introduce our genetic strat-
egy to identify regulators of the mitogen-activated protein kinase 
(MAPK) signaling pathway based on our discovery that the Pmk1 
MAPK and calcineurin phosphatase act antagonistically in the 
Cl− homeostasis in fission yeast and its application for drug 
discovery.

Isolation of Multicopy Suppressors of Calcineurin Dele-
tion Calcineurin (CN) is a highly conserved Ca2+/calmodulin-
dependent protein phosphatase and two important 
immunosuppressive drugs, cyclosporine A and tacrolimus 
(FK506), are potent and specific inhibitors of calcineurin activity 
in animal cells as well as in fission yeast. We demonstrated that 
knockout of the fission yeast calcineurin gene ppb1+ or inhibition 
of calcineurin activity by immunosuppressants results in hyper-
sensitivity to Cl−, and that calcineurin and Pmk1 MAPK, a 
homologue of extracellular signal-related kinase (ERK)/MAPK in 
mammals, play antagonistic roles in Cl− homeostasis16 (Figure 
46–1).

Based on this genetic interaction between calcineurin and 
Pmk1 MAPK, we screened for multicopy suppressors of the Cl−-
hypersensitive phenotype of the calcineurin knockout. Notably, 
all the genes we identified turned out to negatively regulate Pmk1 
MAPK signaling, thereby suppressing the Cl− hypersensitivity of 
the calcineurin knockout. The first gene we identified encodes the 
MAPK phosphatase Pmp1. Pmp1 is a homologue of the mam-
malian dual-specificity phosphatase CL100/MKP-1, and dephos-
phorylates the MAPK Pmk1, thereby inhibiting Pmk1 signaling 
(Figure 46–1). The second gene identified was pek1+, encoding 
MAPK kinase (MAPKK), which phosphorylates and activates 
Pmk1 in its phosphorylated form, thus acting as an upstream 

MAPKK for Pmk1 (Figure 46–1). Surprisingly, Pek1 in its 
unphosphorylated state binds phosphorylated Pmk1, thereby 
inhibiting Pmk1 MAPK signaling, and hence Pek1 acts as a phos-
phorylation-dependent molecular switch. The third gene was 
rnc1+, encoding a novel KH-type RNA-binding protein. Rnc1 was 
shown to bind to and stabilize the inherently unstable mRNA of 
Pmp1, an MAPK phosphatase for Pmk1. Consistently, Pmp1 
mRNA was dramatically destabilized and Pmp1 protein was 
barely detectable in Rnc1 knockout cells. Moreover, Pmk1 MAPK 
directly phosphorylates Rnc1 in vivo and in vitro, and this phos-
phorylation by Pmk1 MAPK regulates the RNA-binding activity 
of Rnc1. Thus, the identification of Rnc1 as a target of the MAPK 
signaling cascade has revealed a novel feedback mechanism for 
the posttranscriptional regulation of MAPK phosphatase gene 
expression.

Altogether, our screen for multicopy suppressors of calcineu-
rin deletion efficiently identified negative regulators of Pmk1 
MAPK signaling.

Isolation of vic (Viable in the Presence of Immunosup-
pressant and Chloride Ion) Mutants We recently developed 
a novel genetic screen to identify new components of the Pmk1 
MAPK pathway. As shown above, knockout of the components 
of the Pmk1 MAPK pathway, such as Pmk1 (MAPK), Pek1 
(MAPKK), Mkh1 (MAPKKK), or Pck2 (protein kinase C), com-
plemented the Cl−-hypersensitive phenotype of calcineurin knock-
out. Notably, these knockout strains are viable in the presence of 
immunosuppressant FK506 and high concentrations of MgCl2,
while the wild-type cells are inviable in the same condition16,17

(Figure 46–2). We therefore hypothesized that if we isolate 
mutants that can grow in the presence of FK506 and 0.15 M 
MgCl2, the genes responsible for the mutation are expected to 
function in protein kinase C–Pmk1 MAPK signaling (Figure 46–
2). These may include mutations in the unknown factor down-
stream of Pmk1, or in novel factors required for the activation or 
function of Pmk1 MAPK. We then isolated the mutants that are 
viable in the presence of immunosuppressant and chloride ion, 
and hence named these vic (viable in the presence of immunosup-
pressant and chloride ion) mutants.

Based on this rationale, we identified the vic1-1/cpp1-v1
mutant, in addition to the mutation allele in the known compo-
nents of the Pmk1 MAPK pathway including pmk1+, pek1+, mkh1+,
as well as pck2+.13 The cpp1+ gene encodes a β subunit of the 
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farnesyltransferase (FTase) that is highly conserved through evo-
lution. We further showed that a small GTPase Rho2 is a novel 
target of Cpp1. Moreover, Cpp1 and Rho2 act upstream of the 
Pck2–Pmk1 MAPK signaling pathway, thereby resulting in the 
vic phenotype upon their mutations. Thus, our genetic screen of 
vic mutants utilizing the antagonistic interaction between calci-
neurin and Pmk1 signaling successfully identified Cpp1 as a novel 
upstream component of Pck2–Pmk1 signaling.13

A Genetic Approach to Screen for Inhibitors of Mitogen-
Activated Protein Kinase Signaling We next wished to 
apply this powerful genetic strategy to screen for compounds that 
target MAPK/PCK signaling and we established a unique method 
based on the following rationale. MAPK/PCK signaling plays an 
important role in cell growth as well as in oncogenesis, and com-
pounds that target MAPK signaling may help contribute to the 
discovery of anticancer drugs. As shown in Figure 46–2, there 
was a complementation of the Cl−-hypersensitive phenotype of 
calcineurin knockout cells upon the inhibition of Pmk1 MAPK 
signaling. Thus, treatment with a chemical compound that allows 
calcineurin knockout cells to be viable in the presence of MgCl2

suggests that the compound might act as an inhibitor of MAPK/
PKC signaling (Figure 46–3).

To identify compounds that target MAPK/PKC signaling, 
the screen was performed as described in Figure 46–4A. First, 
spread calcineurin knockout cells onto the medium containing 
0.1 M MgCl2 and then put a filter paper disc in each section. Next, 
add the chemical compound onto each disc then grow the cells at 
27°C for 3 days. Notably, the addition of a known human MAPK 
inhibitor makes calcineurin knockout cells viable in the presence 
of MgCl2, indicating that the human MAPK inhibitor inhibits 
MAPK Pmk1 signaling in fission yeast (our unpublished results). 
Screening a chemical library of more than 8000 compounds 
resulted in the identification of three hit compounds that may 
target fission yeast MAPK signaling; one of the hit compounds is 
shown in Figure 46–4B. The three hit compounds that target 
fi ssion yeast MAPK signaling may inhibit human MAPK 
signaling.

This method has several advantages. First, this screen is unique 
in that the ability to inhibit MAPK signaling can be assayed by 
the growth of calcineurin knockout cells in the presence of MgCl2.
Therefore, the compound with a cytotoxic effect will not be iso-
lated in our screen. In a screen for an inhibitor wherein the inhibi-
tory effect is evaluated by the inhibition of cell growth, it is 
diffi cult to discriminate between an inhibitory effect on the signal-
ing and a toxicity of the compound. The cytotoxic effect of the 
compound is also examined by the addition of compounds to the 
wild-type cells (Figure 46–4B). Second, in our assay, the com-
pound was added onto a paper disc, which enables the diffusion 
of the compound into the medium, thereby establishing a gradient 
concentration. Therefore, the optimum concentration of the 
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compound is efficiently achieved in our assay, which allows a 
high-throughput screening of a chemical compound library. And 
third, our assay evaluates the activity of the compound on Pmk1 
MAPK signaling by the in vivo parameter of hypersensitivity of 
calcineurin deletion. Therefore, the compound that has in vitro
activity but is unable to pass through the plasma membrane is 
automatically eliminated as a drug candidate, resulting in a more 
cost-effective and time-saving method.

CONCLUSIONS
In summary, our genetic approach has effectively identifi ed 

regulators of Pmk1 MAPK signaling, including negative regula-
tors, upstream activating factors, as well as candidate inhibitors 
of the signaling. Given that MAPK/PCK signaling plays an 
important role in cell growth as well as in oncogenesis, the appli-
cation of these powerful genetic approaches to screen for com-
pounds that target MAPK/PCK signaling emphasizes the potential 
contribution of these compounds to the discovery of anticancer 
drugs. Also, the targets of these drugs may be one of the genes 
that will be identified by our screening of the vic mutants.
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47 Yeast as a Model System to Study DNA 
Damage and DNA Repair

ANTONIO CONCONI

ABSTRACT
This chapter provides procedures for determining cell survival 

and the extent of DNA damage and repair after treatment of yeast 
cultures with DNA-damaging agents such as bleomycin, methyl 
methanesulfonate, dimethyl sulfate, and ultraviolet light. Compre-
hensive protocols for basic methods in yeast biology such as how 
to prepare different media, how to grow and store yeast cells, how 
to isolate nucleic acids, how to transform and prepare yeast mutant 
strains, and how to use Internet-based yeast resources are 
available.

Key Words: Benzo[a]pyrenediol, Bleomycin, CPD, Dimethyl
sulfate, Double-stranded breaks, Methyl methanesulfonate, 
Nucleotide excision repair, Single-stranded breaks, 2,3,5-
Triphenyltetrazolium chloride.

INTRODUCTION
The budding yeast Saccharomyces cerevisiae is classified as a 

safe microorganism and has been used for many years as a bio-
logical model.1–3 It has provided important contributions to our 
current understanding of basic eukaryotic cellular functions. Fur-
thermore, yeast is employed as a model to investigate mammalian 
diseases. For instance, at least 31% of yeast proteins have human 
homologues and nearly 50% of human genes implicated in 
heritable diseases have yeast homologues.4 Although its nuclear 
genome is only 3.5 times larger than that of Escherichia coli, the 
yeast genome displays most of the hallmarks of higher eukaryotic 
genomes. The genome of haploid yeast cells is about 1.2 × 107 bp
and is organized into 16 chromosomes, ranging in size from 200 
to 2200 kb.5 Finally, yeast DNA is found within a nucleus and its 
nucleosomal organization of chromatin is similar to that present 
in higher eukaryotes, except that there is no histone H1.6,7

The powerful yeast genetics and its relatively high rate of 
recombination facilitate the insertion of DNA sequences at spe-
cifi c locations in the genome, allowing the creation of yeast strains 
carrying gene knockouts,8 the tagging of proteins with different 
epitopes,9 and the engineering of regulated promoters upstream 
of a given open reading frame (ORF).10 In yeast there are 6466 
ORFs.11,12 Their functions, information on the corresponding pro-
teins, and their cellular localization are available through data-
bases such as the Saccharomyces Genome Database (SGD; www.

yeastgenome.org), Yeast Protein Database (YPD; www.proteome.
com), Munich Information Center for Protein Sequences (MIPS) 
Comprehensive Yeast Genome Database (CYGD; mips.gsf.de/
genre/proj/yeast/index.jsp), the Yeast Resource Center (depts.
washington.edu/∼yeastrc), and yeast green fluorescent protein 
(GFP) fusion localization database (yeastgfp.ucsf.edu). Further-
more, 5916 ORFs were deleted to construct a heterozygous diploid 
collection that contains deletions in both essential and nonessen-
tial genes.13 About 4800 nonessential deletions were generated 
as haploid MATa and MATα strains or as homozygous diploids, 
and these collections can be obtained from Research Genetics 
(ResGen) (www.resgen.com/products/) or the Euroscarf consor-
tium (web.uni-frankfurt.de/fb15/mikro/euroscarf/col_index.html) 
in readily usable forms.14 Among numerous applications of the 
ORF deletions libraries, they have been employed to understand 
the genetics that determine cell sensitivity and resistance to drugs, 
and some multidrug resistance genes have already been identi-
fi ed.15 Also, the toxicity of chemicals is currently tested in yeast 
that present metabolic defects similar to those observed in human 
cancers,16 and high-throughput screenings are employed to deter-
mine the mode of action of DNA-damaging agents such as those 
employed in chemotherapy.17 Finally, studies on cytotoxic com-
pounds such as methyl methanesulfonate (MMS) and hydroxy-
urea,18 bleomycin (BLEO),19 and cisplatin,20 on ionizing radiation,21

and on ultraviolet light (UV) radiation22 have revealed genes that 
are involved in DNA repair, cell cycle checkpoints, DNA recom-
bination, and DNA replication. The results have highlighted the 
importance of the nucleotide excision repair (NER) mechanism 
together with homologous recombination, postreplication repair, 
and cellular responses to DNA damage.

MMS and DMS are DNA methylating agents that produce a 
variety of damaged bases, of which N7-methylguanines and 
N3-methyladenine constitute about 80% and 10% of the lesions, 
respectively.23 In yeast, N-methylpurines are enzymatically 
removed by the base excision repair pathway (BER), and the 
sensitivity to MMS increases in cells lacking genes involved in 
BER. However, homologous recombination (HR) may also par-
ticipate in the repair of methylpurines. Bleomycin is a radiomi-
metic drug that in the presence of cofactors creates single strand 
breaks (SSB) and double strand breaks (DSB) by a concerted free 
radical attack on the sugar moieties of the DNA backbone.23 DNA 
strand breaks block DNA replication, and the difficulty of 
repairing DSBs is the major source of BLEO’s cytotoxicity. The 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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recombination and postreplication DNA repair pathways are 
involved in the repair of BLEO-induced DNA lesions. UV light 
induces the formation of two major photoproducts: cis-sin
cyclobutane pyrimidine dimers (CPD) and (6-4) pyrimidine–
pyrimidone dimers [(6-4)PD].23 These lesions block gene tran-
scription and DNA replication, and are repaired by the NER 
pathway. Although UV photoproducts induced by UV-C serve as 
the paradigm to study the mechanisms of NER, this ubiquitous 
repair pathway operates on a large variety of chemical adducts to 
DNA.23

NER is characterized by the incision of the damaged DNA 
strand on both sides of the lesion, resulting in the removal of an 
oligonucleotide fragment (25∼30 nucleotides long) containing the 
damage. This is followed by DNA repair synthesis and ligation. 
The yeast genes involved in NER can be grouped into two classes; 
the first consists of RAD1, 2, 3, 4, 10, 14, and 25 genes, and the 
second consists of RAD7, 16, and 23 and the MMS19 genes. Muta-
tions in the genes of class 1 cause a very high degree of UV sen-
sitivity, whereas mutations in the genes of class 2 cause moderate 
UV sensitivity.24 An additional factor encoded by the RAD26 gene 
is involved in transcription-coupled repair (TCR), the subpathway 
of NER that is responsible for removing DNA lesions from the 
transcribed strand of active genes.25

Photoreactivation is an alternative mechanism to NER that 
specifi cally removes pyrimidine dimers. This process is catalyzed 
by one enzyme (photolyase) and is light dependent (blue light). 
Photolyases are widespread in nature, though there is no photo-
reactivation of DNA damage in human cells.23 To inhibit the 
activity of photolyase, all the experiments done with UV-
irradiated yeast cultures are performed in a dark room, under 
yellow light (e.g., Rapid Start Fluorescent lamps, Reprographic-
Gold 40 W 2250 K°, Standard Products Inc.; catalog 6050RGO).

GROWING YEAST CELLS AND INDUCTION OF 
DNA DAMAGE

Culturing yeast is simple, economical, and rapid. They grow 
in liquid and on solid media, forming a bud that pinches off to 
originate daughter cells. During exponential growth (or log-phase) 
in rich media, yeast have a short life cycle of about 90 min. As 
cell density increases, nutrients drop and the rate of cell division 
slows. The log-phase is divided into three stages: early-log phase 
(<107 cells/ml), mid-log phase (between 1 and 5 × 107 cells/ml), 
and late-log phase (between 5 × 107 and 2 × 108 cells/ml). At a 
density of 2 × 108 cells/ml, yeast enter the stationary (G0) phase. 
The growth curve of newly inoculated cells (e.g., at 2 × 105/ml)
is characterized by a lag phase of two to three cell divisions (∼5 h), 
exponential growth for about six cell divisions (∼9 h), and the 
stationary phase (during this last phase, cells undergo about two 
more divisions). The optimal growth conditions can vary depend-
ing on the yeast genetic background but, in general, yeast grow 
very rapidly at 28–30°C in the most commonly used YEPD 
medium. The recipes for rich, minimal, and complete minimal 
dropout media and their uses have been reported.1–3

Below is described how we grow yeast cultures and incubate 
them with DNA-damaging agents and how we monitor DNA 
repair. However, optimal growth conditions and treatments with 
genotoxic compounds could vary from strain to strain. Thus it is 
advisable to carry out pilot experiments to follow the dose sur-
vival curves. Also, while small cultures provide enough cells for 

the survival tests, large quantities of cells are needed for DNA 
repair analyses.

GROWTH OF LARGE YEAST CULTURES AND 
PREPARATION OF CELLS FOR TREATMENT WITH 
DNA-DAMAGING AGENTS

1. For liquid cultures, add the YEPD medium (10 g yeast 
extract, 20 g peptone, 20 g glucose, and distilled water to 1 liter) 
to a flask that holds two to three times the required volume. For 
solid plates, prior to autoclaving add 2% (w/v) agar to the YEPD 
in a flask containing a stir bar. Autoclave at 121°C and 15 psi 
(1 atm) for 20 min. Gently mix the agar-containing medium on a 
stirrer and let it cool down to ∼50–55°C before pouring the plates 
(20–25 ml/Petri dish). Allow the plates to solidify and dry at room 
temperature (RT) for 2 days; store them at 4oC in plastic bags.

2. Streak out the cells on solid YEPD and incubate the plate at 
28–30°C until colonies form (2–3 days). Prepare a preculture as 
follows: use one colony to inoculate ∼7 ml YEPD in a sterile culture 
tube (e.g., borosilicate glass 16 × 150 mm, Fisher Scientific catalog 
no. 14-961-31). Usually, cells grow to a stationary phase when incu-
bated overnight at 28–30°C with continuous rotation or shaking.

3. DNA repair experiments are done with exponentially 
growing cultures (2 × 107 cells/ml). One 2-liter flask containing 
500 ml of YEPD is inoculated with 300–400 µl of preculture cells 
(fi nal concentration ∼105 cells/ml). The culture is incubated at 
30°C with continuous shaking (∼300 rpm) overnight. To monitor 
cell growth blank the spectrophotometer with sterile medium, 
remove an aliquot, and measure the absorbance of the cells at 
600 nm [optical density (OD)600]. Use dilutions to make sure that 
measurements are done in the linear range of the spectrophotom-
eter, and calculate the number of cells/ml considering that OD600

∼ 0.1 is approximately 2 × 106 cells/ml. [Note: The correlation 
OD vs. number of cells varies not only from strain to strain but 
also for a given strain grown in different media. Therefore it is 
important to determine the cell number per OD unit using a count-
ing chamber, and plotting the growth curves to determine the 
times of cell division.]

4. Cells are harvested when they are in mid-exponential phase 
(1 to 2 ×107 cells/ml) in a benchtop centrifuge (2000–3000 g/5 min), 
washed in ice cold phosphate-buffered saline (PBS) (8 g NaCl, 
0.2 g KCl, 1.44 g Na2HPO4, 0.24 g of KH2PO4, pH 7.4 per liter), 
and reharvested to prepare them for treatment with DNA-
damaging agents.

TREATMENT OF SMALL CULTURES OF CELLS WITH 
METHYL METHANESULFONATE AND BLEOMYCIN TO 
DETERMINE CELL SURVIVAL

1. Yeast strains (10 ml cultures) are grown exponentially (107

to 2 × 107 cells/ml), collected by centrifugation, washed 
with 10 ml of sterile water, and resuspended in 5 ml of water to 
0.8 × 107 cells/ml.

2. MMS (Sigma, catalog no. M 4016) is used as the stock 
solution. BLEO (from MeadJohnson or Sigma) is dissolved in 
sterile water to 5 U/ml, and stored in aliquots at −20°C.

3. Chronic exposures of yeast cultures to MMS and BLEO are 
done in triplicate: 5 µl of cell suspensions (0.8 × 107 cells/ml in 
sterile water) is used to inoculate the wells of a microplate con-
taining 95 µl of YEPD media and various concentrations of MMS 
(0 as control, 0.005, 0.01, and 0.02%; v/v) or BLEO (0 as control, 
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6 and 10 mU/ml). The microplates are incubated as described in 
the section on Measuring Yeast Sensitivity to Genotoxic Agents 
in Liquid Cultures. Alternatively, 10-fold serial dilutions of cells 
are prepared in sterile water and 5 µl of each dilution is spotted 
on YEPD plates containing different concentrations of MMS or 
BLEO (see above). The plates are prepared and incubated as 
described in the section on Measuring Yeast Sensitivity to 
Genotoxic Agents by Colony Spot Testing.

4. Acute exposures of yeast cultures to MMS are done in 
triplicate: 1 ml of yeast cultures in sterile water (prepared as in 
step 1) is collected by centrifugation, resuspended in 1 ml of fresh 
YEPD (0.8 × 107 cells/ml) containing different concentrations of 
MMS (0 as control, 0.01, 0.025, and 0.05%; v/v), and incubated 
at 30°C for 90 min under continuous rotation. Thereafter, cells 
are harvested by centrifugation, washed twice with sterile water, 
and resuspended in 1 ml of water. As described above, 5 µl of 
cell suspensions (4 × 104 cells) is used to inoculate the wells 
of a microplate containing 95 µl of fresh YEPD (without DNA-
damaging agents; MMS). The microplates are incubated as described 
in the section on Measuring Yeast Sensitivity to Genotoxic Agents 
in Liquid Cultures. Alternatively, 10-fold serial dilutions of washed 
cells are prepared in sterile water and 5 µl of each dilution is spotted 
on YEPD plates (without DNA-damaging agents). The plates are 
incubated as described in the section on Measuring Yeast Sensitivity 
to Genotoxic Agents by Colony Spot Testing.

ULTRAVIOLET LIGHT IRRADIATION OF SMALL 
CULTURES OF CELLS TO DETERMINE CELL SURVIVAL

1. In sterile water 350 µl of 0.8 × 107 cells/ml is spotted on an 
autoclaved glass plate and irradiated (254 nm) with UV doses of 
20, 80, and 150 J/m2, as measured with a UVX radiometer (Ultra-
Violet Products, Upland, CA). How to monitor UV intensities and 
convert them to UV doses is described in the section on Ultravio-
let Light Irradiation of Large Cell Cultures (step 3).

2. Triplicates of 5 µl of UV irradiated, or mock treated 
(control), cell suspensions are used to inoculate the wells of a 
microplate containing 95 µl of YEPD media. The microplates are 
incubated in the dark to avoid photoreversal of DNA damage by 
photolyase as described in the section on Measuring Yeast Sen-
sitivity to Genotoxic Agents in Liquid Cultures. Alternatively, 
5µl of 10-fold serial dilutions of irradiated and nonirradiated cells 
are spotted on YEPD plates. The plates are incubated in the dark 
to avoid photoreversal of DNA damage by photolyase as described 
in the section on Measuring Yeast Sensitivity to Genotoxic Agents 
by Colony Spot Testing.

TREATMENT OF LARGE CULTURES OF CELLS WITH 
DIMETHYL SULFATE

1. Yeast cells are grown at 30°C in YEPD to mid-log phase 
(OD600 ∼ 0.4) as described in the section on Growth of Large Yeast 
Cultures. An aliquot of 1–2 × 109 cells is kept as control [no treat-
ment with dimethyl sulfate (DMS)].

2. The rest of the culture is mixed with DMS (Sigma, undi-
luted solution) to give a final concentration of 0.03% (v/v), and 
incubated at RT for 2 min.

3. Cells are washed twice with PBS, resuspended in 200 ml of 
prewarmed YEPD at 30°C, poured into a 500-ml Erlenmeyer 
fl ask, and incubated at 30°C with continuous shaking (∼300 rpm) 
for different repair incubation times (e.g., 0, 1, 2, and 4 h). Then 
50-ml aliquots (1–2 × 109 cells) are collected on ice and cells are 

harvested by centrifugation. [Note: If needed, to prevent DNA 
replication during repair incubation, hydroxyurea is added to a 
fi nal concentration of 100 mM (e.g., 25 and 26 and references 
therein).]

4. Total genomic DNA is isolated as described in the section 
on Isolation of Genomic DNA from Yeast Cells.

TREATMENT OF LARGE CULTURES OF CELLS WITH 
BLEOMYCIN

1. Yeast cells are grown at 30°C in YEPD to mid-log phase 
(OD600 ∼ 0.4) as described in the section on Growth of Large Yeast 
Cultures.

2. After washing twice with sterile ice-cold water, cells are 
resuspended in 50 mM NaCl, 2 mM MgCl2, and 0.02% glucose to 
a cell density of 1 to 2 × 109 cells/ml.

3. Digitonin (Sigma, 10% stock) and Fe(NH4)2(SO4)2 (10 mM, 
freshly dissolved in H2O) are added to the cell suspension to fi nal 
concentrations of 0.05% and 50 µM, respectively.26

4. The cells suspension is divided into five aliquots and one 
aliquot is kept as the negative control (no treatment with BLEO). 
BLEO (Sigma, 20 units/ml stock) is added to final concentrations 
of 12.5, 25, 50, and 100 mU/ml, followed by a 12-min incubation 
at 30°C.

5. To stop the reaction, the five cell suspensions are mixed 
with 100 volumes of ice-cold YEPD and the cells are collected 
by centrifugation. [Note: BLEO can aggregate at cell plasma 
membranes and even in the presence of ethylenediaminetetraace-
tic acid (EDTA), DNA can be damaged during the extraction 
process. BLEO molecules are efficiently removed from mamma-
lian cell membranes by trypsin,27 and from yeast cells walls by 
washing the cells with yeast media.26]

6. Cells are washed a second time in ice-cold YEPD, collected 
by centrifugation and prepared for total genomic DNA extraction 
as described in the section on Isolation of Genomic DNA from 
Yeast Cells.

ULTRAVIOLET LIGHT IRRADIATION OF LARGE CELL 
CULTURES

1. Yeast cells are grown at 30°C in YEPD to mid-log phase 
(OD600 ∼ 0.4) as described in the section on Growth of Large Yeast 
Cultures. The cell pellet from a 500-ml culture (total 5 × 109 cells) 
is resuspended in 300 ml PBS (∼1.67 × 107 cells/ml). [Note: Cells 
are irradiated in PBS, as YEPD filters out 254 nm UV light.]

2. An aliquot of 50 ml is kept as the control (−UV) and the 
remaining cells are poured into trays (21.5 × 14 cm of mat gray 
plastic from Rubbermaid) and irradiated with primary 254 nm UV 
(UVC) light. [Note: For optimal and equal UV irradiation the 
thickness of yeast suspensions should not be above 2 mm, the 
maximal cell density should be kept below 3 × 107 cells/ml, and 
the UV lamps should be turned on about 5 min before use.]

3. Cell suspensions are irradiated with 254-nm emitting 
germicidal lamps (15 W; General Electric). The UV intensity is 
measured with a radiometer (UVX from Ultra-Violet Products, 
Upland, CA) and converted to UV dose with the following 
equation:

Dose (J/m2) = Time of irradiation (seconds) ×
Intensity (µW/cm2)/100

For instance, to study DNA repair of chromatin in yeast, we 
routinely irradiate cells at ∼150 J/m.2
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4. Soon after irradiation, cells of a 50-ml aliquot are harvested 
by centrifugation and used as control (+UV, no DNA repair). The 
remaining 200 ml of the cell suspension is collected as previously 
described (see the section on Growth of Large Yeast Cultures, 
step 4), resuspended in 200 ml of 30°C prewarmed YEPD, poured 
into a 500-ml Erlenmeyer flask, and incubated at 30°C with con-
tinuous shaking (∼300 rpm) to allow repair. At different time 
points (e.g., 30 min, 1 h, 2 h, and 4 h after UV irradiation) 50-ml 
aliquots are collected and cells are harvested by centrifugation. 
Isolation of total genomic DNA is described in the section on 
Isolation of Genomic DNA from Yeast Cells.

ASSESSING YEAST SURVIVAL RATES
To test cytotoxic compounds on yeast from the ORF deletions 

libraries, cells carrying deleted genes are plated onto solid media 
containing the drugs, and the strains that are sensitive to the drugs 
are recognized by their slow growth. By this assay, sets of multi-
drug resistance genes have already been identifi ed.15 However, 
analyses of cell growth in liquid media are better suited for the 
detection of weak sensitivities, and are thought to be more repre-
sentative than the plating assays.15,28 Finally, methods that measure 
cell metabolism are also used to determine the fraction of surviv-
ing cells.29 One such test is the reduction of 2,3,5-triphenyltetra-
zolium chloride (TTC) to formazan by the mitochondria.

MEASURING YEAST SENSITIVITY TO GENOTOXIC 
AGENTS BY COLONY SPOT TESTING

1. The yeast strains are grown exponentially in YEPD at 30°C
under continuous rotation. Cells are collected by centrifugation, 
resuspended in sterile water, and treated with the DNA-damaging 
agents (see the section on Treatment of Small Cultures of Cells 
and the section on Ultraviolet Light Irradiation).

2a. For chemical agents 10-fold serial dilutions of yeast cul-
tures (0.8 × 107, 0.8 × 106, 0.8 × 105, 0.8 × 104, and 0.8 × 103 cells/
ml) are prepared in sterile water and 5 µl of each dilution (corre-
sponding, respectively, to 4 × 104, 4 × 103, 4 × 102, 4 × 101, and 4 
× 100 cells) is spotted on YEPD plates containing different con-
centrations of DNA-damaging agents. The plates are incubated 
at 30°C for 48 h, and cell survival is scored by visual inspection 
such as comparing the size of the grown spots of yeast colonies.

2b. For UV irradiation 5 µl of 10-fold serial dilutions of irradi-
ated and nonirradiated cells (0.8 × 107, 0.8 × 106, 0.8 × 105, 0.8 
× 104, and 0.8 × 103 cells/ml) are spotted on YEPD plates. After 
UV irradiation, the plates are incubated at 30°C for 48 h in the 
dark (to avoid photo-reversal), and cell survival is scored by 
visual inspection of the plates.

SURVIVAL CURVES OF ULTRAVIOLET-IRRADIATED 
CELLS BY COLONY COUNTING

1. Yeast stock cultures are grown overnight in 5 ml YEPD at 
30°C and under continuous rotation to early stationary phase.

2. Serial dilutions are prepared as follows:

• 10−4 to 10−6 dilutions of the stock cultures are made for 
the controls (no UV) and the WT (or RAD+) strains irradi-
ated at UV doses up to 150 J/m2.

• 10−3 to 10−5 dilutions of the stock cultures are made for 
class I of rad mutant strains (see Introduction) when irra-
diated at doses between 5 J/m2 and 10 J/m2. For higher 
irradiations (up to 30 J/m2) prepare 10−2 to 100 dilutions.

3. Of each yeast strain 100 µl is plated in triplicate for each 
UV dose and dilution. The plates are allowed to dry for 10 min at 
RT before irradiation (without a lid). After irradiation, the plates 
are incubated at 30°C for 48 h in the dark. The colonies are 
counted and plotted as percent survival versus UV doses.

MEASURING YEAST SENSITIVITY TO GENOTOXIC 
AGENTS IN LIQUID CULTURES

1. Yeast strains (10 ml cultures) are grown exponentially (107

to 2 × 107 cells/ml) in YEPD, collected by centrifugation, washed 
with 10 ml, and resuspended in 5 ml of sterile water to final con-
centrations of 0.8 × 107 cells/ml.

2. For a control, the OD600nm of the 5-ml cell suspensions can 
be remeasured.

3. Yeast are treated with DNA-damaging agents as described 
in the section on Treatment of Small Cultures of Cells and the 
section on Ultraviolet Light Irradiation.

4. Prepare a 96-well plate (flat bottom, nontreated, low evapo-
ration lid, polystyrene, sterile; Costar, catalog no. 3370) with 95 µl
of sterile YEPD in each well with or without DNA-damaging 
agent.

5. Triplicates of 5-µl yeast samples (corresponding to 4 × 104

cells, treated or mock treated with DNA-damaging agents) are 
deposited in each well and mixed with the YEPD by pipetting up 
and down (it is convenient to use a multichannel pipette).

6. To avoid evaporation during the incubation period, the 96-
well plates are sealed with Parafi lm.

7. Cell growth is monitored with a PowerWave microplate 
scanning spectrophotometer (Bio-Tek). The OD of cell growth is 
recorded using KC4 microplate data analysis software (Bio-Tek), 
programmed as follows: running time, 48 h; OD reading interval, 
10 min; OD wavelength, 660 nm; shaking, intensity 2 and duration 
of 595 sec before every reading; temperature, 30°C.

8. The data are exported to Excel (Microsoft) for plotting.28

MEASURING YEAST SENSITIVITY TO GENOTOXIC 
AGENTS BY THE REDUCTION OF 2,3,5-TRIPHENYLTETRA-
ZOLIUM CHLORIDE The water-soluble and colorless 
tetrazolium salts are reduced in a variety of cells to red, water-
insoluble formazan compounds. The reaction occurs in the mito-
chondria where these compounds are reduced at different sites 
along the electron-transport chain, with the exact site of reduction 
depending on their chemical substitution. Among these, TTC is 
one of the most commonly used. Its reduction to red formazan 
occurs at the site of the cytochrome oxidase complex in place of 
molecular oxygen reduction.29 Consequently, measurements of 
cell metabolism by TTC reduction can be used to determine cell 
survival.

1. Yeast cultures are grown to mid-log phase, treated with 
DNA-damaging agents, and incubated for different times to allow 
cells to repair the DNA.

2. For each time point, 35 ml of cell culture (∼7 × 108 cells) 
is pelleted, resuspended in 1 ml sodium phosphate buffer (0.05 M, 
pH 7.5), transferred to an Eppendorf tube containing 350 µl of 
TTC stock solution (0.5% TTC in 0.05 M phosphate buffer, 
Sigma), and mixed well.

3. Incubation is done for 20 h at RT in the dark (without 
stirring).

4. Cells are pelleted by centrifugation in a microcentrifuge for 
2 min, washed in sterile water, and pelleted again.
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5. An equal volume of glass beads (425–600 µm, Sigma) is 
added to the cell pellet, together with 500 µl ethanol : acetone 
(1 : 1). The suspension is vortexed vigorously to break open the 
cells.

6. Cell debris and beads are pelleted in a microfuge for 2 min 
and the supernatant is transferred into a 15-ml tube.

7. Steps 5 and 6 are repeated four times, followed by two 
extractions with 500 µl of 100% acetone.

8. For each DNA repair time point, all the supernatants are 
collected and adjusted to 3.5 ml final volumes with ethanol : 
acetone (1 : 1), followed by 5 min centrifugation at maximum 
speed in a benchtop centrifuge to pellet cell debris.

9. Absorbance of the combined washing extractions is read at 
485 nm and measurements are conveniently taken in 1-ml plastic 
cuvettes. [Note: Dilute the sample if OD485 is above 2.]

10. OD485 measurements of mock-treated cells are considered 
as 100%, and the percents of OD485 are plotted versus the doses 
of DNA-damaging agents employed.

MEASUREMENTS OF DNA DAMAGE AND DNA 
REPAIR RATES

The quantification of the formation and removal of lesions is 
crucial to understanding the processes of DNA damage and repair, 
and the preparation of good-quality, high-molecular-weight DNA 
is an essential step of these analyses. Several methods are used to 
break the yeast wall, which are either based on mechanical or 
enzymatic assays (Zymolyase, Lyticase, Glusulase).1–3 Because 
cells could rapidly remove some DNA lesions, it is important that 
the initial steps of the DNA isolation be carried out rapidly. In 
our laboratory, the method of choice is to break the cells by vigor-
ous shaking in the presence of glass beads.

Currently, the most common techniques that are used to quan-
tify the number of photoproducts in total genomic DNA are either 
immunological methods30 or are based on the T4endoV assay. 
Monoclonal antibodies specific to CPDs and to (6.4)PDs [or to 
other types of DNA lesions that are not induced by UV light, such 
as benzo[a]pyrenediol (BPDE)] are commercially available, and 
antibody binding can be measured even with small quantities of 
antigens. Alternatively, the T4endoV assay developed in the 
Hanawalt laboratory31 combines T4 enzymatic activity with 
Southern blotting. Namely, CPD formation and CPD removal are 
detected with CPD-specific endonuclease T4endoV, which makes 
single-DNA strand cuts at CPD sites. Southern blotting of dena-
turing (alkaline) agarose gels and hybridization with specifi c 
radioactive probes are used to quantify the frequency of CPDs in 
DNA. This technique also makes it possible to determine levels 
of DNA repair in small fractions of the genome such as single 
copy genes.

ISOLATION OF GENOMIC DNA FROM YEAST CELLS To
follow NER of UV-induced photoproducts, the following steps 
are carried out under yellow lamps (peak at ∼550–650 nm):

1. The cells are irradiated and 50-ml aliquots are collected by 
centrifugation as described in the section on Ultraviolet Light 
Irradiation of Large Cell Cultures. The cell pellets are resus-
pended in ice-cold 1.5 ml NIB (nuclei isolation buffer: 17% glyc-
erol, 50 mM MOPS, 150 mM K-acetate, 2 mM MgCl2, 0.5 mM 
spermine, and 0.15 mM spermidine, pH 8.0) and transferred to 
15-ml tubes containing 1.5-ml glass beads (Sigma; ∼425–600µm)
prewashed twice in NIB and prepared on ice.

2. The cells are vortexed vigorously 10–15 times for 30 sec 
each time with 30-sec gaps on ice.

3. The cells lysates are transferred to new 15-ml tubes on ice 
and the glass beads are rinsed twice with 1 ml NIB. The combined 
washing extractions are spun in a benchtop centrifuge at 3500 rpm 
(∼2000 ×g) for 2.5 min.

4. The supernatants (nuclei suspensions) are divided into two 
2-ml Eppendorf tubes and spun in a microcentrifuge for 5 min at 
4°C.

5. The pellets are resuspended in 500 µl TE total volume and 
collected into one 2-ml Eppendorf tube. After addition of 225 µl 3 M 
Na-acetate (pH 6.5), mixing, and 35 µl 10% sodium dodecyl sulfate 
(SDS), mixing (final volume 770 µl), the samples are extracted twice 
with phenol : chloroform : isoamyl alcohol (25 : 24 : 1) (equilibrated 
with Tris to pH ∼ neutral) and once with chloroform (avoid taking 
the interphase). Finally, the nucleic acids are precipitated with one 
volume isopropanol at −20°C from 1 h to overnight.

6. After centrifugation for 30 min at 4°C, the white pellets are 
resuspended (without drying) in 500 µl TE; 10 µl RNase A (10 mg/
ml) is added to each tube and the samples are incubated at 37°C 
for 30 min. Thereafter, 225 µl 3 M Na-acetate (pH 6.5) and 35 µl
10% SDS are added as described in step 5, followed by one 
extraction with phenol : chloroform : isoamyl alcohol (25 : 24 : 1) 
and one extraction with chloroform.

8. The samples are precipitated in isopropanol as described 
above. After centrifugation, the pellets are rinsed twice in 70% 
(v/v) ethanol, dried, resuspended in 200 µl TE, and stored at 
−20°C.

IMMUNOASSAY FOR THE DETECTION OF 
ULTRAVIOLET-INDUCED PHOTOPRODUCTS IN 
TOTAL GENOMIC DNA

1. Total genomic DNA is digested with two restriction 
enzymes to reduce its average size and resuspended in TE buffer. 
The samples are denatured at 95°C for 15 min and chilled on ice. 
[Note: the amounts of DNA must be determined empirically, 
e.g., 50–500 ng per slot.]

2. The nitrocellulose membrane (Protran, Schleicher & 
Schuell) is prewetted in ddH2O and then equilibrated in 20 ×
SSPE (174 g NaCl, 27.6 g NaH2PO4·H2O, 7.4 g EDTA, pH 7.4 per 
liter) for ∼30 min. Using a slot-blot apparatus, the DNA samples 
are spotted in triplicate onto the membrane as follows:

• While applying a constant vacuum add 500 µl 20 × SSPE 
to each well.

• When all the liquid is adsorbed add the DNA samples in 
250 µl.

• When all the liquid is adsorbed, wait an additional 5 min, 
keeping the vacuum constant. Then rinse the slots twice 
with 250 µl 20 × SSPE.

• When all the liquid is adsorbed, wait an additional 5 min, 
dismantle the slot-blotter, and place the membrane (DNA-
side up) on 3MM papers and let it dry for 30 min.

3. After baking the membrane for 2 h at 80°C to fix the DNA, 
the membrane is rehydrated in PBS.

4. Blocking of the membrane is done in 5% nonfat dry milk 
in PBS-T (0.05% Tween-20 in PBS), at RT for 1 h.

5. The blocking solution is discarded and the membrane is 
briefl y rinsed twice with PBS-T followed by four washes in PBS-
T, 10 min each.
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6. Incubation with antibodies for CPDs and (6,4)PDs (e.g., 
from Abcam, Affitech, Sigma-Aldrich, Trevigen) is done in 1% 
milk in PBS (∼0.15 ml/cm2 of membrane surface) for 3 h at RT or 
overnight at 4°C. [Note: The concentration of the antibodies is 
predetermined empirically.]

7. Washing of the membrane is done as described in step 5.
8. Secondary antibodies (Amersham) are prepared in 1% milk 

in PBS and the incubation is done for 1 h at RT, 
followed by the washing step as described above. [Note: The 
concentration of antibodies is predetermined empirically.]

9. Detection is done with chemiluminescence reagents (ECL; 
Amersham) according to the manufacturer’s instruction, and the 
membranes are exposed to X-ray film or a PhosphorImager.

10. To normalize the amount of DNA in each sample and slot, 
DNA is spotted onto a parallel membrane (steps 1–3). Prehybrid-
ization and hybridization with 32P-labeled DNA are done follow-
ing standard protocols.

11. To determine the number of photoproducts and the DNA 
repair rates, normalize the signals obtained with the antibodies to 
the respective amounts of DNA in each slot. Subtract the signals 
generated from nonradiated samples (−UV, controls), which 
correspond to the nonspecific binding of the antibodies to 
DNA, and determine the percent repair (0 time repair = 100% 
photoproducts remaining). [Note: The same technique can be 
used to detect BPDE, the ultimate carcinogenic metabolite of 
benzo(a)pyrene.]

THE ALKALINE AGAROSE GEL ELECTROPHORESIS AND 
SOUTHERN BLOT ASSAY FOR THE DETECTION OF DNA 
STRAND BREAKS AND ULTRAVIOLET-INDUCED PHOTO-
PRODUCTS IN TOTAL GENOMIC DNA The strand breaks, 
for example, induced by T4endoV cleavage at CPD sites, cause 
a shift of the migration of DNA in denaturing agarose gel elec-
trophoresis (Figure 47–1A; compare − and + T4endoV, − and +
UV). The shift can be measured by separation of the DNA in 
alkaline agarose gels, transfer to nylon membranes, hybridization 
with 32P-labeled genomic DNA (e.g., by random priming), and 
detection with a PhosphorImager.32 The storage phosphor technol-
ogy is very sensitive and has a linear response range over fi ve 
orders of magnitude.

Discrete-step scans of images (Figure 47–1B) are recorded 
using ImageQuant software (Molecular Dynamics, Sunnyvale, 
CA). The half-area DNA migration points, or average length of 
the population of DNA molecules, are calculated on an Excel 
spreadsheet (Microsoft, Redmond, WA) from the migration 
profi le of the population of DNA molecules, relative to DNA size 
standards. Finally, the number of CPDs/kb (or DNA strand 
breaks/kb) is calculated according to Freeman et al.33

1. The isolated DNA is treated with T4endoV (Figure 47–1A) 
as described in the section on The T4endoV Assay.

2. Alkaline agarose gels (1%) are prepared as previously 
described34 and electrophoresis is run for about 13 h at 25 V 
(0.7 V/cm) with buffer circulation. Thereafter, gels are first neu-
tralized for 1 h in 1.5 M NaCl, 1 M Tris–HCl (pH 7.5), then soaked 
in 0.25 N HCl for 30 min, and finally treated in 0.4 N NaOH for 
15 min. The DNA is transferred in 0.4 M NaOH to a Hybond-XL 
membrane (Amersham) following the alkaline Southern blotting 
protocol.

3. The radioactive probe is generated from yeast total genomic 
DNA digested with EcoRI (to obtain shorter fragments) using 

random priming (Amersham). Prehybridization, hybridization, 
and washing are done as described in standard protocols, and the 
membranes are exposed to PhosphorImager screens.

4. Determination of the average DNA lengths (Lav) is done as 
follows:

• The image of one lane is overlaid with an array of dupli-
cated rectangles, with the height that corresponds to 1 mm 
distance on the gel [Figure 47–1B; (−)T4endoV]. This 
array (1 to n) is copied onto the other lanes [Figure 47–1B; 
(+)T4endoV] and onto an empty lane that is used for 
background correction (Figure 47–1B; N).

• The image density (or volume) within each rectangle (1 
to n) is measured with ImageQuant and the data are trans-
ferred to an Excel spreadsheet (Microsoft). A chart is 
generated showing the DNA profile of each lane (Figure 
47–1C). [Note: Figure 47–1C is a schematic representa-
tion of a typical DNA profile of UV-irradiated genomic 
DNA, treated or mock treated with T4endoV.]

• Three backgrounds are subtracted from the image density 
data shown in Figure 47–1C. (a) The background gener-
ated from nonspecific binding of radiolabeled probe to the 
nylon membrane is removed by subtracting the density 
values obtained from an empty lane (Figure 47–1B, N) to 
the corresponding rectangles (1 to n) in the (−) and (+)
T4endoV lanes and (b) the background due to random 
nicks generated during DNA isolation [visible in the lanes 
(−)T4endoV] is removed. (b1) First, the signal (smear) 
below the broad band corresponding to high-molecular-
weight DNA [Figure 47–1B; (−)T4endoV, from 5 to n) or 
region “b1” (Figure 47–1D): each position in the 
(−)T4endoV lane is subtracted from itself and from its 
corresponding position in the (+)T4endoV lane. (b2) 
Second, region “b2” (Figure 47–1D), which corresponds 
to nicked high-molecular-weight DNA and is described as 
the area under the straight line (y = ax), which is generated 
from the origin of the high-molecular-weight DNA and 
the first data point of the smear (rectangle 5); the y-values
are subtracted from each corresponding data point in the 
(−) and (+)T4endoV lanes. The results obtained after sub-
traction of the three backgrounds are shown in Figure 
47–1E.

• The total areas encompassed by the corrected scans are 
calculated, and the data points corresponding to half of 
these areas are determined (Figure 47–1E; Xmed). By using 
the standard curve generated from the migration of the 
DNA size markers (Figure 47–1A; M), Xmed is converted 
to the median length Lmed (in bases). The average molecu-
lar length (Lav) is then calculated using the following 
equation35:

Lav = 0.6 × Lmed

assuming a Poisson distribution of DNA fragments.
5a. For UV-irradiated DNA, the number of CPDs/kb is calcu-

lated using the following equation33:

CPDs/kb = (Lav)−1
(+)T4endoV − (Lav)−1

(−)T4endoV

where (Lav)(+)T4endoV and (Lav)(−)T4endoV are the Lav values for samples 
treated or mock treated with T4endoV, respectively.

5b. For DNA SSBs, for example, induced by BLEO, the 
number of SSBs/kb is calculated using the following equation32:
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SSB/kb = (Lav)−1

6. For repair experiments, CPDs/kb (or SSB/kb) at various 
repair times are expressed as percent of the damage measured at 
time of 0 repair (see the section on The T4endoV Assay).

THE T4ENDOV ASSAY TO MEASURE NUCLEOTIDE 
EXCISION REPAIR OF ULTRAVIOLET-INDUCED PHOTO-
PRODUCTS IN SPECIFIC DNA SEQUENCES

1. DNA is isolated before UV irradiation (−UV), soon after 
UV irradiation (+UV; 0 repair), and after various repair times 
(+UV; 1/2, 1, 2, and 4 h) (Figure 47–2A). About 6 µg of DNA for 
each time point is digested with the suitable restriction enzyme. 
[For example, in Figure 47–2A the DNA was digested with 

EcoRI, which releases an ∼2.9-kb DNA fragment when blots are 
hybridized with a probe corresponding to the central portion of 
ribosomal genes (rDNA).]

2. After extraction with phenol:chloroform:isoamyl alcohol 
and chloroform, the DNA is precipitated in ethanol and resus-
pended in 32 µl of T4endoV buffer (50 mM Tris–HCl, pH 7.5, and 
5 mM EDTA).

3. On ice, dilute 1 µl of T4endoV enzyme (e.g., from Epicen-
tre) 1 : 50 in T4endoV buffer, and prepare the reactions in 0.5-ml 
Eppendorf tubes as follows:

• To the mock-treated samples [(−)T4endoV] add 2 µl of 
T4endoV buffer.

• To the test samples (+)T4endoV] add 2 µl of the diluted 
T4endoV enzyme.

Figure 47–1. Measurements of DNA strand breaks (induced by T4endoV cleavage at CPD sites) by alkaline agarose gel electrophoresis and 
Southern blot.
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• Add 15 µl of the DNA suspensions (out of the 32 µl total) 
to the test samples and to the mock-treated controls, and 
incubate the reaction for 45 min at 37°C.

4. To each sample add 3 µl of 6× alkaline loading buffer 
[300 mM NaOH, 6 mM EDTA, 18% (w/v) Ficoll (type 400), 
0.15% (w/v) bromocresol green, 0.25% (w/v) xylene cyanol], 
which brings the final volumes to 20 µl, and load the samples onto 
1% alkaline agarose gels that are prepared as previously 
described.34 The gel electrophoresis is run for about 13 h at 25 V 
(0.7 V/cm) with buffer circulation, and the DNA is transferred in 
0.4 M NaOH to a Hybond-XL membrane (Amersham) following 
the alkaline Southern blotting protocol. Thereafter, the membrane 
is hybridized with 32P-labeled specific DNA sequences. [In Figure 
47–2A, the blots carrying DNA from the wild-type (WT) and 
from the NER-deficient mutants (rad14D) were hybridized with 
a rDNA probe.] Changes in bands intensities, compare lanes (−)
and (+), reflect the number of CPDs. Whereas DNA repair is 
observed in WT, no removal of CPDs is found in rad14D cells.

5. Quantification of the image scans is done with ImageQuant 
software (Molecular Dynamics, Sunnyvale, CA) as follows:

• A rectangle is drawn tightly around the signal correspond-
ing to −UV (−)T4endoV (Figure 47–2B; group 1, rectan-
gle 1), taking care not to touch the band. Five duplicated 
rectangles are overlaid on the (+)T4endoV band (rectangle 
4) and on the regions adjacent to the bands that are used 
for background correction (rectangles 2, 3, 5, and 6). This 
procedure is repeated for each of the six groups.

• The densities (or volumes, V) of each rectangle (1 to 36) 
are measured (ImageQuant) and the data are transferred 
to an Excel spreadsheet (Microsoft).

• The volume (V) of each band is corrected by subtracting 
its average background, which is generated from the non-
specifi c binding of radiolabeled probe to the membrane 
(rectangle above the band) and from random nicks gener-
ated during DNA isolation (rectangle below the band), and 
is called V̄̄  [e.g., V̄̄19 = V19 (V20 + V21)/2].

• The number of CPDs per DNA fragment (in Figure 47–
2A; the ∼2.9-kb EcoRI rDNA fragment) is calculated with 
the following equation:

CPDs/DNA fragment = ln(V̄̄(−)T4endoV /V̄̄(+)T4endoV)

6. The resistance of DNA cutting by T4endoV is monitored 
as a measure of repair, and the percent of CPD removal is plotted 
over the repair incubation time (Figure 47–2C). (In the rDNA of 
WT cells ∼50% of CPDs is removed after 2 h and ∼100% repair 
is achieved after 4 h. No repair is measured for the same DNA 
fragment in rad14D cells.)
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48 Human Models of Space Physiology

VICTOR A. CONVERTINO AND CAROLINE A. RICKARDS

ABSTRACT
Maintaining the health and fitness of astronauts is essential to 

the successful exploration of space. Consequently, the develop-
ment of methods (i.e., countermeasures) designed to minimize 
potential adverse clinical effects of space flight depends on an 
understanding of the physiological mechanisms that underlie 
human adaptation to microgravity. However, uncontrolled condi-
tions and mission logistics associated with spaceflight present 
signifi cant limitations to the scientific study of human physiology 
in the space environment. Although no one model precisely simu-
lates the actual space environment, the quantitative as well as 
qualitative comparisons of space physiology with the 6° head-
down bed rest (HDBR) model are striking. Selective comparisons 
presented in this chapter demonstrate distinct qualitative and 
quantitative similarities in the underlying physiology of body 
fl uids, cardiovascular and autonomic functions, muscle, bone, 
and metabolism in humans between HDBR and space. Because 
of these similarities, the use of the HDBR model has provided 
critical direction for the investigation of space physiology that 
otherwise could not be addressed adequately in the space 
environment. HDBR has proven to be one of the most effective 
and valuable models for assessing the effects of prolonged 
exposure to microgravity on human physiological functions by 
inducing physical and physiological changes similar to those that 
occur when humans are exposed to the actual environment of 
space.

Key Words: Head-down bed rest, Blood volume, Cardiovas-
cular functions, Autonomic nervous function, Bone, Muscle, 
Metabolism, Orthostatic intolerance, Physical exercise.

INTRODUCTION
Since the beginning of human spaceflight, the value of under-

standing mechanisms of physiological adaptation to microgravity 
became apparent to life scientists who were interested in main-
taining crew health and developing countermeasures against the 
adverse effects of a mission. However, several characteristics 
associated with the logistics of spaceflight presented signifi cant 
limitations to the scientific study of human adaptation to micro-
gravity. Because space missions are so infrequent and involve 

minimal numbers of crewmembers, meaningful statistical analy-
ses of data are limited. The reproducibility of results from experi-
ments conducted in space is difficult to assess since there are few 
repeated space missions involving the same crewmembers. Since 
the emphasis of space missions is placed on operations, human 
physiological experiments are often compromised by numerous 
confounding and uncontrolled factors (e.g., time, diet, physical 
activities, circadian rhythms) that can impact measured responses. 
With the limited time available to collect data in space, crew-
members are required to participate in numerous simultaneous 
experiments proposed by multiple investigators that can adversely 
affect the outcomes of each independent experiment. The tech-
nology and ability to measure physiological functions necessary 
to test specific hypotheses can also be severely limited by physi-
cal space and power constraints of the space environment. Finally, 
technical and logistical aspects of space missions such as launch 
delays, extended missions, and operational emergencies can sig-
nifi cantly compromise the timing and control of experiments. 
These limitations have stimulated scientists to develop ground-
based models of microgravity in an effort to investigate the 
effects of space on physiological function in a controlled 
experimental setting.

TRADITIONAL MODELS FOR SPACE 
PHYSIOLOGY

The term microgravity describes a condition in which 
gravitational forces acting on the long axis of the body are mini-
mized in space. The key to effective simulation of microgravity 
on Earth is to remove this gravitational stimulus as much as 
possible. There are several methods that have been attempted to 
achieve this requirement in the simulation of microgravity on 
humans.

FREE FALL AND PARABOLIC FLIGHT Free fall occurs 
when an object plunges downward toward Earth at the rate of 
acceleration due to gravity (980 cm/sec2). One model often used 
to investigate space physiology is a special aircraft that fl ies 
repeated parabolic arcs that result in a controlled, 45° nose-down, 
free-fall dive. The passengers inside the aircraft experience an 
immediate transition into free fall (weightlessness) from the top 
of the arc that persists during the downward portion of the parab-
ola. Unfortunately, the average duration of weightlessness with 
this technique is only 20–25 sec, limiting the collection of data 
and the interpretation of physiological responses to a very acute 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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time course. Additionally, parabolic flight often induces symp-
toms of motion sickness such as nausea and vomiting that can 
potentially confound the measured outcome variables.

WATER IMMERSION Placement of human subjects in a 
small pool of thermoneutral (∼34.5°C) water with their head just 
above water is used to simulate microgravity, as the buoyancy of 
the surrounding water removes the full effect of Earth’s gravity. 
A major difficulty experienced in such studies is the high rate of 
heat transfer between the subject and the surrounding water, and 
prolonged exposure of the skin to the immersion fluid. To avoid 
such problems, models of “dry” immersion have been developed 
that enclose subjects in a waterproof material. This model of 
microgravity has obvious limitations for performing experimental 
investigations that require physical access to subjects, and there 
are also limitations on the amount of time a subject can be exposed 
to this environment.

SUSPENSION AND IMMOBILIZATION Musculoskeletal 
unloading similar to space can be produced by suspending sub-
jects above the ground with springs, or by supporting them from 
below with air jets (air-bearing floors). Such methods create 
regions of tissue compression that can be tolerated for only short 
periods of time. Limb immobilization or casting has been used to 
study regional changes in muscle, but fixing the limb may not 
represent the conditions of spaceflight where astronauts move 
their limbs freely. Models of unilateral lower limb suspension 
have been developed that involve a support strap or high platform 
shoe allowing the subject to ambulate with crutches while the 
unloaded leg hangs freely. This model is primarily limited to the 
study of alterations in muscle and bone associated with space 
travel without inducing the headward fluid shifts associated with 
exposure to space.

HEAD-DOWN BED REST Bed rest has become the most 
popular model since it can be applied for prolonged periods of 
time (weeks to months) and affects most of the physiological 

systems of the body. The work of Kakurin and co-workers1 rep-
resents one of the first comparisons of bed rest data to space data. 
These investigators determined that the magnitude of the heart 
rate response to a stand test following return from space was 
between the responses produced by exposure of human subjects 
to 4° and 8° head-down bed rest (HDBR) (Figure 48–1). As a 
result of this investigation, 6° HDBR has been adopted as the 
universal human model for the study of space physiology. Thus, 
the remainder of this chapter will focus on the comparison of 
select human physiological data collected from HDBR experi-
ments with those obtained from space experiments.

BODY FLUIDS
One of the earliest effects on the human body upon entry into 

the microgravity of space is a headward fluid shift and enlarge-
ment of the heart.2 A fundamental adaptation to this headward 
fl uid shift is a reduction in plasma and blood volume.3 The time 
course of the change in circulating vascular volume is character-
ized by a rapid reduction within 24–48 h followed by a newly 
stabilized hypovolemic state (Figure 48–2). Figure 48–2 demon-
strates the striking similarity in magnitude as well as time course 
of plasma volume reductions during exposure to space and HDBR. 
Interestingly, the average magnitude of plasma volume reduction 
(13%) from the subsequent SLS-1, SLS-2, and D-2 NASA space 
missions after 9–14 days of flight is nearly identical to that pre-
dicted by the HDBR graph generated in Figure 48–2.3 The altera-
tion in body fluids with exposure to space is also reflected in 
similar reductions in body weight observed following similar 
durations of spaceflight (3%) and HDBR (4%).4,5Thus, the simi-
larity in time course and magnitude between space and HDBR 
data suggests that the latter provides an effective model to inves-
tigate the mechanisms associated with reduced plasma volume 
and body fluid redistribution that cannot be readily studied in 
space.
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Figure 48–1. Elevation in heart rate during standing after exposure 
to space (closed bar) and 0°, 4°, and 8° HDBR (open bars). (Data 
modifi ed from Kakurin et al.1)

3020100
-20

-10

0

10 Gemini IV

Spacelab

Skylab

HDBR

Days

P
la

sm
a 

V
o

lu
m

e,
 %

D

SLS-1/SLS-2/D-2 NASA

3020100
-20

-10

0

10

-20

-10

0

10 Gemini IV

Spacelab

Skylab

HDBR

Days

SLS-1/SLS-2/D-2 NASA

Figure 48–2. Comparison of time courses of plasma volume 
changes (%∆) during adaptation to space (closed symbols and solid 
line) and HDBR (open circles and broken line). (Modified from 
Convertino.3)



CHAPTER 48  /  HUMAN MODELS OF SPACE PHYSIOLOGY 459

CARDIOVASCULAR
There is a vast collection of data on the physiology of the 

cardiovascular system and its adaptation to space, perhaps 
because of its important contribution to astronaut health and per-
formance. In conjunction with the decrease in plasma volume, 
the general cardiovascular adaptation to space and HDBR 
includes a reduction in stroke volume with compensatory eleva-
tions in peripheral arterial vasoconstriction and heart rate leading 
to the maintenance of cardiac output and arterial blood pres-
sures.2,5,6 Magnetic resonance imaging measurements conducted 
on four astronauts who participated in the D-2 NASA space 
mission revealed an average 14% reduction in left ventricular 
mass, which is comparable to the 8% decrease in cardiac mass 
following HDBR.7 Data obtained from peripheral catheters sug-
gested a reduced central venous pressure (CVP) of similar mag-
nitude after 7 days of exposure to both space and HDBR (Figure 
48–3). This reduction in CVP was later verified with direct mea-
surements from indwelling catheters placed in the right atrium 
of five astronauts while in space.2 Venous compliance of the calf 
is also decreased in HDBR and in space.8 These comparisons 
support the idea that HDBR represents an excellent model for 
the investigation of cardiovascular responses associated with the 
physiological adaptation to space.

AUTONOMIC NERVOUS SYSTEM
It is almost impossible to interpret responses of the sympa-

thetic nervous system (SNS) and the parasympathetic nervous 
system (PNS) while in space because of wide variations in condi-
tions such as physical activity, gender, energy balance, and diet. 
However, direct and indirect indices of SNS and PNS responses 
measured before and after exposure to space and HDBR are 
qualitatively similar. PNS activity, indicated by the high-
frequency spectral power of R-R intervals calculated from an 
electrocardiogram, is reduced following adaptation to space and 

HDBR.9,10 Conversely, direct measurements from muscle sym-
pathetic nerves indicate that SNS activity is dramatically elevated 
following exposure to space and HDBR.11 Autonomically 
mediated baroreflexes also appear to be affected in a similar 
fashion by HDBR and space.8 A shift of the carotid–cardiac 
barorefl ex stimulus–response relationship downward and to the 
right indicates that for a given reduction in arterial pressure, there 
will be a smaller compensatory increase in heart rate (i.e., less 
sensitivity of the baroreflex) after adaptation to microgravity or 
HDBR (Figure 48–4). The similarity in these data supports the 
notion that HDBR provides a valid model to investigate the 
effects of space on mechanisms of autonomic nervous function 
and regulation.

MUSCLE
Exposure to space and HDBR causes unloading of skeletal 

muscles, especially those of the lower weight-bearing extremities. 
The reduction in leg volume is similar in individuals exposed to 
space and HDBR and has been used as an indirect indication of 
muscle atrophy (Table 48–1). Actual muscle biopsies taken from 
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Figure 48–3. Comparison of estimated central venous pressure 
(CVP) before (open bars) and on day 7 of (closed bars) exposure to 
space and HDBR. Values are mean ± 1 SEM (lines). (Modified from 
Convertino.8)

Figure 48–4. Average carotid–cardiac baroreflex stimulus–response 
relationships before (closed circles and solid line) and after (open 
circles and broken line) exposure to space (top panel) and HDBR 
(bottom panel). (Modified from Convertino et al.8)
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Table 48–1
Comparison of changes reported following adaptation to space and head-down bed rest (HDBR)a

Physiological variable References Microgravity analog Days of exposure N Condition %∆

Body weight Convertino4* Spacefl ight  28 3 Rest  3%↓
Body weight Convertino4* 6˚ HDBR  30 8 Rest  4%↓
Venous pressure Convertino8* Spacefl ight   7 2 Rest 58%↓
Venous pressure Convertino8* 6˚ HDBR   7 11 Rest 32%↓
Barorefl ex Convertino8* Spacefl ight     4–5 16 Rest 28%↓
Barorefl ex Convertino8* 6˚ HDBR  12 11 Rest 31%↓
Plasma volume Fischer et al.20 Spacefl ight   4 2 Rest  9%↓
Plasma volume Convertino3* 6˚ HDBR   3 11 Rest 12%↓
Leg volume Convertino4* Spacefl ight  28 3 Rest 10%↓
Leg volume Convertino4* 6˚ HDBR  30 8 Rest 10%↓
Knee fl exors Convertino4* Spacefl ight  28 3 Maximum torque  8%↓
Knee fl exors Convertino4* 6˚ HDBR  30 8 Maximum torque 10%↓
Knee extensors Convertino4* Spacefl ight  28 3 Maximum torque 21%↓
Knee extensors Convertino4* 6˚ HDBR  30 8 Maximum torque 21%↓
Oxygen uptake Kakurin et al.1 Spacefl ight   5 7 700 Kgm/min  4%↑
Oxygen uptake Convertino8* 6˚ HDBR   7 5 600 Kgm/min  5%↑
Heart rate Kakurin et al.1 Spacefl ight   5 7 700 Kgm/min 13%↑
Heart rate Convertino8* 6˚ HDBR   7 5 600 Kgm/min 12%↑
Oxygen pulse Kakurin et al.1 Spacefl ight   5 7 700 Kgm/min  9%↑
Oxygen pulse Convertino8* 6˚ HDBR   7 5 600 Kgm/min  8%↑
Stroke volume Convertino19* Spacefl ight 237 2 765 Kgm/min 31%↓
Stroke volume Convertino19* 0˚ HDBR  10 12 835 Kgm/min 28%↓
Ejection fraction Convertino19* Spacefl ight 237 2 765 Kgm/min 13%↑
Ejection fraction Convertino19* 0˚ HDBR  10 12 825 Kgm/min 20%↑
Cardiac mass Perhonen et al.7 Spacefl ight  10 4 Supine 14%↓
Cardiac mass Perhonen et al.7 6˚ HDBR  42 5 Supine  8%↓
Heart rate Convertino8* Spacefl ight   7 9 Standing 47%↑
Heart rate Convertino8* 6˚ HDBR  30 10 Standing 55%↑
Fiber XS area Edgerton et al.12 Spacefl ight  14 5 Rest fast twitch 23%↓
Fiber XS area Convertino4* 6˚ HDBR  30 7 Rest fast twitch 18%↓
Fiber XS area Edgerton et al.12 Spacefl ight  14 5 Rest slow twitch 16%↓
Fiber XS area Convertino4* 6˚ HDBR  30 7 Rest slow twitch 11%↓
Capillary-to-fi ber ratio Edgerton et al.12 Spacefl ight  14 5 Rest slow twitch 20%↓
Capillary-to-fi ber ratio Convertino4* 6˚ HDBR  30 7 Rest slow twitch 37%↓
Succinate dehydrogenase Edgerton et al.12 Spacefl ight  14 5 Rest slow twitch 13%↓
β-Hydroxyocyl-CoA DH Convertino4* 6˚ HDBR  30 7 Rest slow twitch 18%↓
Bone loss—calcaneus Collet et al.21 Spacefl ight 182 1 Rest 13%↓
Bone loss—calcaneus LeBlanc et al.22 6˚ HDBR 119 6 Rest 10%↓
Bone mineral density—tibia Vico et al.23 Spacefl ight 182 11 Rest  5%↓
Bone mineral density—

trochanter
Zerwekh et al.24 0˚ HDBR  84 11 Rest  4%↓

Bone resorption—
[hydroxyproline]

Smith et al.25* Spacefl ight  59 6 Rest 33%↑

Bone resorption—
[hydroxyproline]

Zerwekh et al.24 0˚ HDBR  84 11 Rest 45%↑

Urinary calcium Smith et al.25* Spacefl ight  84 3 Rest 47%↑
Urinary calcium LeBlanc et al.26 0˚ HDBR 119 8 Rest 39%↑
Serum calcium Smith et al.25* Spacefl ight 115 3 Rest  2%↑
Serum calcium Zerwekh et al.24 0˚ HDBR  84 11 Rest  2%↑
Vitamin D Smith et al.25* Spacefl ight 115 3 Rest 25%↓
Vitamin D LeBlanc et al.26 0˚ HDBR 119 8 Rest 17%↓

aAn asterisk (*) indicates data obtained from a review article rather than a primary source.
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subjects before and after exposure to space and HDBR have con-
fi rmed significant muscle atrophy under both conditions as evi-
denced by similar reductions in cross-sectional areas of both 
slow-twitch and fast-twitch muscle fibers of the vastus lateralis 
(thigh) muscle.4,12 Muscle atrophy was accompanied by similar 
reductions in the capillary-to-fiber ratio in slow-twitch fibers after 
exposure to HDBR (11%) and space (16%).4,12 In a study specifi -
cally designed to compare the HDBR model to space exposure, 
measurements of muscle structure and function were performed 
on single soleus (calf) muscle fibers obtained from biopsies of 
four astronauts and eight subjects before and after 17 days of 
muscle unloading.13 Measurements included muscle fiber struc-
tural (i.e., diameter) and contractile (i.e., peak force, unloaded 
shortening velocity, peak power) properties. Muscle fiber diame-
ter, peak force, and peak power were reduced while unloaded 
shortening velocity increased (Figure 48–5). The comparisons 
revealed alterations of similar magnitude and direction for space 
and HDBR. Clearly, HDBR provides an effective model to inves-
tigate the unloading of muscle caused by space.

METABOLISM
In addition to changes in muscle morphology and function, 

exposure to microgravity has been associated with histochemical 
and biochemical alterations in muscle that can impact cellular 
metabolism. Although there were no significant changes in the 
activities of glycolytic enzymes (e.g., ATPase, lactate dehydroge-
nase, phosphofructokinase) in the soleus and vastus lateralis 
muscles following HDBR or space, the activities of enzymes 
associated with aerobic metabolic pathways (e.g., succinate dehy-
drogenase, citrate synthase) were reduced in both slow- and fast-
twitch muscle fi bers.4,12 Measurements of energy intake and 
expenditure were performed using the doubly labeled water 
method on four astronauts and eight subjects before and after 17 
days of exposure to space and HDBR.14 Energy intake was 22% 
lower and energy expenditure was 32% higher in space compared 
with HDBR (Figure 48–6). As a result, astronauts experienced a 

signifi cant negative energy balance and weight loss in space that 
were not observed in the HDBR subjects. Despite an experiment 
designed to match physical exercise regimens, the differences in 
energy exchange between space and HDBR are not unexpected 
given the additional energy requirements of spacecraft movement 
and extravehicular activities. It is clear from these data that adding 
more physical activity or decreasing dietary intake during HDBR 
would provide an improved model for the study of metabolism 
during space.

BONE
As with the muscular system, the absence of gravity has a 

profound impact on both the structure and function of bone, spe-
cifi cally the weight-bearing bones of the lower body. Generally, 
unloading of bone in space and bed rest has been associated with 
reduced bone formation, increased bone resorption (breakdown), 
and changes in the distribution of bone, ultimately leading to 
reductions in absolute bone mass and in bone mineral density.15

Skeletal unloading leads to an altered regulation and metabolism 
of calcium as indicated by increased calcium excretion (urinary 
and blood), negative calcium balance, and alterations in bone-
regulating hormones such as vitamin D. The magnitudes of these 
changes in bed rest are similar to those reported in space (Table 
48–1) and are proportional to the time of exposure. Thus, bed rest 
provides a valid model to investigate the effects of space on the 
mechanisms of bone unloading.

OPERATIONAL FUNCTIONS
ORTHOSTATIC PERFORMANCE Syncopal events (i.e., 

fainting) reported in 28–65% of mission specialists studied during 
stand or tilt tests after returning from space are comparable with 
the rate of syncope (∼40%) observed in subjects during a stand 
test following HDBR.8 In orthostatic tests without symptomatic 
episodes, the magnitude of the elevation in heart rate with 
stable blood pressure is similar after exposure to both HDBR and 
space (Figure 48–7). However, subjects demonstrated elevated 
peripheral vascular resistance during orthostatic tests following 
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exposure to both space and HDBR.6,16 Thus, similarities in 
cardiovascular responses during orthostatic challenges support 
the use of the HDBR as an appropriate model for the study 
of mechanisms that underlie orthostatic intolerance following 
return from space and for the development of effective 
countermeasures.

RESPONSES TO PHYSICAL WORK Exercise tests have 
proven to be one of the most effective methods of assessing the 
integrated effects of space on multiple physiological systems. 
Generally, cardiovascular responses to exercise in space and with 
HDBR are marked by decreased cardiac output and oxygen (O2)
pulse despite compensatory elevations in heart rate at a given 
intensity of physical work.1,5,8,17 Exposure to space and HDBR 
results in similar reductions of stroke volume and increases in 
cardiac ejection fraction at a given intensity of physical work 
compared with prespace/HDBR measurements (Figure 48–8). 
The metabolic response to exercise during HDBR is also similar 
to space. The capacity of the body to utilize oxygen is decreased 
in space and HDBR.5,18 In a study specifically designed to compare 
the HDBR model to space, cardiorespiratory and metabolic mea-
surements were performed on four astronauts (VO2 max decreased 
10%) and eight subjects (VO2 max decreased 7%) before and after 
17 days of exposure to space and HDBR.18 Figure 48–9 demon-
strates that the relative change (%∆) in oxygen uptake, heart rate, 
ventilatory volume (VE), O2 pulse, and ventilatory equivalent (VE/
VO2) with maximal exercise was similar in space and HDBR. 
From these investigations, HDBR has become a primary model 
for simulating the effects of prolonged exposure to space on car-
diorespiratory and metabolic functions.

Figure 48–7. Comparison of heart rate and blood pressure responses 
during 5 min of standing after exposure to space and HDBR. Values 
are mean ± 1 SEM (lines). (Modified from Convertino.8)

Figure 48–8. Left ventricular ejection fraction 
and stroke volume during rest and graded exercise 
before (closed circles and solid lines) and after 
(open circles and broken lines) space (left panels) 
and HDBR (right panels). Values are mean ± 1 
SEM (lines). (Modified from Convertino and 
Cooke.19)
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Figure 48–9. Average relative change (%∆) in oxygen uptake 
(VO2), heart rate (HR), ventilatory volume (VE), oxygen (O2) pulse, 
and ventilatory equivalent (VE/VO2) during maximal exercise follow-
ing 17 days in space (closed bars) and HDBR (open bars). (Data from 
Trappe et al.18)

CONCLUSIONS
No one model precisely simulates the actual space environ-

ment. In an attempt to assess the validity of various models for 
the simulation of microgravity effects on human physiological 
functions, difficulties arise with replicating the uncontrolled 
experimental conditions surrounding investigations conducted in 
space. In addition, space experiments suffer from the lack of 
true ground controls. Despite the extreme variability in experi-
mental conditions and mission activities associated with space, 
the quantitative as well as qualitative comparisons of space physi-
ology with the 6° HDBR model are striking (Table 48–1). Selec-
tive comparisons presented in this chapter demonstrate distinct 
qualitative and quantitative similarities in the underlying physiol-
ogy of body fluids, cardiovascular and autonomic functions, 
muscle, bone, and metabolism in humans between HDBR and 
space. Because of these similarities, the use of the HDBR model 
has provided critical direction for the investigation of space 
physiology that otherwise could not be addressed adequately in 
the space environment. HDBR has proven to be one of the 
most effective and valuable models for assessing the effects of 
prolonged exposure to microgravity on function in humans by 
inducing physical and physiological changes similar to those that 
occur when humans are exposed to the actual environment of 
space.
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49 Developmental Space Biology 
of Mammals
Concepts and Methods of Study

APRIL E. RONCA

ABSTRACT
In the past decade, emerging concepts and methods for study-

ing mammalian development under altered gravitational fi elds 
have led to a new generation of space biology research. Studies 
of the Norway rat (Rattus norvegicus) provide unequivocal evi-
dence that mammalian reproduction and ontogenesis can proceed 
under gravitational forces that deviate considerably from the con-
stant force of the Earth’s 1 × g. Mammalian birth has not yet been 
attempted within the microgravity of space, however, pregnant 
and lactating rat dams and their progeny have flown onboard the 
NASA Space Shuttle. Collectively, spaceflight and ground-based 
research have led to identification of important requirements for 
supporting developing mammals in altered gravitational fi elds, 
particularly the necessity of preserving the coordinated interac-
tions between mothers and offspring, the ontogenetic context 
within which development occurs. Developmental studies utiliz-
ing gravitational manipulations are yielding new information rel-
evant to health and disease on Earth, especially forces that shape 
and maintain the vestibular, balance, and motor systems and con-
tribute to our understanding of body-weight regulation, prenatal 
stress, and adaptation to environmental change. Major concepts, 
approaches, and methods for studying the developmental space 
biology of mammals and prospective contributions of this nascent 
yet fertile area of scientific query to contemporary concerns in 
biomedicine are described.

Key Words: Prenatal, Postnatal, Maternal, Fetus, 
Infant, Pregnancy, Lactation, Microgravity, Hypergravity, 
Centrifugation.

INTRODUCTION
A major goal of space biology research is to broaden scientifi c 

knowledge of the Earth’s constant gravitational force (1 × g) on 
living organisms. To this end, studying the life cycles of mammals 
in space and in other altered gravitational environments promises 
to uncover exciting new insights into how gravity shaped life on 
Earth. The life cycles of different vertebrates are characterized by 
vastly differing adaptations that vary in number and complexity, 

yet no vertebrate has yet been raised from conception to sexual 
maturity in the absence of gravity.1–4 A number of pioneering 
experiments with fish, amphibians, birds, and rodents flown at 
various phases during their reproductive and developmental 
cycles have shown that vertebrate reproduction and development 
can proceed in the microgravity of space.5 For example, female 
frogs (Xenopus laevis) flown on the NASA Space Shuttle under-
went ovulation and their eggs yielded larvae.6 Medaka killfish
(Oryzias latipes) mated and successfully fertilized then hatched 
fry in space.7 Female Norway rats (Rattus norvegicus) spent the 
latter half of their pregnancies in space and gave birth to healthy 
offspring within 48 h of returning to Earth.8 These and other space 
biology studies, many relying on established ground-based 
models,9,10 have been instrumental in validating new approaches 
and methods for studying reproduction and development in altered 
gravity. Collectively, this research has opened the door to a new 
era of space and ground-based experimentation with vertebrates. 
Historically, the rat has served as the primary model for mam-
malian developmental space biology experimentation, and there-
fore will be the primary focus of this chapter.

WHY STUDY DEVELOPING MAMMALS?
Mammalian reproduction and development are comprised of 

an intricate and complex series of biological events. Internal fer-
tilization, pregnancy, placentation, embryogenesis, fetal growth 
and development, labor and birth, lactation, parental care, and 
postnatal development, including sexual maturation, are major 
steps involved in the reproductive cycles of mammals. Through-
out development, rapid and continuous change occurs within the 
context of correlated environmental transformations.11 The fetus 
begins life within a warm uterine enclave with physiological 
resources automatically supported. At birth, profound neural and 
biochemical changes foster the emergence of new behaviors, 
including postpartum breathing and feeding.12 The mother’s care-
taking behavior helps direct and regulate postnatal development.

These and other patterns that characterize development and the 
context in which it occurs are unique to and universal among 
mammals. Commonalities among developmental processes repre-
sent the shared ancestry of contemporary mammalian species.11

Because mammals share many biological processes throughout 
the life cycle, the Norway rat has become a predominant model 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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for human function and disease in both space flight and ground-
based experiments. Developmental analysis provides an espe-
cially useful approach. Whereas organisms change and adapt 
throughout their life span, changes that occur during development 
are far more rapid and are expressed more dramatically (“magni-
fi ed”) as compared to slow, subtle changes in adulthood (for 
further discussion, see Alberts and Ronca11). The developmental 
approach, which provides an important resource for space studies, 
can be used in various ways.

DEVELOPMENTAL HISTORY One strategy used for under-
standing biological processes in adult forms is to study the 
developmental history of a physiological process or behavior. 
Determining the sequential organization of a biological phenom-
enon during maturation may provide clues about how that system 
is organized and its underlying mechanisms. For example, the 
appearance of particular morphological changes during develop-
ment may correspond to specific functional changes. Some 
complex functions may have multiple, intertwined components 
with separate developmental histories. Of course, in the infant, 
the process may differ from the adult or may not be fully devel-
oped. This developmental strategy has been used extensively to 
study the organization of ingestive behavior and has revealed 
multiple and separate regulations.13 Applied to space biology, this 
approach would entail perturbing the system during development 
by altering the gravitational milieu, then determining how the 
specifi c changes observed correlate with the response of individ-
ual components in the adult system. In this way, it is possible to 
learn how the system is built or assembled.

DEVELOPMENTALLY DISTINCTIVE BIOLOGICAL PRO-
CESSES There is a vast array of biological processes and behav-
iors specific to particular developmental phases. Suckling for milk 
in early life, for example, is a behavior that appears to be under 
separate physiological regulation than is adult or infant feeding.13

The developing animal has a specific ecological and physiological 
niche, and there are many illuminating examples of the adaptive 
strategies that young use to thrive in their unique ontogenetic 
setting.11 Studies of processes specific to development, including 
those that are gravity sensitive, can reveal how the environment 
shapes early behavior and function. Thus, placing a newborn rat 
on its back on a surface quickly elicits a body turn against the 
gravity vector to achieve the prone position.14 However, during 
nipple attachment the neonate performs a similar motor sequence 
to orient itself toward the gravity vector and attain a supine 
posture.15

DEVELOPMENT AS A MODEL SYSTEM Another perspec-
tive on studying developing animals is that the immature animal 
can provide a model system for analyzing relationships between 
environmental change and biological function. The use of matur-
ing animals can provide information that cannot readily be 
obtained in adult animals—not because young animals are simpler 
than adult animals, because they are likely to be more complex. 
As we begin to better characterize responses and adaptations of 

animals of different ages to altered gravity, we can relate their 
patterns of response to age-specific changes in physiological and 
behavioral systems.

FUNDAMENTAL CONCEPTS IN SPACE AND 
GRAVITATIONAL BIOLOGY

A basic appreciation for the space environment and the physi-
cal stimulus of gravity is a prerequisite to space biology 
research.

THE SPACE ENVIRONMENT Spacecraft orbiting the Earth 
are in continuous “free-fall,” balanced by equal and opposite 
forces toward (gravitational) and away from (centripedal) the 
Earth. The term “microgravity” refers to the small amount of 
gravity present on an Earth-orbiting spacecraft that is estimated 
to be approximately one-millionth of its value on Earth.16

Microgravity is a major component of the space environment. 
Radiation, arising from charged particles, neutrons, or ionizing 
photons, is a significant factor as well. Radiation levels in space 
exceed both background exposure at the Earth’s surface and occu-
pational exposure levels for radiation and health workers. Accu-
rate dosimetric profiles of the space environment, including 
information on fluence, charge, velocity, specific energy and time 
course of dose deposition, and potential synergistic effects of 
microgravity and radiation require detailed analyses within the 
space environment and cannot be answered by ground-based 
studies.16

Acceleration, vibration, and noise encountered during launch 
and reentry are significant variables in spaceflight experiments 
that are difficult to reliably duplicate in ground-based simulations. 
For these reasons, studies incorporating 1 × g controls in the space 
environment must eventually be performed. The centrifuge 
accommodation module planned for the International Space 
Station (ISS) is essential for validating space biology studies and 
answering critical questions about the space environment.

GRAVITY AS A CONTINUUM Gravity (g) is the universal 
force of attraction between bodies. It is a continuum beginning at 
zero and continuing through infinity. Table 49–1 shows gravita-
tional loads associated with different environments. Models used 
to study gravity’s effects on humans and animals rely on remov-
ing or adding gravity, usually within about 1 × g of the Earth’s 
gravity in rats.

Early space life science investigators viewed the application 
of gravitation force as a continuum with applications of varying 
magnitude producing graded biological responses. Unfortunately, 
they did not have the opportunity to test their ideas using space-
fl ight.10 Although there is a lack of definitive data obtained in 
space, growing evidence suggests that dose–response relation-
ships exist across gravity levels exceeding 1 × g.10,17 Thus, some 
biological systems respond to increased and decreased gravity 
with responses that are opposite in directionality. For example, 
antigravity muscles undergo hypotrophy in weightlessness, but 
hypertrophy in response to gravitational loading.18 We recently 

Table 49–1
Range of g-loads associated with different gravitational environments

Spacefl ight
Earth’s
moon Mars Earth Centrifugation Ultracentrifugation

10−5–10−2 × g 0.17 × g 0.3 × g 1 × g >1 × g 103–105 × g
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observed a strong (R2 = 0.98) linear relationship between mammary 
metabolic activity and gravity loading at 0, 1.25, 1.5, 1.75, and 
2 × g.19 In other cases, responses appear in an “all or none” fashion 
at and above a certain gravity threshold, with no response observed 
below that threshold. Still other systems may show the same 
response to deviations from 1 × g in opposite directions. In this 
case, a biological system that evolved for maximal efficiency at 
1 × g may show a degraded efficiency at g loads that are suffi -
ciently greater or less than the Earth’s 1 × g.

METHODS OF STUDY
In addition to reducing the risks of manned spaceflight, a major 

objective of space life science research is to use the space environ-
ment to broaden scientific knowledge about the influence of 
gravity on living systems. While spaceflight studies are critical to 
this venture, it is both difficult and costly to conduct research in 
space. For these reasons, ground-based approaches have been 
developed for simulating some of the major physiological effects 
of microgravity (0 × g). These models include bed rest, water 
immersion, and hindlimb unloading. To increase gravitational 
loading (induce hypergravity), centrifugation is used. Both 
spacefl ight and ground-based approaches require specialized 
methodologies and considerations, particularly when applied to 
reproducing and developing animals.

RATS IN SPACE The first adult rodents were flown in space 
in the 1950s.16 Studies of mating, pregnant, and lactating rats and 
their developing offspring were begun in 1979 with a total of six 
missions launched through 1998. (Pregnant mice were flown on 
the last of these flights.) Table 49–2 shows the year, mission, 
fl ight duration, and subject characteristics corresponding to each 
spacefl ight. Collectively, these studies (1) established the feasibil-
ity of spaceflight experimentation on reproducing and developing 
rodents, (2) permitted identification of critical requirements for 
proper husbandry and support of animals flown at sensitive devel-
opmental phases, and (3) led to new scientific discoveries, thereby 
advancing our understanding of spaceflight and gravitational 
infl uences on reproductive and developmental processes of 
mammals.

Characteristic of spaceflight studies, these efforts involved 
multiple analyses by different investigative teams, small numbers 
of animals, and detailed and systematic data collection techniques. 
With few exceptions, the experiments were designed to maximize 
the quantity and quality of the data obtained. In some cases, 

unexpected problems during flight afforded less interpretable data 
but revealed important “lessons learned.”20,21 The methods that 
were developed and the fundamental observations that emerged 
from these different spaceflights are reviewed here. Detailed 
review of the experimental results can be found elsewhere.3,11

Space Habitats A variety of different habitats have been 
used to fly reproducing and developing rats in space. Figure 49–1 
illustrates caging configurations that have been used. These dif-
ferent systems all provide for automated food and water delivery, 
ventilation, waste control, and light timers to regulate the circa-
dian cycle. For each depiction, the rats are shown in the 1 × g
confi guration.

Figure 49–1 (upper left) shows the BIOS-Vivarium cage. In 
the only mammalian mating experiment attempted in space 
(Cosmos-1129), male and female rats were launched in separate 
compartments and a partition was removed during flight to enable 
copulation. As for most Cosmos flights, animals were fed a for-
mulated paste diet. For unknown reasons, neither experimental 
nor control females showed clear evidence of conception or 
pregnancies.

The BIOS-Vivarium cage was also used on the unmanned 
Cosmos-1514 mission. Although the flight dams weighed 18% 
less than identically housed synchronous 1 × g control dams, this 
important study demonstrated the feasibility of flying pregnant 
rats in space.

NASA’s STS-66 mission carried 10 pregnant rats into space 
as part of a joint NASA–NIH venture, NIH.Rodent (R)1. Consid-
erably longer in duration than Cosmos-1514, NIH.R1 and its sister 
experiment NIH.R2 were flown 2 years later on STS-70. R1 and 
R2 collectively yielded valuable new information on the biologi-
cal and behavioral responses of mothers and offspring to prenatal 
spacefl ight. For each mission, rats were housed in the NASA 
Animal Enclosure Module (AEM), depicted in the upper right of 
Figure 49–1. The AEM has a habitable volume of 863 cm2, thus 
fi ve rats can be housed in each unit. Food bars line the walls of 
the AEM and continuous water access is provided by a central 
lixit system.

The growth and well being of suckling rat pups in space were 
evaluated on the STS-72 mission. Family units (mothers and their 
litters) were pair-housed in the AEM-Nursing Facility (NF), sepa-
rated by a bisecting partition (Figure 49–1, lower left). A small 
compartment fitted with a “nursing wedge” afforded physical 
support to the dam during nursing. This was critical for the young 

Table 49–2
Spacefl ight missions using rats (Rattus norvegicus) and mice (Mus musculus)a

Year Mission number Duration (days) Subjects characteristics

1979 Cosmos-1129 18.5 Adult male and female rats
1982 Cosmos-1514 4.5 Pregnant and fetal rats (Gb13–18)
1994 STSc-66 11 Pregnant and fetal rats (G13–18)
1995 STS-70 9 Pregnant and fetal rats (G13–18)
1996 STS-72 9 Nursing rat litters (Pd5, 8, 14)
1998 STS-90 16 Nursing rat litters (P8, 14)

Pregnant mice (G3, 5, 8)
aData associated with each flight are reviewed by Ronca.3
bG, gestational day; conception, gestational day 1; birth occurs on gestational day 22/23.
cSTS, Space Transport System.
dP = postnatal day where P0 = day of birth.
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ages tested since rat pups do not wean from the mother until 
around P21. NIH.R3 was a prelude to the Neurolab SpaceLab 
Mission and provided a “proof-of-concept” that suckling rats 
could survive and thrive in space. In contrast to the R3 mission, 
9-day-old Neurolab litters were housed in the Research Animal 
Holding Facility (RAHF), a rectangular design with a habitable 
volume of approximately 1100 cm3 (Figure 49–1, lower right). 
Pups of similar age flown on the R3 and Neurolab missions had 
vastly different outcomes, as many of the Neurolab pups died in 
space.20,21 The results of these studies led to important insights 
regarding habitat requirements for nursing rat litters in 
space.3,11,20,21

Methodological Considerations in Spaceflight Stud-
ies Space comprises a unique laboratory environment. Space-
fl ight studies are highly specialized, extremely costly, labor 
intensive, and typically will not be repeated. For these reasons, it 
is imperative to utilize methods and controls that will optimize 
interpretation of the data.

Habitat Controls Spacefl ight studies require custom 
designed caging (see Figure 49–1), necessitating the use of mul-

tiple 1 × g control conditions. One of these is the Vivarium 
Control in which animals are housed in a standard colony environ-
ment in vivarium caging. Synchronous Controls are also needed. 
In this condition, subjects are housed in flight caging and treated 
identically to animals in the flight condition, except that they are 
not exposed to spaceflight. In NASA studies (e.g., NIH.R1 and 
R2), in-flight temperature, humidity, and lighting have been simu-
lated in the 1 × g Synchronous Control AEMs using data down 
linked from the Space Shuttle to the Kennedy Space Center 
(KSC).

Spacefl ight is known to induce atrophy in most skeletal 
muscles; however, the flight cage configuration alone is suffi cient 
to cause hypertrophy in some skeletal muscles.22 A second con-
sideration in interpreting spaceflight data is that animals are 
weightless during flight and can therefore utilize the full expanse 
of cage volume, whereas Synchronous Controls are Earth bound 
and may be relatively more crowded.

Video Footage of Rats in Space There are very few experi-
ments in which video footage of the animal subjects has been 
collected in flight. In the NIH.R1 and R2 experiments, the 

Figure 49–1. Flight housing used for studies of reproducing and 
developing rats in space. For each image, rats are shown in the 1 ×
g confi guration. Upper left: The Russian Bios-Vivarium cage was 
used for the rodent mating experiment flown on Cosmos-1129 and 
Cosmos-1514. For Cosmos-1129, a partition (demarcated by the solid 
interior lines) separated male and female rats prior to launch. (Redrawn 
from Gazenko, 1993.) Upper right: The Animal Enclosure Module 
(AEM) carried mid-pregnant rats on the NASA Space Shuttle for the 
NIH.Rodent (R)1 and NIH.R2 experiments. Lower left: The Animal 
Enclosure Module-Nursing Facility (AEM-NF, a modified AEM) 

carried the first lactating dams and litters into space (NIH.R3); an 
experiment to house older (P14) litters on the Neurolab mission. Two 
dams and their litters were housed in each AEM-NF. The inset shows 
a perspective drawing of the AEM-NF with the darker shading depict-
ing the partition between litters and the lighter shading illustrating 
the habitable areas of a single compartment. Lower right: The 
Research Animal Holding Facility (RAHF) was used to house rat 
litters that were P9 at launch on the Neurolab mission. (Drawings by 
Kenneth E. Johnson. Reprinted from Ronca,3 with permission from 
Elsevier.)
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astronauts collected daily video segments of the weightless preg-
nant rats through the lexan wall of each AEM (Figure 49–2). This 
was invaluable for assessing the rats’ overall well being, behavior, 
and social interactions. Preflight, the rats’ fur was colored with a 
nontoxic hair dye, which proved useful in relating the individual 
dams’ in-flight behaviors to the pups’ postflight vestibular reac-
tions.23 In the NIH.R3 experiment, video footage of lactating dams 
and pups provided evidence for maternal nursing and maternal 
care (pup retrieving and licking) during the fl ight.24 These behav-
iors persisted in flight despite the lack of overall coherence and 
drastically changed dynamics with the litters.

Surgical Manipulation and Treatment of Pregnant 
Dams Sixteen NIH.R1 and R2 science teams collected data 
from pregnant and lactating rats dams and their fetal and neonatal 
offspring.3 Dams were selected for inclusion in the study based 
on surgical laparotomies performed at 1 week postconception that 
enabled us to visualize fertilization sites preflight, thereby ensur-
ing adequate numbers of specimens. At landing, unilateral hyster-
ectomies provided both prenatal and postnatal subjects from each 
dam.8,25 Excision of one of each dams’ paired uterine horns yielded 
fetal specimens. Births of pups from the intact uterine horn 
occurred 48–72 h later (at the expected time, G22/23). R2 dams 
were not surgically manipulated following flight, affording a rare 
opportunity to validate the findings across two spaceflights and 
differing methodologies.8

Following birth, the dams were euthanized and their tissues 
harvested for study. Pups from all conditions were fostered to 
nonfl ight dams for extended postnatal study.26,27

GROUND-BASED MODELS Ground-based models con-
tinue to provide valuable information on effects of gravity on 
developing animals, and lend important insights into the design 
and interpretation of spaceflight experiments. Centrifugation is a 
commonly used technique for studying responses of reproducing 
and developing animals to gravitational loading.28–32 In contrast, 
the Morey–Holton hindlimb suspension (HLS) model9 is used to 
simulate certain features of microgravity exposure. In this model, 
the hindquarters are elevated 30° to produce head-down tilt with 
resulting cephalad fluid shift. Although used in just a few repro-
ductive and developmental studies, HLS has produced some inter-
esting fi ndings.33–35 Highly detailed information on HLS can be 

found elsewhere,9 therefore discussion of ground-based methods 
in this chapter will focus on methods for centrifugation.

Centrifugation Centrifugation induces hypergravity by 
summing the normal gravity of Earth with acceleration forces that 
are produced by changing the direction or linear rate of motion.10

While centrifugation can be used to simulate the relatively brief 
accelerations associated with launch and landing, most develop-
mental gravitational biology studies involving centrifuges are 
designed to induce long duration gravity loading.

The use of centrifugation in developmental gravitational 
biology studies has grown immensely in recent years. Using this 
technique, fractional increments in g-load exceeding 1 × g can be 
continuously applied to biological specimens for extended periods 
and dose–response relationships established.10,17

Figure 49–3 shows an image of the 24-foot-diameter centri-
fuge of the NASA Ames Research Center for Gravitational 
Biology Research, an apparatus designed to create a hypergravity 
environment spanning >1 to 3.5 × g for small animal research.

The centrifuge has 10 radial arms with two opaque enclosures 
situated on each arm. Each enclosure holds four standard rat 
vivarium cages. Each arm has multiple enclosure mounting loca-
tions at different distances from a central vertical shaft spindle, 
thereby allowing various combinations of gravity levels to be 
introduced to different groups of rats in a single experiment. In 
quadripeds, gravitational forces are applied from the back through 
the feet.10 To accomplish this, the animal housing units on the 
centrifuge must be gimbaled such that the resultant gravitational 
force is applied through the fl oor.

Investigators have used centrifugation to study acute responses 
and adaptation to increased gravity environments.10 Responses of 
pregnant and lactating rats to centrifugation are generally similar 
to those observed in nonreproducing adult animals, namely, an 
initial decline in feeding, drinking, body mass, physical activity, 
and temperature, with a return, following 4–6 days of acclimation, 
to an approximate 8–15% reduction in body mass relative to 
controls.36 Increased mortality may be observed in postnatal 
animals, depending upon their age at the onset of centrifugation 

Figure 49–2. Video image of the Animal Enclosure Module (AEM) 
and five weightless rats onboard the space shuttle during the 11-day 
NIH.R1 mission.

Figure 49–3. The 24-foot small animal centrifuge at the Center for 
Gravitational Biology Research (CGBR), NASA Ames Research 
Center, Moffett Field, CA. (Photo by Thomas Trouwer. Reprinted 
courtesy of NASA Ames Research Center.)
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and gravity-induced changes in the mother.37,38 (See the section 
on Novel Challenges in the Study of Space Biology in Developing 
Mammals.)

Methodological Considerations in Centrifugation Stud-
ies Necessary control groups in centrifugation experiments 
involve placing subjects at or near the center of rotation to control 
for rotational stimulation, and stationary controls. Numerous 
factors need to be considered in the design and interpretation of 
centrifuge studies.10 These include (1) scaling (the larger the mass 
of an animal, the greater the impact of gravitational loading), (2) 
rotation (more apparent at shorter diameters from the center of 
the centrifuge), (3) Coriolis forces (produced when the orientation 
of the animal’s body varies in relation to the direction of accelera-
tion), (4) duration of exposure (acute versus chronic responses), 
and (5) resultant level of gravity. The interested reader is referred 
to Wade10 for a detailed review of the attendant issues.

NOVEL CHALLENGES IN THE STUDY OF SPACE 
BIOLOGY IN DEVELOPING MAMMALS

A key feature of mammalian development is the presence of 
the mother. The biological and behavioral interactions that exist 
between mothers and their young evolved under the constant force 
of the Earth’s 1 × g gravitational field. It is therefore reasonable 
to predict that maternal–offspring interactions will be altered in 
the weightless environment of space and the hyperweighted envi-
ronment of the centrifuge. The mother’s role in development also 
makes it more challenging to accurately determine the source of 
gravitational effects on the offspring. Finally, the young are 
dependent upon nursing, licking, and retrieving by the dam, 
behavioral responses that may change in altered gravity 
environments.3,11,38

THE MOTHER–OFFSPRING SYSTEM Development of the 
young progresses within the context of an intact, integrated system 
composed of a mother and her young.3,11 This family system, as 
a unit, is characterized by coordinated changes within and between 
a mother and her young. As the offspring are developing within 
the womb and nest, the maternal–offspring system follows its own 
ontogenetic trajectory. Mammalian development involves bidi-
rectional linkages between mothers and infants that are important 
for normal growth and development.

SOURCES OF GRAVITATIONAL INFLUENCE A major 
challenge in studies of the developing mammal is separating 
effects of altered gravity on mothers and offspring. Due to the fact 
that the maternal–offspring system is so highly intertwined in 
mammals, it is difficult to differentiate among “direct” and “indi-
rect” effects of gravity on the young. “Direct” effects of gravity 
are those that operate through a primary relation with the recipient 
organism, tissue, or cell.3,11 In contrast, “indirect” effects of 
gravity are those expressed through avenues of the mammalian 
system. For example, if mothers cannot stabilize their bodies in 
the nursing posture or if pups cannot retain metabolic heat because 
their huddling behavior is disrupted, the altered growth effect 
would clearly be an indirect consequence of weightlessness.

MATERNAL CARE AND REPRODUCTIVE EXPERI-
ENCE Altricial species, such as the Norway rat, are born in a 
highly immature state with relatively undeveloped sensory and 
motoric capabilities. The mammalian mother affords vital 
resources that lead to proper growth and development. She does 
this through maternal behavior, a constituent set of behavioral 
activities including nursing, touching, and carrying the young.39

The neonate relies on stimulation by the mother for induction and 
maintenance of normal behavior and physiology.11–13 Because the 
mother plays a major role in the regulation of developmental 
processes in her young, the quality and integrity of maternal care 
are vital to making accurate assessments of direct and indirect 
effects of altered gravity on the pups.

Prior birth experience facilitates the appearance of maternal 
care patterns when pups are present.39 Reproductive experience, 
or parity, is an important consideration in developmental space 
biology studies.38 Second-time (bigravid) dams exposed to 1.5 ×
g hypergravity gave birth to more live newborn pups as compared 
to first-time (primigravid) dams (94% versus 82% survival), and 
pup mortality was strongly associated with changes in the dams’ 
maternal behavior. Under unusual or stressful conditions, parity 
can be an important factor in promoting the health and longevity 
of the young.

CONSEQUENCES OF DISRUPTING MATERNAL–
OFFSPRING INTERACTIONS Factors that disrupt either the 
mother or her offspring are liable to disrupt the maternal–
offspring system.3,11 If this occurs, the organizing influence of the 
system on its constituent parts is likely to change and the ontoge-
netic processes within the individuals can be disrupted. In space-
fl ight studies, upsetting the important interrelations between 
mothers and their young can pose major interpretive problems by 
obscuring meaningful results or creating false impressions of how 
microgravity affects development. Maternal behavior and physi-
cal relationships between mothers and pups are apt to be altered 
in the weightless space environment. The mother’s maneuver-
ability of pups and her proximity to them may be impeded during 
attempts to huddle and nurse; pup licking may be diminished. 
Retrieving behavior, important for maintaining pups within a 
coherent nest, may not be possible if pups continuously float away 
from the nest. Pup milk intake, warmth, and tactile stimulation 
normally provided by the mother may be diminished and compro-
mise the pups.

CONTRIBUTIONS TO BIOMEDICINE
Developmental space biology research affords unique perspec-

tives on biomedical concerns on Earth and in space. Gravity is a 
fundamental factor in the external environment, stimulating ves-
tibular organs and exerting major forces on the body. The tools 
of space biology, namely, spaceflight, centrifugation, and other 
ground-based methods, can be applied to induce identifiable and 
meaningful changes in physiological systems, brain areas, nerve 
pathways, and gravity sensors. Developmental analysis is espe-
cially useful for studying gravity-induced changes in structure and 
function. It is widely recognized that activity-dependent processes 
and experience play important roles in the establishment of neural 
architecture and function. Researchers are utilizing developmen-
tal space biology approaches in new studies of vestibular develop-
ment, equilibrium, and locomotion. The population of the United 
States is living longer than ever before, with a nearly 30-year 
increase in life span in the past century. It is predicted that the 
number of people over 85 will double by the year 2020 and that 
by 2050, over 20% of the population will be over 65. Vestibular 
and equilibrium disorders are frequent symptoms of aging, related 
to “multisensorial decay,” age-related conditions, Parkinson’s 
disease, and other degenerative conditions. Due to vestibular and 
proprioceptive dysfunction, the elderly suffer disastrous falls from 
which many never recover. Fetuses with vestibular disorders are 
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prone to breech births. Babies born after maternal bedrest during 
pregnancy appear to crave vestibular simulation and require more 
rocking to be quieted. Altered gravity is a useful method for 
studying the development of body-weight regulation and metabo-
lism. Changes in body mass and energy balance induced by gravi-
tational loading may provide clues to developmental factors that 
contribute to obesity. Recent gravitational biology research is 
addressing prenatal contributions to the establishment of body-
weight regulation in later life, and the effects of chronic exposure 
to stress prior to birth. These are central issues in the field of 
prenatal programming of adult disease. Adaptation, a prominent 
feature of living organisms in general, and developing organisms 
in particular, can be analyzed in altered gravity. Adaptation to 
extreme environments is relevant to a range of biomedical con-
cerns, including shifts experienced in high-altitude and oceanic 
environments on Earth. In addition to major contributions to the 
concerns of astronauts facing long-duration missions, develop-
mental space biology can provide immense benefits on Earth, and 
will undoubtedly contribute to the foundation of knowledge 
needed for the development of effective therapies and cures in 
contemporary biomedicine.
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50 A Practical Approach to Animal Models 
of Sepsis

BRYAN BELIKOFF AND JON A. BURAS

ABSTRACT
The underlying mechanisms active during the pathogenesis of 

sepsis are not clearly defined; however, several animal models of 
sepsis have been used in an attempt to understand these complex 
cellular and molecular interactions that result in disease. There 
are three general categories of sepsis models, the host barrier 
disruption model, the chemical shock model, and the exogenous 
infection model. Host barrier disruption sepsis models initiate 
infection with the release of endogenous bacteria into normally 
sterile compartments. The chemical shock model employs intra-
venous or intraperitoneal administration of a toll-like receptor 
(TLR) agent, such as lipopolysaccharide (LPS or endotoxin) or 
zymosan, to initiate a state of proinflammatory cytokine-induced 
shock. The exogenous infection model of sepsis utilizes adminis-
tration of an exogenous viable pathogen, typically bacteria, 
directly (by an intravenous or intraperitoneal route) into the host. 
Each of these models has particular strengths and weaknesses 
with respect to their ability to mimic the clinical progression of 
sepsis in human patients.

Key Words: Sepsis, Animal models, Peritonitis, Infl amma-
tion, Infection, Septic shock, Cecal ligation and puncture (CLP), 
Endotoxemia.

SEPSIS OVERVIEW
Sepsis is defined as the dysregulation of the immune and 

infl ammatory responses following infection resulting in an immu-
nocompromised state with microvascular dysfunction and organ 
damage that eventually leads to death of the host.1–3 The immune 
system serves as the host’s defense against pathogens from 
invading and disrupting normal cellular function. Paradoxically, 
immune dysfunction and the subsequent excess of infl ammation 
can progress to extensive, irreversible cell damage in inflamed or 
infected tissue, as well as to the surrounding tissues. These pro-
cesses eventually result in impaired microvascular and organ 
function, ultimately resulting in host death if the infection is not 
successfully contained. Sepsis is a complex state of immunoin-
fl ammatory dysfunction that is typically a consequence of unsuc-
cessful infection containment.4

The inflammatory response during sepsis may be divided into 
two overlapping, nonexclusive stages: the systemic infl ammatory 

response syndrome (SIRS) and the compensatory antiinfl amma-
tory response syndrome (CARS).5 SIRS is characteristic of the 
early stage of sepsis and is thought to result from innate immune 
cell activation caused by increases in the circulating proinfl am-
matory cytokines interleukin-1 (IL-1), IL-6, tumor necrosis factor-
α (TNF-α), and IL-12, and chemokines such as IL-8.4,5 The 
overwhelming proinflammatory response results in epithelial and 
endothelial cell dysfunction, dissemination of the inciting patho-
gen, and ultimately may lead to multiple organ dysfunction 
(MOD) and septic shock. Normally, the host immune system is 
able to effectively regulate the proinflammatory response through 
increased production of antiinflammatory cytokines IL-4, IL-10, 
IL-13, IL-1 receptor antagonist, and tumor growth factor-β (TGF-
β), expressed during the CARS response.4,5 Sepsis progression 
remains unchecked when the host immunoinflammatory response 
is unable to modulate the SIRS–CARS system appropriately, 
resulting in a dysfunctional immune response and an immuno-
compromised state with a reduced ability to contain infection.

The central goal of sepsis research is to understand the mecha-
nisms of sepsis pathogenesis in order to develop effective thera-
peutic modalities for the treatment of human sepsis. Human 
sepsis pathogenesis develops in gradual, sequential stages that 
have been difficult to characterize due to a lack of adequate 
staging markers.6,7 In the most simplistic characterization, the 
progression of sepsis is thought to involve two generalized com-
ponents of the inflammatory response.5 The initial (early) infl am-
matory stage of human sepsis is proinflammatory and characterized 
by SIRS. The early physiological response to the septic insult 
involves physiological alterations characterized by high cardiac 
output (CO), increased heart rate (HR), and low total peripheral 
(vascular) resistance (TPR), and is collectively referred to as the 
hyperdynamic phase of sepsis.8–12 In this phase, the drop in TPR 
is balanced by an increase in CO, resulting in maintenance of a 
normal blood pressure. Subsequent to the hyperdynamic phase, 
blood pressure drops in the hypodynamic (late) phase sepsis, as 
a result of impaired cardiac function (i.e., decreased HR and low 
CO with sustained low TPR).9 The hypodynamic phase refl ects 
the condition of septic shock. The late, hypodynamic phase of 
sepsis is associated with the development of host immunocom-
promise.13 This state of immune dysfunction results in part from 
upregulation of antiinflammatory cytokine production during the 
CARS response, which normally assists in termination of the 
initial early SIRS.5

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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INDIVIDUAL SEPSIS MODELS

There are three categories of animal sepsis models including 
exogenous toxin administration models, exogenous bacterial 
infection models, and host barrier disruption models.14 Review of 
the advantages and disadvantages of each model class suggests 
that there is no perfect model in the study of sepsis; however, 
understanding the limitations of each model assists in correlating 
experimental results with the human disease state. Detailed 
discussion of animal sepsis models may be found in several 
reviews.14–18

ENDOTOXEMIA MODEL In the early 1940s, Andre Boivin 
fi rst isolated endotoxins from Gram-negative bacteria; Bordon 
and Hall19 later suggested that they induce human endotoxic 
shock. Today, lipopolysaccharide (LPS) is the more common 
endotoxin used to induce endotoxicosis in sepsis models; however, 
other toll-like receptor (TLR) ligands have been used to illicit the 
shock state, including the TLR2 synthetic lipopeptide agonists 
and the TLR9 agonist CpG-DNA.20–22 LPS/mCD14 binding and 
recruitment of TLRs on monocytes and macrophages trigger the 
release of IL-1α, IL-1β, IL-6, and TNF-α. The release of these 
proinfl ammatory cytokines is capable of inducing physiological 
hemodynamic changes that are in some ways similar to those 
observed in septic shock.

Endotoxemia sepsis models represent an easily controlled 
single variable model in both humans and in animals, making it 
an attractive experimental model. Unfortunately there are signifi -
cant differences with the endotoxemia model and true sepsis. 
Similar physiological effects of LPS may be observed in both 
humans and rodents; however, higher doses of LPS are required 
to achieve the same increase in serum TNF-α in rodents.23 Fur-
thermore, despite the general similarities of the LPS response to 
those seen in septic shock, the hemodynamic alterations after a 
bolus injection of LPS in human patients are not identical to 
alterations observed in sepsis patients.24 The hemodynamic 
changes in murine endotoxemia models do not completely mimic 
hemodynamic changes in sepsis patients, as there are no distinct 

hyperdynamic and hypodynamic phases.16,17 A bolus injection of 
LPS induces a rapid reduction in HR and mean arterial blood 
pressure (MAP) that may be transient and not lethal (Figure 50–
1), or persistent and lethal (Figure 50–2), depending on the dose 
administered. Shortcomings of the endotoxemia model likely con-
tributed to a number of failed sepsis clinical trials that were based 
on false assumptions extrapolated from the use of this model 
system.25 Despite these shortcomings, the endotoxemia model 
overall has allowed significant contributions to sepsis research by 
providing knowledge about the pathways activated by pathogen 
TLR agonists during the host response to infection.

EXOGENOUS INFECTION MODELS Infection with a 
load of exogenous bacteria has been used to study mechanisms of 
sepsis.15–17 Unfortunately, the doses of bacteria required to elicit 
mortality do not mimic the responses of typical host infection as 
these bacteria do not colonize and replicate due to complement-
mediated lysis.26 Furthermore, significant differences are noted in 
the host cytokine response depending on the exact bacterial 
strain.27,28 Also, the compartment of infection (blood versus peri-
toneal) may affect the host cytokine response.29,30 Based on these 
fi ndings, exogenous infection has been utilized more as a system 
to study the host response to a particular pathogen infecting a 
particular compartment than as a generalized sepsis model. Based 
on these facts, this class of model system is not considered further 
in this chapter, which focuses on general sepsis models.

HOST BARRIER DISRUPTION MODELS Host barrier dis-
ruption models utilize the host’s normal mixed bacterial flora as 
the infecting insult and allow passage of these organisms into a 
previously sterile body compartment through an existing protec-
tive barrier such as skin or intestinal wall. The most commonly 
used methods involve disruption of the intestinal barrier and 
include the cecal ligation and puncture (CLP) and colon ascen-
dens stent peritonitis (CASP) models.

Cecal Ligation and Puncture Model In 1980, Irshad 
Chaudry developed the CLP procedure from a previous rat sepsis 
model consisting only of ligation, which was thought to allow 
bacteria to spill out of the necrotic cecum into the peritoneum.15,31

Figure 50–1. Telemetry analysis of physiologi-
cal responses to sublethal LPS exposure. An 
example of a single mouse implanted with a wire-
less PA-C10 catheter (Data Scientific Interna-
tional) in the carotid artery with baseline 
measurements of heart rate (HR) and mean arte-
rial pressure (MAP) beginning at −6 h from LPS 
injection. Normal variability of HR and MAP is 
observed in this time period. At time 0, the mouse 
received an intravenous LPS injection of 5 mg/kg 
(black arrow). Note the rapid onset of bradycardia 
and reduction in MAP occurring within 3 h of LPS 
injection. LPS-induced hemodynamic changes are 
transient and return to baseline approximately 
28 h after injection.
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Chaudry was unable to induce septic shock via ligation alone and 
modifi ed the existing procedure by puncturing the ligated cecum. 
Cecal puncture allowed controlled bacteria spillage into the 
abdominal cavity resulting in a simple reproducible model of 
sepsis.15 The CLP sepsis model mimics the human clinical disease 
of perforated appendicitis or diverticulitis. The CLP model has 
evolved into the “gold standard” and has been used to characterize 
the inflammatory stages of early sepsis.32 It is an eloquent model 
as it is a simple procedure, and survival rates are controllable and 
reproducible. Also, sepsis physiology in rodents shares similari-
ties with the biphasic hemodynamic patterns observed during the 
clinical course of human sepsis is an early hyperdynamic phase 
followed by a hypodynamic phase (Figure 50–3). Furthermore, 
similar metabolic, immunological, and apoptotic responses are 
observed in the CLP model as in human disease, strengthening 
the validity of this model.15,33,34

Advantages of the Cecal Ligation and Puncture 
Model There are many features of the CLP model that contrib-
ute to its effectiveness as a model in sepsis research. The model 
is highly reproducible, cost effective, and can be performed on 
small and large animals. Telemetry data using a wireless hemody-
namic transmitter implanted in the carotid artery (Data Scientifi c 
International; PA-C10) demonstrates that CLP mice progress 
through a hyperdynamic phase from 12 to 24 h and subsequently 
to a hypodynamic phase of sepsis mimicking the clinical progres-
sion of human sepsis (Figure 50–3). This is in clear distinction to 
the physiological response to bolus administration of LPS in either 
a sublethal or lethal dose (Figures 50–1 and 50–2). As compared 
to endotoxemia, CLP generates live circulating polymicrobial 
organisms in the blood that are capable of distant organ coloniza-
tion. The dissemination of multiple strains of bacteria through the 
bloodstream allows evaluation of distant organ bacterial seeding 
mechanisms that the endotoxemia model cannot provide.

Another appealing aspect of the CLP model is the ability to 
control the rate and degree of mortality for a given experimental 
group.35 This is accomplished by varying the size of the needle 

used for cecal puncture (Figure 50–4). It is important to realize, 
however, that altering the mortality rate by changing needle size 
is a relative variable and different results may be observed between 
laboratories.36,37 Another factor affecting the severity of the CLP 
model is the percentage of cecum ligated, with a larger amount 
of necrotic, stool-filled tissue creating a greater infectious and 
infl ammatory insult.38 The amount of cecum ligated should be 
reproducibly maintained between experiments and reported in 
subsequent publications. The exact needle size and percentage of 
cecum ligated must be established empirically in each investiga-
tor’s laboratory and for each operator.

The CLP model has been criticized as not being representative 
of human disease since perforated appendicitis is treated surgi-
cally. The CLP model does have the advantage that surgical 
resection of the cecum may be performed after the initial CLP 
procedure.39–41 Furthermore, it appears that there is a critical point 
in the host response when sepsis has progressed into a stage at 
which cecal resection is no longer capable of rescuing the animal 
from mortality.40,41 This time may vary with the severity of the 
initial CLP insult and needs to be established empirically within 
the investigator’s laboratory.

Disadvantages of the Cecal Ligation and Puncture 
Model Host response to local infection promotes abscess for-
mation around the septic focus, to prevent dissemination of the 
inciting pathogen. A disadvantage of the CLP model of sepsis is 
the host’s ability to form an abscess and successfully contain the 
infection, abrogating the development of sepsis. While abscess 
formation is the desired host response to the local infection source, 
it may interfere with the interpretation of experimental results 
regarding sepsis therapies. It is possible that an experimental 
intervention may enhance abscess formation rather than preserve 
some other systemic pathway unrelated to direct infection con-
tainment. In this case, a therapy might be erroneously identifi ed 
as protective during sepsis in a general sense, whereas in reality 
it may merely improve a local response to infection. The problem 
of abscess formation can be circumvented in part through invasive 

Figure 50–2. Telemetry analysis of physiologi-
cal responses to lethal LPS exposure. An example 
of a single mouse implanted with a wireless PA-
C10 catheter (Data Scientific International) in the 
carotid artery with baseline measurements of heart 
rate (HR) and mean arterial pressure (MAP) begin-
ning at −6 h from LPS injection. Normal variabil-
ity of HR and MAP is observed in this time period. 
At time 0, the mouse received an intravenous LPS 
injection of 10 mg/kg (black arrow). Note the rapid 
onset of bradycardia and reduction in MAP occur-
ring within 3 h of LPS injection. Altered hemo-
dynamics persist until death of the mouse at 38 h 
(white arrow).
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telemetry monitoring, biomarker evaluation, and necropsy evalu-
ation of abscess formation. By monitoring these parameters, the 
investigator should be able to determine whether the animal had 
progressed to a stage of critical illness.

Colon Ascendens Stent Peritonitis Model Fewer data 
exist on the CASP model, since it represents the newest animal 
sepsis model.42,43 The CASP model of abdominal sepsis was 
developed to complement the CLP model. The CASP technique 

is performed by implanting a stent with its origin in the cecum 
and an exit point in the normally sterile peritoneum. The CASP 
model induces diffuse peritonitis through the continual release of 
bacteria from the implanted stent, and is less prone to abscess 
formation as compared to the CLP model. Changing the stent 
diameter controls the severity of sepsis. A smaller gauge size stent 
correlates with an increase in bacterial peritoneal load and sepsis 
severity. The hemodynamic responses to CASP are not well 
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Figure 50–3. Telemetry analysis of physiolog-
ical responses following CLP. (A) Continuous 
baseline HR and MAP data are shown over a 
21-h period following wireless PA-C10 catheter 
monitor implantation (Data Scientific Interna-
tional) in the carotid artery. (B) Telemetry analy-
sis following induction of CLP sepsis. After a 
3-day recovery period, sepsis was induced via 
CLP with a 21-gauge needle at time 0. Blood 
pressure and heart rate were recorded continu-
ously over a 35-h period until the death of the 
animal. The figure demonstrates the reduction 
of MAP and initial compensatory increase in 
HR, followed by the decline in both MAP and 
HR. This demarcates the hyperdynamic and 
hypodynamic phases of sepsis (depicted by 
arrowhead).
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characterized and the disadvantages of this model are relatively 
unknown.14 Further studies characterizing the pathophysiology of 
the CASP model are required to validate this promising sepsis 
model.

Comparison between Cecal Ligation and Puncture and 
Colon Ascendens Stent Peritonitis Models The host-barrier 
disruption sepsis models, CLP and CASP, use endogenous gut 
fl ora as a source of infection and retain the advantage of evaluat-
ing bacterial clearance by the host, as opposed to endotoxemia 
models of sepsis that lack a replicating pathogen. A closer look 
at these two models reveals subtle yet significant differences, 
indicating that they represent independent sepsis models. Although 
both are peritonitis models, the CASP model reflects a diffuse 
peritonitis versus the peritonitis model of CLP.43 Arecent study 
compared CLP and CASP.43 Unlike CLP mice, bacteremia in 
CASP mice constantly increased significantly at regular time 
intervals, over 18 h, suggesting continual bacterial leakage from 
the stent. At 18 h, CASP mice demonstrated a more diffuse peri-
tonitis through an increased number of bacteria found in vital 
organs, particularly in the lungs, liver, and kidney, compared with 
CLP mice.43 These results suggest that CASP may represent a 
better diffuse peritonitis sepsis model, complimenting the CLP 
model of intraabdominal abscess formation.

METHODS FOR SEPSIS MODELS
The following represents a generalized description of tech-

niques for the CLP, CASP, and endotoxemia models. The focus 
of this chapter is primarily the CLP method, which represents the 

current “gold standard” of sepsis models because it most closely 
approximates the physiological and immunological responses 
observed in human sepsis.14

CECAL LIGATION AND PUNCTURE METHOD
1. All procedures must follow the Institutional Animal Care 

and Utilization Committee (IACUC) or an institutionally approved 
animal care protocol. Animals are maintained on a standard ad
libitum diet including water throughout the experiment. Methods 
in the early literature describe fasting animals 12 h prior to CLP 
surgery.15 Fasting animals helps to promote uniform stool consis-
tency, leading to a subsequent similar flow of fecal contents into 
the peritoneum between experimental animals. Initial rodent 
experiments in our laboratory followed this procedure. We have 
determined in our laboratory that there was no benefit to fasting 
animals before CLP. In a rat CLP model, Singleton and Wisch-
meyer found fasted animals varied in individual cecum size length 
and thus cecal stool content, introducing heterogeneity in 
animals.38 In the unlikely event of problems with heterogeneous 
stool consistency, fasting animals may assist in promoting stool 
homogeneity. Otherwise, fasting animals any time before CLP is 
not recommended or required for reproducible results.

2. Anesthetize the animal using a mixture of isoflurane and 
100% oxygen. Other agents may be administered for animal anes-
thesia, including intraperitoneal ketamine (80 mg/kg) and xyla-
zine (10 mg/kg); however, we favor inhalational agents delivered 
with a precision vaporizor via a tight-fitting nosecone as it allows 
for rapid performance of procedures with a reproducible depth of 
anesthesia and a rapid recovery time.

3. Prepare the animal for surgery by shaving and thoroughly 
disinfecting the abdominal area with an appropriate agent such as 
7.5% povidone iodine cleansing solution and sterile gauze. Note 
that a heating pad or other source should be utilized in an attempt 
to ensure normothermia throughout the procedure. Meticulous 
attention to detail, organization of materials, and excellent surgi-
cal technique represent the cornerstone of successful reproduc-
ibility in this procedure.

4. Perform a 1.5-cm midline laparotomy to expose the cecum. 
The peritoneal cavity is protected by two layers: skin and the 
muscular abdominal wall. Once an incision is made to expose the 
underlying abdominal musculature, the second incision will be 
made through the translucent linea alba. The linea alba is a verti-
cal midline of connective tissue running from the breast bone to 
the inguinal region that can be determined through appearance. 
An incision made in the linea alba will not bleed since the con-
nective tissue lacks blood vessels, in contrast to the vascularized 
abdominal muscles. Use the contrast of the pink color of the 
abdominal muscle to find the translucent linea alba.

5. Locate and carefully exteriorize the cecum, making sure not 
to disrupt any vessels while untwisting the cecum (Figure 50–5A). 
Initially, locating the cecum can be time consuming. It is best to 
develop a systematic approach to this method. If the abdominal 
cavity is divided into four regions, the cecum is typically located 
in the upper left abdominal quadrant in the region of the spleen 
or it is immediately visible following laparotomy. A very effec-
tive method for locating the cecum developed in our laboratory 
is the “reverse ‘N’” technique and is used if the cecum is not 
immediately found. With the mouse in a supine position, start at 
the traced end of the “N,” the upper left abdominal compartment 
equivalent. Inspect each compartment systematically by reverse 

Figure 50–4. Altering cecal puncture and ligation alter CLP sepsis 
model severity. CLP was performed in male C57/B6 mice using a 
20-gauge needle through and through (double) puncture with 40–50% 
cecal ligation (dashed line, n = 10), a 21-gauge needle single puncture 
(only one hole is made in the cecum) with 30–35% cecal ligation 
(broken line, n = 40), and a 27-gauge needle through and through 
puncture with 30–35% cecal ligation (solid line, n = 10). Both 20-
gauge (0 survivors by 36 h) and 21-gauge (approximately 20% survi-
vors by 120 h) CLP are considered severe models of sepsis, with the 
20-gauge model being the most severe. The 27-gauge CLP is consid-
ered a moderate model of sepsis (40% survivors by 120 h). In severe 
sepsis the majority of mortality occurs between 24 and 36 h, whereas 
the majority of mortality occurs between 56 and 72 h in moderate 
sepsis.
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tracing the “N,” subsequently, moving to its lower left, skipping 
through the middle to the upper right, and finally to the lower right 
compartment until the cecum is located. This method of detection 
is a quick and efficient way to search the entire abdominal cavity. 
Remember that the cecum is the only blind-ended part of the 
intestine in rodents and is ultimately used for its positive identifi -
cation. Care should be taken not to damage the cecum or intestines 
during handling. The operator should keep a body-temperature 
bowl of sterile saline nearby to keep gloves moist, which will 
assist in easier manipulation of the intestines.

6. Now that the cecum has been removed from the abdominal 
cavity, milk the stool contents within the cecum distally starting 
below the ileocecal valve to fill the blind-ended pouch that will 
subsequently be ligated.

7. Place 3.0 cm of 6.0 vicryl suture underneath the cecal 
artery and ligate the cecum (Figure 50–5B). To insert the 3.0-cm 
vicryl suture underneath the cecal artery, first carefully blunt 
dissect the connective tissue, connecting the cecal artery to the 
cecum with curved tweezers. Once this is complete, leave the 
tweezers in place and grab the suture with a second pair of twee-
zers. Transfer the suture to the first pair of curved tweezers and 
pull it through, underneath the cecal artery, subjacent to the 
cecum. Care must be taken to avoid trauma to the cecal artery 
and its branches.

8. Fold the cecum over the suture, remilk the cecum, and 
double tie the ligature loop tightly to completely ligate the cecum 
(Figure 50–5B). Gas bubbles may introduce variability within 
the model and consequently alter mortality. Before ligating the 
cecum, look for the presence of gas bubbles while milking the 
stool distally to fill the blind ended pouch patent with stool. Make 
sure that there are no gas bubbles present in the section distal to 
the ligation site. It is also important to make note of the stool 
consistency; many unpublished observations indicate that supra-
hydrated stool increases mortality. It is plausible that watery stool 
could be the result of an unknown gastrointestinal infection and 
may alter the severity of the CLP model. It is recommended that 
mice with either severely dehydrated stool or overly hydrated 
stool not be used for experimental purposes as the quality of 
the stool may limit or enhance the spread of infection, 
respectively.

An important step in the CLP procedure is the ligation of the 
cecum; remaining consistent with the distance of cecum ligated 
between animals as a higher percentage of cecum ligated corre-
lates with increased sepsis severity.38 The mouse’s anatomy is an 
easily used reference control. Branching off from the main cecal 
artery are several perpendicular small arteries that can be used as 
a good point of reference for ligation. Starting distally, count the 
number of branch points up to the location chosen for ligation. 
The branch point number can be used on subsequent mice to 
approximate the total cecum length that was ligated in the previ-
ous procedure(s) to ensure consistent measurements. When pub-
lishing an article, the percentage of cecum ligated should be 
reported in the Methods section, as it represents important and 
frequently omitted information.

9. Puncture the ligated cecum as desired (Figure 50–5C). 
More severe models use needle gauge sizes ranging from 18- to 
21- gauge and less severe models use needle gauge sizes ranging 
from 21- to 27-gauge depending on the number of puncture(s), 
percent of ligated cecum, and amount of feces manually extruded 
from the ligated cecum (see step 10).

10. Manually extrude 1–2 mm of feces from the ligated cecum 
(Figure 50–5D). With the same gauge size needle, the model 
could be made more or less severe as a sepsis model by adding 
or taking away approximately 1.0 mm of extruded feces. To 
improve the control over the amount of extruded feces, hold the 
ligated cecum parallel with straight tweezers while inserting the 
needle for puncture; this permits greater pressure control to 
extrude the feces from the cecum. With the tweezers, add a slight 
amount of pressure to the cecum before completely withdrawing 
the needle from it. Continue to exert pressure while retracting the 
needle from the cecum. The feces will flow out as a continuum 
with the retracting needle, mitigating the chances of the puncture 
hole closing off, which can lead to difficulties in controlling the 
amount of stool removed from the ligated cecum.

Figure 50–5. CLP Methods. (A) Normal cecal anatomy. The ileo-
cecal junction (arrow) is exposed following midline laparotomy. The 
white double arrow demonstrates the entire length of the cecum, cor-
responding to 100% of the cecal length. (B) Cecal ligation. Cecal 
ligation is performed at approximately 50% of the length of the cecum 
in this case (the arrow denotes the site of cecal ligation). Care is taken 
to avoid damage to arterial branches during ligation and ligature is 
placed through the mesentery inferiorly to arterial branches. (C) Cecal 
puncture. A through and through (double) puncture is made while 
carefully immobilizing the ligated distal end of the cecum with a 21-
gauge needle. (D) Milking of stool from cecum. Both arrows point 
to a 2-mm-diameter collection of stool milked from the cecum to the 
exterior to ensure puncture site patency.
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11. Carefully place the cecum back inside the abdominal 
cavity. Holding the abdominal muscles rather than holding 
the skin with tweezers facilitates replacement of the cecum 
back within the abdominal cavity. When there is an excessive 
loss of extruded feces from the cecum prior to placing it back into 
the abdominal cavity, the severity of the model may be 
diminished.

12. Close the abdominal cavity with 6.0 vicryl suture.
13. Administer 1 ml of saline fluid resuscitation subcutane-

ously using a 25-gauge needle. Fluid resuscitation replaces fl uids 
lost during the course of surgery that may cause a premature 
decrease in blood pressure and early mortality.

14. Administer an analgesic, such as buprenorphine (1.6 mg/
kg), for pain control every 12 h for 3 days.

15. Continually warm the animal on a heating pad for 5–
10 min or until normal body temperature is reached and the animal 
has recovered from anesthesia by demonstrating self-righting 
ability.

16. Place the animals in separate cages. The animals should 
be housed in separate cages to prevent them from chewing another 
mouse’s surgical incision. To increase the accessibility of food, 
gel food may be substituted for normal chow and placed directly 
into the cage along with the recovering animals during periods of 
reduced mobility.

17. Administer antibiotics if desired. When including antibiot-
ics, a potent broad-spectrum antibiotic, such as imipenem (25 mg/
kg), should be administered by intraperitoneal injection every 
12 h. Additionally, antibiotic therapy should be initiated more 
than 2 h postprocedurally to better mimic the human clinical situ-
ation of delayed presentation and antibiotic administration. Note 
that when using imipenem for antibiotic therapy, the selective 
dihydropeptidase inhibitor cilastatin must be coadministered to 
prevent degradation of imipenem.

GENERAL FEATURES OF THE CECAL LIGATION AND 
PUNCTURE SURVIVAL STUDY The central goal of any 
animal model is to reproduce the clinical scenario of a disease as 
closely as possible. The time of deaths that occur during a survival 
CLP study is an important determinant of whether the model is 
correct in its severity. The severity of the CLP model ranges from 
sublethal to lethal with differences in the rate of mortality as well 
as the absolute percentage of mortality in the experimental group. 
In general, the first death should occur 24 h after the procedure to 
rule out iatrogenic effects, such as hemorrhage, that may also 
cause death. In the more severe CLP model, most deaths will 
occur between 24 and 36 h after CLP with mortality typically 
greater than 70% within 5 days (Figure 50–4). In the less severe 
CLP model most deaths occur between 48 and 72 h after CLP with 
a 30–40% range of mortality at the end of 5 days (Figure 50–4). 
These rates and percentages are presented as a guideline and the 
actual characteristics will vary based on the technique and experi-
mental needs.

COLON ASCENDENS STENT PERITONITIS METHOD
Before surgery remove the needle from the desired size venous 
catheter (14, 16, or 18 gauge).

1. Follow steps 1–4 as for the CLP procedure.
2. Locate the antimesenteric side of the ascending colon, and 

make an incision approximately 1 cm from the ileocecal valve 
where the stent will be surgically inserted. The ascending colon 
is connected to the small bowel at the ileocecal valve junction.

3. With 7-0 Ethicon thread stitch the stent into the lumen of 
the ascending colon.

4. Anchor the stent in place with two stitches.
5. Remove the inner needle of the stent, followed by cutting 

the stent at the prepared site.
6. To ensure the proper placement of the stent into the lumen 

of the ascending colon, squeeze a small amount of feces out of 
the stent.

7. Replace the intestinal content back into the abdominal 
cavity.

8. Follow steps 12–16 of the CLP procedure.

ENDOTOXEMIA METHOD

1. Weigh the animal.
2. Intraperitoneally inject (1 ml) LPS at the desired milligram/

killogram dose from the desired Escherichia coli serotype, or 
other chemical agent (e.g., zymosan or CpG DNA). Do not stir 
the LPS solution vigorously to prevent aggregates from forming. 
Sonication of the LPS solution for 2 min will help mitigate the 
presence of aggregates. Anesthetize the animal using isofl uorane. 
When delivering an intraperitoneal injection, carefully insert the 
needle shallowly into the abdomen to avoid damage to underlying 
blood vessels and organs by tenting the abdominal wall. For 
intravenous injection, ensure that the LPS solution does not 
extravasate from the vein and infiltrate surrounding tissue.

3. Monitor the animals to ensure proper recovery from 
anesthesia.

IMPORTANT GENERAL CONSIDERATIONS FOR 
SEPSIS MODELS

HUMANE ENDPOINTS IN SEPSIS RESEARCH The use of 
fair and ethical animal treatment throughout sepsis research and 
any other experiments that cause pain or distress to animals must 
be strictly maintained at all times. This often presents challenges 
to scientists, as early termination may lead to inaccurate results, 
especially in experimental models involving complex longer-term 
pathogenesis such as the CLP model.44 Organizations that advo-
cate more humane endpoints in research animals and create guide-
lines for research animal care include Public Health Services 
(PHS), the National Research Council, and the United States 
Department of Agriculture (USDA) (www.grants.nih.gov/grants/
olaw/references/phspol.htm, www.nap.edu, Fed Reg. 54). It is the 
responsibility of all researchers to be familiar with these guide-
lines and understand how they should be applied to their model(s). 
Guidance should also be sought from local experienced investiga-
tors and the institutional veterinarian and IACUC.

An outstanding review of the issue of humane endpoints in 
sepsis research has recently been published by Nemzek et al.44

Death as an endpoint should be avoided whenever possible and 
any animal in a perimoribund state should be euthanized. However, 
as mentioned above, the limitations of current mortality predictors 
prevent development of any “gold standard” recommendation. 
Each investigator must determine the degree of illness and mori-
bund state dictating euthanasia for the model in question. Clearly, 
implementing early termination of any experiment increases the 
risk of data collection errors that may lead to erroneous conclu-
sions. Consequently, fastidious decisions regarding early end-
points must be taken to prevent these types of errors. The decision 
to terminate the experiment is a complex one. To prevent hasty 
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decisions multiple parameters should be evaluated before eutha-
nizing an experimental animal. For example, in the murine CLP 
model physiological parameters, such as body temperature, blood 
pressure, and IL-6 levels, may represent predictors of CLP mortal-
ity.44 Defi ning these parameters, in conjunction with the physical 
signs of CLP morbidity (Table 50–1), can potentially be used to 
successfully predict CLP mortality in mice.44 However, the use of 
such predictors must be established empirically within the inves-
tigator’s laboratory and be tested for reproducibility.

MONITORING As a general rule, animals should be closely 
monitored every 4 h for the first 48 h postprocedure. Depending 
on the severity of the model, particular timeframes following 
surgery are critical and require more attention. For example, in a 
severe sepsis model the majority of deaths occur between 24 and 
36 h. Within this critical time frame, it is important to frequently 
assess for animal pain and distress caused by illness, in addition 
to checking for mortalities to ensure proper animal care and data 
collection, respectively. Analgesia with an agent such as buprenor-
phine may be administered at an increased frequency during this 
period. In the event that death occurs overnight, an average time 
of death can be calculated by taking the average of the last hour 
the animal(s) were found alive and the hour of death. When the 
animals have passed the critical period when most succumb to 
sepsis and exhibit normal behavior (survivors), observation times 
may be less frequent. A thorough understanding of these time-
frames during the course of animal sepsis is beneficial to both the 
animals and the investigator. This knowledge serves to ensure that 
proper animal care is given at all times, and will reduce valuable 
labor while maintaining a high standard of animal care.

REPRODUCIBILITY Successful development of a func-
tional sepsis model requires a significant amount of experience 
with the chosen technique. The level of experience is directly 
proportional to the complexity of the procedure in question. The 
simplest model involves a bolus injection of endotoxin and the 
most surgically complex and demanding model is the CASP tech-
nique. Regardless of which model is chosen, the investigator must 
perform several pilot experiments to define the timing and sur-
vival rate to ensure reproducibility. It is also highly recommended 
that experiments be performed in a randomized and blinded 
manner whenever possible. This becomes an issue as the control 
group for each study must be run with every experiment and this 
increases the number of animals required for completion of the 
study. However, historical controls unfortunately do not suffi ce 

as there may be variability in the experiments based on subclinical 
infections, alteration of food or bedding lots, and operator depen-
dence. When possible, it is optimal to retain the same operator for 
the experiment, as subtle differences in surgical style may signifi -
cantly alter the timing of illness progression and survival rates.

Attention to detail and repetition are paramount in the success-
ful development and utilization of sepsis models. Animal survival 
remains the primary outcome measurement in study of sepsis 
mechanisms and in preclinical therapy studies because there are 
limited markers for predicting mortality or defining sepsis stages, 
and also because the use of in vivo telemetry is complex. To 
ensure that the operator has enough experience to initiate the end 
experiment, several independent control experiments should be 
conducted. For example, using the CLP model, our experience 
dictates an expected profile of mortality for a given needle gauge 
used (Figure 50–4). An inexperienced operator, after becoming 
generally familiar with the CLP technique, typically must perform 
three to five independent experiments with a sufficient number of 
animals (typically 10 per experimental group) to demonstrate that 
the operator can reproduce the expected profile and rate of mortal-
ity. The concept of generating reproducible illness is critical when 
conducting experiments that do not use the mortality endpoint, as 
in these shorter studies there is no other way to ensure that the 
proper level of illness has been established. Hopefully, advances 
in our understanding of sepsis staging markers will assist with this 
issue and make mortality studies obsolete.

BIOMARKERS IN SEPSIS The complexity of the dysregu-
lated immune response in sepsis makes it difficult to predict clini-
cal outcomes in patients and animal models. Over the years, 
immunological studies performed to unravel this enigmatic process 
have also unveiled potential biomarkers predictive of sepsis 
mortality in attempts to classify the development of sepsis.45,46

Translation of therapeutic agents successful in animal model 
studies to the clinic represents the current stumbling block of 
sepsis therapy developments.14 Biomarkers are particularly useful 
in discriminating between populations of patients who may benefi t 
from particular therapies and for animal model purposes in 
discriminating sepsis stage and severity when designing sepsis 
therapies.14 Many studies have demonstrated a strong association 
between interleukin 6 (IL-6) levels and sepsis severity in both 
humans and animal models of sepsis, suggesting that serum IL-6 
level may represent a possible biomarker of sepsis mortal-
ity.32,40,47,48 In fact, endogenous IL-6 was utilized successfully to 
stratify patients into groups of sepsis severity in a recent clinical 
trial evaluating the efficacy of the antitumor necrosis factor anti-
body F(ab′)2 fragment afelimomab.49

The lethal predictive threshold level of circulating IL-6 has 
been shown to vary with genetic background in murine studies, 
and it is not associated with disease severity and antibiotic admin-
istration.50 In less severe CLP sepsis with 77% survival after 3 
days, serum IL-6 levels were measured 6 h after the CLP proce-
dure and ranged from 83 pg/ml to 10,000 pg/ml.32 Female BALB/c 
mice used in this experiment with serum IL-6 levels greater than 
2000 pg/ml had significantly more rapid onset of mortality and 
greater mortality rates compared with those mice with IL-6 levels 
less than 2000 pg/ml.32 In the study by Turnbull et al., male ND4 
mice demonstrated that the “lethal predictive threshold” of serum 
IL-6 levels was at 14,000 pg/ml.50 The difference in the “lethal 
predictive threshold” of IL-6 described in these two studies was 
attributed to the consequences of strain differences.

Table 50–1
Morbidity findings during development of sepsis

Objective Subjective

Abnormal respiration Aggression
Absence of bedding preparation Decreased activity
Ataxia Decreased movement in 

response to external stimuli
Reduced food/water consumption
Body temperature reduction
Body weight reduction
Diarrhea/constipation
Hunched posture
Orbital exudates
Ruffl ed hair/fur
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It is likely that the gender, age, strain, or all variables in com-
bination account for differences in lethal predictive threshold IL-6 
levels, as there is clear variability within the CLP model depend-
ing on the age, gender, and animal strain employed.14 The effect 
of age is difficult to assess between the above two studies due to 
the lack of consistency in age descriptions. The ages for BALB/c 
mice were ambiguously described as “adult,” as opposed to the 
more accurately identified 6- to 8-week-old ND4 mice. Conclu-
sions drawn from these experiments emphasize the importance of 
careful documentation of the characteristics of animal subjects so 
that potential confounding variables may be identified when com-
paring the interpretation of results among studies.

ANTIBIOTICS The successful control of a systemic infec-
tion is an important component of the body’s response to infection 
and involves both innate and adaptive immune responses. Broad-
spectrum antibiotics are routinely prescribed for human sepsis 
patients once the infecting agent is identified, to help in the 
destruction of bacterial pathogens.51 To more closely mimic the 
clinical scenario of sepsis, antibiotics have been used in a variety 
of sepsis models, including CLP, CASP, and exogenous bacterial 
implantation models. Currently, imipenem (25 mg/kg) represents 
a broad-spectrum antibiotic and is commonly used in sepsis 
models. Dosing of antibiotic also affects agent selection as less 
frequent administration reduces the number of injections each 
animal will receive. Imipenem is attractive in this regard as it may 
be dosed at 12 h intervals.

It has long been a concern that the administration of antibiotics 
results in the acceleration of cytokine-induced septic shock due 
to the release of endotoxin bacterial products after bacterial 
killing.52 Antibiotic administration may increase the circulating 
levels of endotoxin in murine sepsis models, and may theoreti-
cally lead to a more robust host inflammatory response. However, 
further studies have demonstrated that the effects of increased 
serum endotoxin levels resulting from antibiotic administration 
have no effect on inflammation and prognosis in the CLP sepsis 
model suggesting that antibiotics will not artifactually alter mor-
tality.53 In a murine sepsis lung injury model, antibiotics delayed 
mortality time points but did not improve overall survival.54 In 
conclusion, administration of antibiotics appears to decrease the 
severity of sepsis but does not necessarily decrease mortality in 
polymicrobial sepsis models and does not appear to increase 
model severity due to endotoxin release.

CONCLUSIONS
Successful development and use of sepsis models in research 

require a thorough theoretical understanding of the advantages 
and disadvantages of each model system, as well as a meticulous 
technical approach to establishing a reproducible model system. 
With such understanding and attention to detail, experiments uti-
lizing these complex models can generate important data that will 
assist in further defining sepsis pathophysiology and identify 
novel sepsis therapies.
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51 Animal Models in Functional Magnetic 
Resonance Imaging

AFONSO C. SILVA AND BOJANA STEFANOVIC

ABSTRACT
Functional magnetic resonance imaging (fMRI) has signifi -

cantly advanced brain research, both in basic sciences as well as 
in translational and clinical studies. Animal models have been at 
the forefront of research into the mechanisms of magnetic reso-
nance imaging (MRI) and fMRI. The use of animal models in 
fMRI has been particularly advantageous in preclinical and trans-
lational studies of various models of brain disease, and fundamen-
tal in the exploration of basic neuroscience questions, such as the 
mechanisms of perception, behavior, and cognition. This chapter 
describes the practical aspects of the use of animal models in 
fMRI studies of the brain.

Key Words: Brain, BOLD, Cat, Cerebral blood flow, Cerebral 
blood volume, Cerebrovascular coupling, Nonhuman primate, 
Rodent, Songbird.

INTRODUCTION
Since its inception in the early 1990s, functional magnetic 

resonance imaging (fMRI) has had a profound impact on brain 
function research, particularly in cognitive neuroscience1 and in 
translational and clinical studies.2 Like positron emission tomog-
raphy (PET) and diffuse optical tomography, fMRI relies on the 
cerebrovascular coupling, a tight relationship between changes in 
neural activity and local cerebral blood flow (CBF), cerebral 
blood volume (CBV), and oxygen consumption (CMRO2).3 fMRI 
provides excellent contrast to noise ratio, submillimeter spatial 
resolution, coverage of the whole brain, and relative ease of 
implementation. On the other hand, the underlying fMRI signal 
mechanism and its functional specificity are still subjects of 
research. Moreover, the temporal resolution of fMRI is relatively 
low (particularly with respect to the time scale of neuronal events), 
and the magnetic resonance imaging (MRI) environment poses 
stringent restrictions on subject positioning and movement.

While the brain is a particularly difficult target for translational 
studies, critical insight into its functioning has been gained through 
animal models. Indeed, the use of animal models has been of 
fundamental importance to the development of fMRI techniques. 
The first study employing blood oxygenation level-dependent 
(BOLD) contrast was performed in rats4,5 as were the first CBF 
measurements using exogenous MRI tracers, such as deuterium,6,7

fl uorine,8,9 and gadolinium chelates,10,11 which allowed estimation 

of CBV in addition to CBF. The advantages of using an endoge-
nous tracer led to the development of arterial spin labeling 
(ASL) techniques, with the first demonstrations occurring in 
rodents.12,13

Animal models of functional activation of the brain have been 
widely employed to address issues related to spatial localization 
of the functional signals, the magnitude of signal changes as a 
function of stimulation parameters, as well as temporal aspects of 
the hemodynamic response. Furthermore, the use of animal 
models in fMRI has been particularly advantageous in preclinical 
and translational studies of various models of brain disease. This 
chapter is aimed at describing the practical aspects of the use of 
animal models in fMRI studies of the brain.

BASICS OF FUNCTIONAL MAGNETIC 
RESONANCE IMAGING

ACTIVATION PHYSIOLOGY At the heart of brain func-
tion lies the generation and integration of electrical and chemical 
signals. Electrical signals arise via transient changes in the neu-
ronal membrane potential, with >∼15  mV depolarization14 leading 
to action potential generation or neuronal firing. In most instances, 
this depolarization arises from temporal and spatial summation of 
the graded potentials generated by the synaptic input to the neuron, 
with coincidental activation of hundreds of the thousands of syn-
apses of a typical neuron. While only a miniscule amount of 
charge is transported across the membrane in the course of the 1-
msec activation potential,14 the long-term preservation of the ionic 
gradients15 and hence the excitability of the neuron is ensured by 
the continued operation of the Na,K-ATPase pump.

Under normal steady-state conditions, almost all of the brain’s 
global energetic demands (in the form of ATP, the primary energy 
currency in the body) are supplied by oxidative metabolism of 
glucose (CMRGlc), the O2-to-glucose ratio being ∼5.5  mol/mol.16

Whereas glucose consumption is closely correlated with local 
functional activity,17–20 only ∼50% of the glucose extracted by 
tissue from blood is actually catabolized by neurons and glia.21

Indeed, it is frequently surmised that under normal physiological 
conditions blood flow upregulation following functional activa-
tion is not subserving the increased demand for glucose.22

Increases in local CMRO2 following functional activation 
are typically much smaller than the accompanying rises in CBF, 
translating into a higher blood oxygenation level at activa-
tion relative to baseline. The customarily quoted reason is that 
the efficiency of oxygen extraction from the capillary network 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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[i.e. oxygen extraction fraction (OEF)] decreases with increases 
in fl ow,23 so that a much larger CBF increase is required to support 
a given rise in CMRO2. In other words, given low tissue PO2 yet 
constant parenchymal geometry, the O2 concentration gradient 
and hence O2 diffusion are increased through a rise in the capillary 
PO2 achieved by a drop in the O2 extraction.22

In addition to increased metabolism, a focal rise in neuronal 
activity is accompanied by an increase in the local CBF. One or 
more vasodilatory substances24 thus act on the smooth muscle in 
the arteriolar wall, causing a drop in the arteriolar vascular resis-
tance following functional activation. On the level of capillaries, 
the focal rise in CBF is thought to be predominantly mediated by 
an increase in capillary blood velocity rather than capillary dilata-
tion or recruitment.25 The ensuing rise in the pressure seen at the 
veins causes their passive dilatation and results in a signifi cant 
increase in the total blood volume. Consistent with this view of 
CBV changes being the result rather than the cause of the blood 
fl ow increase is the observation of delayed CBV relative to CBF 
response in rodent somatosensory cortex following forepaw 
stimulation.26

BOLD FUNCTIONAL MAGNETIC RESONANCE 
IMAGING CONTRAST The magnetic properties of the heme 
iron of a hemoglobin molecule change following oxygenation,27

constituting the source of contrast for BOLD fMRI. Specifi cally, 
the deoxygenated heme iron ion is paramagnetic, i.e., it has a 
small positive magnetic susceptibility, (χ > 0). Upon binding with 
oxygen, the iron ion changes to a low-spin state and becomes 
diamagnetic, exhibiting a very small, yet negative magnetic sus-
ceptibility.22,28 Overall, the magnetic susceptibility of blood 
changes linearly with its oxygen saturation.29 Upon an increase in 
local neuronal activity, the blood oxygenation level rises (i.e., 
assuming normal conditions, the fraction of deoxygenated heme 
iron atoms decreases), so that the magnetic field profile across a 
vascularized tissue element becomes more homogeneous.

The signal measured in a typical BOLD fMRI study reflects a 
nonequilibrium value of coherent transverse water magnetization, 
generated by radiofrequency (RF) excitation. In particular, the 
timing parameters of BOLD fMRI experiments are chosen to 
produce a weighting of the signal that emphasizes the activation-
induced changes in the time constant of the roughly exponential 
decay of spin phase coherence in the plane orthogonal to the 
direction of the external static magnetic field. Such activation-
induced differences in the apparent transverse relaxation rate 
(R2*) arise from the changes in the magnetic flux density (B) 
experienced by a spin ensemble under investigation following 
focal functional activation. A higher BOLD fMRI signal will be 
measured at activation, relative to baseline, as a result of the 
slower decay (smaller R2*) produced by the increased homogene-
ity in the focal microscopic magnetic field profile, arising from 
the activation-induced increase in the blood oxygenation levels.

OTHER FUNCTIONAL MAGNETIC RESONANCE IMAG-
ING CONTRASTS In addition to BOLD fMRI, fMRI measure-
ments of blood flow and blood volume have also been frequently 
employed to track brain function.

Cerebral Blood Flow fMRI affords noninvasive means of 
direct CBF measurements using arterial water as a perfusion 
tracer.30–32 The general principle behind ASL techniques is to dif-
ferentiate the net magnetization of endogenous arterial water 
fl owing proximally to the organ of interest from the net magneti-
zation of tissue. As arterial blood perfuses the tissue, water 

exchange occurs, effectively changing the net magnetization of 
tissue proportionally to the blood flow rate. Therefore, CBF can 
be quantitatively related from the difference of two images 
acquired consecutively: one with and one without spin labeling. 
ASL MRI techniques can be implemented with either pulsed 
labeling or continuous labeling.30,32,33 The pulsed ASL (PASL) 
methods use single or multiple RF pulses to label arterial blood 
water spins. The continuous ASL (CASL) technique uses a long 
RF pulse in the presence of a longitudinal field gradient to label 
the arterial spins according to the principles of adiabatic fast 
passage. ASL techniques have major advantages over other tech-
niques based on the administration of exogenous tracers. They are 
completely noninvasive and because of the very short half-life of 
the labeled spins, repeated measurements of CBF can be per-
formed freely. Moreover, the techniques preserve the high spatial 
resolution of 1H MRI, enabling a direct and precise anatomical 
localization of CBF changes. On the other hand, proper perfusion 
contrast is achieved only when enough time is allowed for the 
labeled arterial spins to travel into the region of interest and 
exchange with tissue spins, making it difficult to detect changes 
in CBF with a temporal resolution greater than the decay time of 
the label.

Arterial spin labeling affords absolute quantification of a 
uniquely defined physiological parameter; it is specific to tissue 
signal change, better localized to the focus of the increased electri-
cal activity (as it is sensitive to the arterial side of the vascular 
tree, in particular to capillaries), and it involves a shorter delay 
following the neuronal activity increase when compared to the 
BOLD technique. It is also less affected by venous drainage and 
is largely insensitive to scanner drift and local susceptibility gra-
dients, in contrast to BOLD. Overall, then, it offers a more sensi-
tive and specific measure of the neuronal activity, with respect to 
the assessment of its magnitude, spatial extent, and temporal 
evolution. It is thus the tool of choice for longitudinal functional 
imaging and has been used in a variety of clinical applications.34

Nonetheless, ASL has a significantly lower contrast-to-noise ratio 
and temporal resolution than BOLD and is arguably harder to 
implement.

Cerebral Blood Volume Most of the existing MR data on 
CBV come from contrast-enhanced MRI studies. Indeed, the fi rst 
human fMRI brain maps, obtained by Belliveau et al. in 1991,35,36

were of CBV changes accompanying visual stimulation. The 
passage of a bolus of gadolinium-DTPA (Gd-DTPA, an intravas-
cular MR contrast agent) was rapidly imaged using T2*-weighted 
acquisitions.36,37 The effect of Gd-DTPA is to produce micro-
scopic magnetic field inhomogeneities, thus enhancing the rate of 
spin–spin relaxation. The analysis relies on the application of the 
indicator dilution theory to establish the relationship between the 
contrast agent and CBV in addition to the observed linear depen-
dence of the tissue transverse relaxation rate on the contrast agent 
concentration.35,36 Specifi cally, as the contrast agent passes through 
the brain, signal attenuation directly proportional to the concentra-
tion of the contrast agent is observed. Integrating the area under 
the concentration–time curve provides a measure of CBV. By 
repeating this experiment in baseline and activation conditions 
and subtracting the calculated CBV images, a functional activa-
tion map can be produced. The major shortcomings of the method, 
however, are poor temporal resolution and the limited number 
of functional measurements that can be performed, due to the 
administration of the contrast agent.
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Unlike dynamic bolus methods, steady-state techniques require 
a contrast agent with a long intravascular half-life (e.g., ultrasmall 
superparamagnetic particles) that alleviates the requirement for a 
bolus injection and affords continuous monitoring of CBV 
changes. One such agent is MION (monocrystalline iron oxide 
nanocolloid), which has been used in anesthetized rats to provide 
a 5-fold increase in signal-to-noise ratio (SNR) over BOLD con-
trast at 2  T26 and in awake, behaving macaques, resulting in 
a three-fold increase in sensitivity over BOLD at 3  T.38 While 
MION concentrations used in these experiments are considerably 
higher than those approved for humans, initial testing of stable 
blood-pool contrast agents in humans is underway.39 This approach 
provides high SNR and temporal resolution, though as with 
Gd-DTPA bolus methods, toxicity issues limit the number and 
frequency of studies that can be performed on an individual.

PERFORMING FUNCTIONAL MAGNETIC 
RESONANCE IMAGING IN ANIMALS

THE CHOICE OF THE ANIMAL MODEL The use of 
animals in biomedical research is governed by the scientific ratio-
nale that a living organism provides a whole, integrated biological 
system that is the best surrogate for humans in the laboratory. 
Animal research has led to a greater understanding of living 
systems and has generated knowledge that can be generalized to 
humans, facilitating the development of effective therapies, cure, 
and/or prevention of diseases. When applied to neuroscience, the 
use of animal models has afforded a better grasp of the biophysi-
cal mechanisms of neuroimaging techniques, a greater under-
standing of neurodegenerative diseases and the underlying 
mechanisms of neuronal cell damage and death, aided in the 
development of effective pharmacological therapies and treat-
ments, and facilitated the study of the mechanisms of sensory 
perception, cognition, and emotion.

There are several factors that influence the choice of the animal 
model to be used in biomedical research. First, the investigator 
must consider not only the appropriateness of a particular species, 
but also whether the information obtained from the research can 
be extrapolated to human beings. Second, the investigator must 
be equipped with the experimental setup necessary to collect 
physiologically meaningful data. This is particularly important 

when performing fMRI experiments in animal models, when the 
type of instrument poses constraints on data acquisition, such as 
spatial and temporal resolution, spatial coverage, SNR, etc. 
Broadly, the fMRI experiments employing animal models focused 
on three major areas: the study of biophysical models of fMRI 
contrast; the investigation of neurological disorders, such as 
stroke, Alzheimer’s disease, Parkinson’s disease, and epilepsy; 
and the exploration of basic neuroscience questions, such as the 
mechanisms of perception, behavior, and cognition. Examples of 
each of these applications are described below.

Use of Animal Models to Understand the Biophysical 
Mechanisms of Functional Magnetic Resonance Imaging An-
imal models have been at the forefront of basic science research 
into the mechanisms of MRI and fMRI. From the early days of 
MRI, mostly rodents, but also dogs and cats, provided a stable 
and useful platform for the development and characterization of 
several intravascular contrast agents, such as Gd-DTPA10,40–43 and 
iron-oxide particles.44 These studies led to the use of such intravas-
cular agents for the measurement of CBF and CBV,10,11,37,45

angiography,46,47 detection of brain tumors,48–53 brain infarct,54–56

and of defects in the blood–brain barrier.57–59 At the same time, 
MRI techniques sensitive to blood flow were developed in 
rodents6,7,60 and cats9,61–68 using first exogenous agents, and later 
endogenous arterial water as a perfusion tracer.12,13 It was long 
known that changes in CBF and CBV accompanied changes 
in neural activity due to brain stimulation.69 Thus, MRI tech-
niques sensitive to blood flow and blood volume were employed 
to probe brain function. The first experiments used intravascular 
contrast agents and were performed in dogs35,70 and then in 
humans.36,71,72 In fact, the discovery of the BOLD effect (see Figure 
51–1) was made in rodents (rats and mice).4,5,73 Thus, the use of 
animal models had a profound impact on the development of fMRI 
techniques.

The rodent model has been the workhorse for the investigation 
of theoretical issues and development of experimental approaches 
aimed at elucidating quantification of regional CBF and CBV, as 
well as for the studies of BOLD signal mechanism. In arterial spin 
labeling, for example, the rodent model has been of fundamental 
importance in the study of issues such as the effects of magnetiza-
tion transfer,74,75 the transit-time from the labeling plane to the 
detection voxel,76,77 the perfusion territory of specific arterial 
vessels,78 and the exchange of arterial water with tissue water.75,79–82

Figure 51–1. A demonstration of the effect of inspired CO2 on
BOLD contrast in a urethane-anesthetized rat. (A) T2*-weighted
coronal image obtained when the animal breathed 100% O2. Venous 
blood vessels appear dark due to a short T2* associated with a reduced 
venous blood oxygenation level Y. (B) The same image obtained 

when the animal breathed a mixture of 90% O2/10% CO2. In response 
to hypercapnia, CBF increases, elevating Y and thus increasing the 
MRI signal in the veins, such as the sagittal sinus (arrow). (Modifi ed 
from Ogawa et al.4 Copyright 1990 National Academy of Sciences 
USA.)
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These studies were aimed at improving the accuracy of quantifi ca-
tion of CBF and its changes during functional brain stimulation. 
The use of intravascular contrast agents to quantify CBV prolifer-
ated in the 1990s in both rodents83–88 and cats.56,89–91

Subsequent rodent studies focused on comprehending how 
changes in blood oxygenation related to BOLD signal changes92–96

and on the use of sensorimotor functional paradigms as robust 
models of brain functional activation.26,97–105 More recently, 
animal models of functional activation of the brain have been 
employed to investigate the spatial localization of fMRI tech-
niques,99,101,105–115 the dependence of signal magnitudes on stimu-
lation parameters,86,116–120 as well as the temporal aspects of the 
functional time-courses.110,121–126 Recently, in a rat model of 
somatosensory stimulation, we were able to show that the BOLD 
signal changes have distinct amplitude and temporal characteris-
tics that vary spatially across cortical layers, providing strong 
evidence that functional hemodynamic signals encode and pre-
serve the temporal evolution of neuronal events (Figure 51–2).

Use of Animal Models to Study Neurological Disorders A 
second major area of application of animal models in fMRI is the 
study of neurological disorders, such as stroke, epilepsy, Parkin-
son’s disease, and Alzheimer’s disease, which involve a disrup-
tion in cerebrovascular and cerebrometabolic coupling. Animal 
models were extensively used to establish experimental, transla-
tional, and preclinical protocols aimed at understanding human 
diseases. Moreover, fMRI provided an invaluable tool for disease 
characterization, as well as the assessment of the functional 
recovery and reorganization of the brain.

Several experimental models of brain ischemia have been 
developed, involving global and focal reductions in CBF.127,128

Rodent129–135 and, in particular, feline56,63,136–142 models of brain 
ischemia helped establish robust experimental platforms for pre-
clinical and translational therapeutic approaches,143–145 although 
their relevance to human disease merits further consideration.146–148

The use of fMRI techniques in experimental animal models of 
stroke has provided an important tool in the evaluation of brain 
plasticity and the recovery of function of the infarcted brain tissue. 
In a rodent model of stroke, there was no functional response in 
the ischemic side following either electrical stimulation of the 

forepaw or bicuculline administration149,150 from 24 to 216  h 
following the permanent occlusion of the middle cerebral artery 
(MCA).151 However, two other studies using a permanent152 and a 
temporary occlusion model153 have shown a functional reorganiza-
tion of the cortex following unilateral stroke, which induced a large 
ipsilateral infarct and acute dysfunction of the contralateral fore-
limb, accompanied by loss of stimulus-induced activation in the 
ipsilesional sensorimotor cortex in spite of preservation of cere-
brovascular reactivity as measured by CO2 challenges. At 3 days 
following stroke, activation-induced responses were detected in 
the contralesional hemisphere; at 14 days, significant responses 
were observed in the infarction periphery. The authors thus sug-
gested that limb dysfunction was related to loss of brain activation 
in the ipsilesional sensorimotor cortex and that restoration of func-
tion was associated with biphasic recruitment of perilesional and 
contralesional functional fi elds in the brain.

Reese et al. also used a transient MCA occlusion model to 
study local changes in CBV elicited by systemic infusion of the 
GABA(A) antagonist bicuculline, and found that the CBV 
response was negatively correlated with the duration of isch-
emia.154 More recently, Shen et al. combined functional, perfu-
sion, and diffusion MRI to study the effects of permanent and 
transient focal ischemic brain injury in rats during the acute phase, 
and concluded that with permanent ischemia, forepaw stimulation 
BOLD fMRI response in the primary somatosensory cortices 
was lost, while with temporary ischemia, vascular coupling and 
forepaw BOLD fMRI response remained intact.155 On the other 
hand, Kim et al. showed that 2 weeks after stroke, animals dis-
played variable degrees of fMRI activation in ipsilesional cortex 
that did not correlate with structural damages as measured using 
apparent diffusion coefficient, fractional anisotropy, blood 
volume, and vessel size index.156

Animal models have been of fundamental importance in the 
study of focal seizures and in the preclinical evaluation of anti-
epileptic treatments.157 There are several different models of 
epilepsy available, spanning a wide range of etiologies, acute or 
chronic presentations of partial seizures, and models for complex 
partial seizures.157 Animal models of generalized seizures include 
rodents, cats, chicken, and nonhuman primates.157,158 Because 
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Figure 51–2. (A) Laminar-dependent spatial heterogeneity of 
BOLD signal changes to electrical stimulation of the rat forepaw, 
obtained at 50 × 50 × 2000 µm3. The BOLD response in the supra-
granular layers was 44% larger than the one in the intermediate layers 
and 144% larger than the one in the bottom layer. (B) BOLD time 

courses obtained at 40-msec temporal resolution averaged across nine 
animals. Layers IV–V present the fastest onset time to stimulation, 
followed by layers I–III and VI. The inset shows the difference in 
onset times. (Modified from Silva and Koretsky.110 Copyright 2002 
National Academy of Sciences USA.)
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animal models that present spontaneous seizure activity can yield 
invaluable information on the molecular epileptic mechanisms, 
transgenic rodents are widely used,159–163 although cats present 
epileptic symptoms more akin to the ones seen in humans.164 MRI 
and fMRI of epilepsy have focused on mapping changes in the 
apparent water diffusion coefficient during seizure discharges,165

the changes in local CBF and CMRO2 during spontaneous spike-
wave seizures,166,167 and the detection of tissue damage in kainic 
acid-induced epilepsy.168

Parkinson’s disease (PD) is characterized by a progressive loss 
of motor control caused by degeneration of the nigrostriatal dopa-
minergic (DA) pathway. There are two major categories of experi-
mental animal models of PD169–171: one based on depletion of 
dopamine by a reversible pharmacological treatment with either 
reserpine172 or amphetamine and the other involving permanent 
lesioning with neurotoxins such as intranigral injection of 
6-hydroxydopamine (6-OHDA)173–176 or systemic administration 
of 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP).177–180

Both rodent and nonhuman primate models of PD have been 
particularly useful in providing data on the disease progression 
and the effects of therapy.169,171,179,181–183 While most of the work 
in animal models of PD is done via PET, MRI and fMRI tech-
niques are increasingly providing complimentary information on 
the changes in functional brain activity at the onset of the 
disease,174,176 or the regional alterations in CBV in response to an 
amphetamine challenge,183,184 as shown in Figure 51–3. MRI has 
also been used to follow the differentiation of mouse embryonic 
stem cells into DA neurons in the rat striatum,185 a gradual and 
sustained behavioral restoration of dopamine-mediated motor 
asymmetry suggesting stem cell-based therapy can restore 
cerebral function and behavior.

Alzheimer’s disease (AD) is the most common brain dementia 
affl icting the aging population. Thus, there has been great effort 
in creating animal models of AD, most notably using transgenic 
mice models.186–193 The major role that MRI has played in the 
study of AD is to provide noninvasive, longitudinal structural 
information194 about the neuronal death and myelin breakdown 
typical of the disease,195 as well as the development and evolution 
of amyloid plaques.195–206 In addition, the combination of MRI and 
angiographic techniques has been particularly useful in revealing 

cerebrovascular abnormalities and CBF disturbances associated 
with AD.207,208 More recently, fMRI has been combined with 
behavioral tests to investigate functional deficits in a rat model of 
AD.209

Use of Animal Models to Study Basic Neuroscience 
Questions Several different animal models have been used to 
investigate brain function, including rodents, cats, songbirds, and 
nonhuman primates. Examples of contributions of each animal 
model to basic neuroscientific work are given below.

Rodents The most common use of rodents in fMRI experi-
ments has been in the study of the somatosensory system. 
Complimentary to a vast literature based on electrophysiology, 
histological techniques, and autoradiography, fMRI allows a non-
invasive and repetitive view of the entire somatosensory pathway 
in rodents. The first fMRI experiments in the rodent somatosen-
sory cortex established electrical stimulation of the forepaw as a 
robust functional paradigm for producing BOLD,97,98 CBV,26 and 
CBF94,105 contrast in the forelimb area of the primary somatosen-
sory cortex. In the forepaw rat model, BOLD and CBF tuning 
curves were obtained94,105 showing maximum responses at low 
frequencies (1–3  Hz) and no responses above 9  Hz. However, the 
tuning curve can be greatly affected either by the stimulus param-
eters210 or by anesthesia,211 which may shift the peak response to 
the 8–12  Hz range (alpha band), which is the natural tuning fre-
quency of the whisker barrel cortex, another functional paradigm 
used in fMRI of rodents.99,101,212,213 In addition to distinguishing 
responses as a function of the stimulus frequency, fMRI has also 
been used to reveal the functional representation of the entire 
somatosensory pathway,112,113,214,215 enabling the investigation of 
the changes that occur in the activated network during learning or 
after injury.152,153,156 The ability of fMRI to reveal functionally 
interconnected brain regions has been exploited in a recent study 
of the visual system in the rat,210 whereby flashing light displayed 
at different frequencies evoked maximum BOLD response at 
low frequencies (1–5  Hz) in the visual cortex (VC) and in the 
fl occulus-parafl occulus (FL-PFL) of the cerebellum, and at high 
frequencies (8–12  Hz) in the superior colliculus (SC). These 
observed correlations between frequency-dependent responses of 
different visual areas suggested a functional relationship between 
the VC and FL-PFL rather than between the SC and FL-PFL.

Figure 51–3. Changes in the CBV response to amphetamine (A) 
before and (B) 4 months after cessation of MPTP treatment in a 
cynomolgus monkey, showing an almost complete loss of amphet-
amine-induced CBV signal changes in dopaminergic regions. Parkin-

sonian primates had a prominent loss of response to amphetamine, 
with relative sparing of the nucleus accumbens and parafascicular 
thalamus. (Modified from Jenkins et al.183 Copyright 2004 Society for 
Neurosciences.) (See color insert.)
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Another prominent rodent sensory system amenable to fMRI 
investigation is olfaction.103,109,111,216–218 The spatial resolution of 
BOLD fMRI allows discrimination of laminae in the olfactory 
bulb.103,109 BOLD fMRI has hence been used to describe the 
spatial activation patterns in the glomerular layer in response to 
different odors,111,216 and to reveal the responses in the main olfac-
tory bulb (MOB) and accessory olfactory bulb (AOB) to odors 
and pheromones217 (Figure 51–4), and map their ability to adapt 
to the presence of background odors.218

Cats Cats have been most frequently employed in studies of 
the visual system. The first fMRI experiment in cat visual cortex 
targeted the establishment of a robust stimulus protocol consisting 
of a high-contrast drifting grating, whose speed and spatial 
frequency were optimized for area 18 (V2).219 Since then, ex-
periments in cat visual cortex have focused on detection of 
isoorientation columns in the primary visual cortex using the early 
negative BOLD signal,220 which was reportedly better suited to 
resolve the isoorientation columns than the early positive BOLD 
response.221 The cat model has been used frequently to determine 
whether fMRI can provide high enough spatial specificity to 
resolve subcortical domains, such as functional columns (Figure 
51–5) or layers.114,222–229

Songbirds Songbirds have evolved a vocal communication 
system responsible for the production of songs of various com-
plexities. Songbirds make a good model of neuroplasticity in the 
auditory system since they can learn to produce specific vocaliza-
tions. The song control nuclei control the learning and vocaliza-
tion of songs with seasonal periodicity, providing an ideal system 
to study brain plasticity and the interactions between neuroplastic-
ity and learning. The group of Annemarie Van der Linden has 
been studying the song control system in starlings, canaries, and 
zebra finches using manganese-enhanced MRI (MEMRI),230

which allows mapping of the song control nuclei and changes in 
their volume and connectivity as a function of seasonal and hor-
monal influences. More recently, BOLD fMRI has been employed 
to observe functional activation in the auditory regions of the tel-
encephalon in starling birds.231 Distinct spatiotemporal properties 
of the BOLD response to white noise, to music, and to a conspe-
cifi c song of a male starling bird recorded during the breeding 
season were found (Figure 51–6). Only primary auditory regions 
responded to white noise, but both complex music and the socially 
relevant conspecific song elicited activation in the descending 
auditory pathway, indicating a more complex neuronal processing 
of complex sounds.

Figure 51–4. (A) Patterns of the fMRI response in the mouse main 
olfactory bulb (MOB) and accessory olfactory bulb (AOB, pink circle 
in slice 5) to the pheromone 2-heptanone, one of the urinary chemo-
signal compounds in mouse. The arrows point to two foci of activa-
tion suggestive of a pair of the nearly mirror projections of the 
receptor neuron subsets to the same MOB. Scale bar = 500 µm. (B) 
A flattened view of the olfactory bulb indicating the orientation of the 
odor maps shown in (C) and (D): A, anterior; D, dorsal; L, lateral; 

M, medial; P, posterior; V, ventral. (C, D) The odor maps of 2-hepta-
none (Hep) in two different mice show that this pheromone not only 
activates large regions of the MOB but also generates similar patterns 
across subjects. Interestingly, the odor map for amyl acetate (AA), a 
common odorant with an odor quality similar to that of 2-heptanone, 
was also similar to that of 2-heptanoneb. (Adapted from Xu et al.217

Copyright 2005 Wiley-Liss, Inc.) (See color insert.)
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Nonhuman Primates Since they are phylogenetically closer 
to humans, nonhuman primates have been the main model used 
in studies of perceptual, motor, and cognitive brain processes. 
Until the mid-1990s, the major experimental techniques in 
neuroscience-oriented studies of the monkey brain were invasive 
electrophysiology, histological neuronal tract tracing, and PET. 
In the late 1990s, the first fMRI experiments were performed in 
anesthetized or awake behaving monkeys during visual stimula-
tion232–234 or somatosensory stimulation.235

In practice, a number of methodological issues have to be 
overcome to enable fMRI experiments in awake, behaving 
monkeys. First, all components of the head and body restraining 
devices must be made of nonferrous materials, so they can be 
safely used in the magnetic fields. Second, to mimic the actual 
scanning environment, the monkeys must be trained to perform 
behavioral tasks in an extremely noisy and thus potentially dis-
tracting environment. A controversial issue related to the training 

of the monkeys lies in the orientation of the magnetic bore. Elec-
trophysiological experiments are typically performed with the 
animal sitting erect. However, the majority of MRI magnets are 
oriented horizontally. While several research groups have suc-
cessfully obtained results from animals trained and restrained 
in a horizontal position,232,233,236 the group of Nikos Logothetis 
strongly advocated a vertical magnet.234,237 Results obtained from 
such technical “tour de force” studies have been remarkable,238 so
that there are now multiple nonhuman primate vertical magnets 
in operation. However, it is still unclear whether the benefi ts 
justify the substantial additional costs associated with acquisition, 
site planning, and operation of such systems.

In isoflurane anesthetized monkeys, Disbrow et al. used fMRI 
to demonstrate the mediolateral topographic representation of 
the foot, hand, and face in primary somatosensory cortex,235 and 
found about 55% concordance between the fMRI maps and maps 
obtained in the same animals with microelectrode recording 

Figure 51–5. Signal changes in CBV-weighted fMRI obtained 
during stimulation of the cat visual cortex according to predetermined 
stimulus orientations. (A) Raw gray-scale functional map obtained by 
subtraction of images during 0º stimulation from prestimulus control. 
The center of each patch is marked with a green + sign. (B) Four 
different grating orientations (0º, 45º, 90º, and 135º) were presented 
in the study of one animal, enabling a composite angle map to be 
generated through pixel-by-pixel vector addition of the four single-

condition maps. In the left hemisphere (marked by a white rectangular 
box), changes between pixels preferentially activated by a particular 
stimulus orientation were smoothed by a 3 × 3 Gaussian kernel. (C) 
A composite angle map was generated with the region indicated by 
the white ROI in (B). “Pinwheel” structures indicated by small white 
dots were observed where domains for all orientations converge. 
(Adapted from Zhao et al.114 Copyright 2005 Elsevier.) (See color 
insert.)

Figure 51–6. Auditory activation in the songbird telencephalon 
shows (A) statistical maps illustrating the localization of signifi cant 
signal intensity changes during auditory stimulation consisting of 
white noise (wn), a concerto of Bach (music), and a stimulation with 

song from a male starling (song). (B) The location of the activated 
areas (top), together with the average BOLD response amplitude for 
each stimulus (bottom). (Adapted from Van Meir et al.231 Copyright 
2005 Elsevier.) (See color insert.) 
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techniques.239 They concluded that most of the discrepancies were 
due to the sensitivity of fMRI to “draining veins.” Another report 
demonstrated the separation of primary and secondary somatosen-
sory areas of hand and face.240 A recent fMRI study of the hand 
representation in macaques has revealed an ipsilateral hand input 
in area 3b of the primary somatosensory cortex that could not be 
distinguished from the fMRI response of the contralateral hand 
responses.241 Comparison of the fMRI data to electrophysiology 
showed that the colocalized ipsilateral response was infl uenced 
by inhibition, suggesting that ipsilateral inputs may have modula-
tory effects on contralateral input processing.241

Most of the fMRI studies performed in nonhuman primates 
have investigated the visual system. In a seminal paper, Logothetis 
et al. described the presentation of checkerboard patterns or pic-
tures to anesthetized monkeys during high spatial resolution 
(0.5 µl) fMRI experiments at a magnetic field of 4.7  T. Even under 
the influence of anesthesia, visual stimulation produced robust, 
reproducible, focal activation of the lateral geniculate nucleus 
(LGN), the primary visual area (V1), and a number of extrastriate 
visual areas, including areas in the superior temporal sulcus.234

Using local RF coils implanted in the skull, the same group was 
able to push the spatial resolution down to 0.0113  µl and show 
laminae-specifi c activation in V1 and V2 by comparing the activity 
elicited by moving and flickering visual stimuli,237 while moving 
to 7  T improved the image SNR.242 Subsequent reports by the same 
group emphasized the effect of noise on the BOLD responses to 
visual stimulation,243 the processing of motion by the visual 
pathway,244 and the three-dimensional representation of shape in 
the “what” and the “where” pathways.245 Meanwhile, other groups 
reported the use of intravascular agents as a way to enhance con-
trast in fMRI experiments of nonhuman primates,38,236,246 which 
allowed definition of motion-sensitive areas in the visual cortex.236,247

Other fMRI studies in macaques included mapping of the retino-
topic organization throughout the visual cortex,248 and comparing 
the monkey to human responses in the integration of local image 
features into global shapes,249 with respect to the relative spatial 
extent and magnitude of activation in prefrontal cortex,250 in higher 
visual areas,251 in frontal and parietal eye fi elds,252 and in object 
adaptation in shape-sensitive regions.253

THE USE OF ANESTHESIA The use of anesthetics offers 
important advantages of ensuring compliance, minimizing move-
ment, and alleviating stress in addition to obviating the need for 
extensive training to both the MRI scanning environment and the 
functional paradigm of interest. Stress can be a significant con-
found in the study of brain function, particularly when hemody-
namic variables are used as surrogate markers of neural activity. 
It is difficult to dynamically monitor the level of stress in the 
awake animals and almost impossible to establish its absence even 
with extensive training: indeed, continued research on training 
protocols and evaluation of stress indicators are subjects of much 
research.254

Urethane124,255,256 and α-chloralose94,97,98,102,105,113,257,258 are 
among the most widely used in studies of the somatosensory 
cortex. However, both substances are toxic and thus not adequate 
for longitudinal use.

Indeed, an additional challenge in the use of anesthesia is 
encountered in longitudinal studies of brain function. The inhala-
tional compounds halothane258 and isofl urane211,259–263 are safer to 
use in repetitive studies in the same animal, but these anesthetics 
suppress neuronal activity and thus greatly influence the cerebro-

vascular coupling, making it necessary to redefine the proper 
stimulus parameters to produce robust activation.211 Propofol is 
an injectable anesthetic with a rapid mechanism of action. It is 
increasingly used in fMRI experiments in animal models,259,264–267

as the depth of anesthesia can be readily adjusted by varying the 
rate of infusion, and the animals quickly recovered at the end of 
the experiment, thus facilitating longitudinal studies. Another 
agent that has been recently proposed as suitable for repetitive 
studies is the α2-adrenoreceptor agonist medetomidine hydrochlo-
ride,68,269 which has been shown to allow robust fMRI responses269

and whose sedative and analgesic effects can be quickly reversed 
with the application of atipamezole hydrochloride.

The influence of anesthetics on the neuronal responses and 
their coupling to hemodynamics severely restricts the choice 
of the functional paradigm and has been the subject of active 
research.257,258,261,265,269–275 In addition to affecting the response 
magnitude and its evolution, the anesthetic frequently interacts 
with pharmacological agents administered.276 It thus often repre-
sents another complex confound in the interpretation of the results 
and, most importantly, in the translation of findings from animal 
to human models.

ANIMAL PREPARATION AND PHYSIOLOGICAL MON-
ITORING The use of anesthesia is predicated on some degree 
of preparatory surgical procedures: these are usually necessary to 
allow administration of anesthesia over the course of the experi-
ment and/or facilitate physiological monitoring so as to ensure 
stable physiology under the influence of the anesthetic. The well-
established anesthetics for functional experiments, namely 
urethane, propofol, and α-chloralose, are all injectable. Whereas 
urethane is usually given in a few intraperitoneal boluses and 
propofol and α-chloralose are administered as continuous infu-
sion, either intraperitoneally or intravenously. Both urethane and 
α-chloralose typically require an additional anesthetic to be used 
during the preparatory surgery. The halogenated anesthetics (halo-
thane, sevoflurane, and isoflurane) are the customary choices for 
induction of anesthesia prior to the commencement of rodent 
surgery. In contrast, an intramuscular bolus of ketamine (either 
alone or in combination with its potentiators xylazine, aceproma-
zine, or medetomidine hydrochloride) is frequently used for 
induction in both cats and nonhuman primates.

Typically, following the induction of anesthesia, the animals 
are typically orally intubated or tracheostomized and mechani-
cally ventilated to allow dynamic adjustments of respiratory 
parameters so as to ensure stable physiology—under the effect 
of the anesthetic—throughout the experiment. The importance of 
the maintenance of stable physiological conditions cannot be 
overstated, as the physiological condition of the animal exerts 
profound effects on its functional responses. Monitoring the 
physiological state of the animal typically includes continuous 
recording of the temperature (rectal or cutaneous), mean arterial 
blood pressure (via a pressure cuff or an indwelling arterial 
catheter), end-tidal CO2 pressure (via capnography), and arterial 
blood oxygen saturation (via pulse oximetry). Periodic sampling 
of arterial blood is also performed to yield information on arterial 
blood gases, hematocrit, and electrolytes and is achieved through 
cannulation of a major artery, typically the femoral or the iliac. 
Data collected during unstable physiology are best discarded. 
Furthermore, large deviations in the arterial blood gases often call 
for administration of corrective pharmacological agents. The 
normal ranges on blood gas values are given in Table 51-1.
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MRI poses stringent requirements on immobilization. After 
surgery, the animals are thus placed in a stereotaxic-like head 
holder and strapped to a cradle/chair. The design of the cradle/
chair requires considerable engineering effort.232–234 A mus-
cular relaxant (e.g., pancuronium bromide or tubocarine) may 
also be periodically administered intravenously to aid with 
immobilization.

FUNCTIONAL PARADIGM As with most other modalities 
for studying brain function, the environment of the MRI scanner 
and the statistical nature of the fMRI analysis restrict the nature 
of the functional paradigm employed. Functional paradigms need 
to be carefully designed so as to isolate the responses evoked by 
the stimuli/task from the “resting” activity. The definition of the 
control condition is a particularly difficult one and the evoked 
responses are arguably significantly modulated (and, at times, 
dictated) by the so called “baseline.” Broadly, there are two cate-
gories of functional paradigms employed in fMRI research: the 
slow frequency “block” paradigms and the pseudorandom, brief 
on-period “event-related” paradigms. The choice of the two is 
infl uenced by the issues related to the neuroscience question 
at hand in addition to the signal detection versus estimation 
considerations.22

PHARMACOLOGICAL PERTURBATIONS Animal models 
have been widely employed in pharmacological MRI (phMRI) 
studies to address both basic science and clinical questions.277 The 
latter have been frequently exploited to provide pharmacody-
namic assays and identify the potential therapeutic agents, thereby 
guiding later research in human subjects.278

The spatial and temporal characterizations of neurotransmitter 
interactions have thus been undertaken in the rodent184,279 and 
primate models.183 For example, to shed further light on the pro-
gression of Parkinson’s disease, BOLD responses to DA stimula-
tion have been studied in both rats280,184 and rhesus monkeys.281

Ketamine has been administered to produce schizophrenia-like 
behaviors in anesthetized rodents.276 Finally, pharmacological 
studies in animals have yielded important insight into 
addiction.282,283

COMBINATION WITH OTHER MODALITIES Whereas 
fMRI affords relatively straightforward noninvasive assessment 
of function, the complex mapping from hemodynamics to neuro-
nal state has hindered the interpretation of many BOLD fMRI 
studies. To address these issues, a number of investigators have 
combined BOLD fMRI with other invasive modalities to provide 
validation and refine the interpretation of the BOLD fMRI mea-
surements. Animal models are particularly well suited to such 
invasive, multimodal investigations. BOLD fMRI has thus been 
combined with optical imaging, histology and behavioral assess-
ments,281 immunoreactivity,284 microdialysis,285 and PET.286

CONCLUSIONS
The use of animal models in functional MRI investigations has 

had a profound affect on the development of fMRI techniques and 
the understanding of the biophysical processes underlying the 
various fMRI contrasts. It has provided much valuable data into 
basic neuroscience questions and aided the investigation of a 
plethora of neurological diseases and disorders. In light of the ever 
increasing demand on the sensitivity, specificity, and quantifi ca-
tion of brain function, animal models will certainly continue to 
play a central role in the refinement of the existing techniques as 
well as in the development of novel contrast agents, new endog-
enous contrast sources, and more realistic models of various brain 
pathologies.
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52 Animal Models in Aging Research
A Critical Examination
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ABSTRACT
Understanding why different organisms show diverse rates of 

aging may provide useful insights into basic aging processes. 
Biogerontologists have converged on a few model organisms that 
represent only a minute fraction of the animal kingdom, but nev-
ertheless span a considerable distance in animal evolution. Shared 
features of these evolutionary divergent animals have highlighted 
some conserved regulatory processes in animal aging. However, 
these traditional models are all short-lived and may have uninten-
tionally constrained research to focus on only those areas in which 
their use is most appropriate. Surprisingly few studies focus on 
slow-aging organisms, or nontraditional model organisms that 
may be better suited to address successful aging and issues more 
relevant to long-living humans. This chapter critically assesses 
both traditional and nontraditional animal models used in aging 
research, and emphasizes the importance and judicious use of the 
comparative method to test the ubiquity of aging theories, mecha-
nisms, and their potential translation for human application.

Key Words: Longevity, Slow-aging, Comparative approach, 
Life span extension, Oxidative damage, Phylogenetically inde-
pendent contrasts, Disposable soma theory of aging.

INTRODUCTION
Humans are inherently fascinated by the aging process and 

fearful of growing old. The quest for immortality is a frequent 
theme in mythology and historical accounts, such that many 
people, both before and after the famed Spanish explorer Juan 
Ponce de Leon (1513), have searched in vain for the “Fountain of 
Youth,” for to drink its water may bestow eternal youth. Despite 
this elusiveness, both human life expectancy and quality of life at 
advanced ages have increased dramatically since that time. These 
demographic patterns are a product of improved public hygiene, 
better nutrition, and biomedical advancements rather than the 
result of any retardation of the mechanisms of aging. Aging itself 
is often considered life-limiting, and is the major risk factor for 
the predominant causes of death (cardiovascular disease and 
cancer). To continue to enhance the longevity and quality of life, 
we need to convert the enigma of aging into an understanding of 
the mechanisms involved in this ubiquitous process.

Animal models have long facilitated the exploration of biologi-
cal mechanisms, including research on aging. “Salacious animals 

and those abounding in seed age quickly,” claimed Greek philoso-
pher Aristotle in his 350 bce treatise On Longevity and Shortness 
of Life. Aristotle cited the mule (typically a sterile hybrid) as 
living “longer than either the horse or the ass from which it 
sprang.” Similar claims were made in “the rate of living theory” 
popularized as “live fast, die young,” proposed by Pearl.1 Although 
these theories are inherently logical, they were refuted following 
careful scrutiny based on numerous animal studies. Whether 
results supported or provided an exception to these theories 
depended in part on the species studied. Each animal model 
affords different strengths for physiological, biochemical, and 
genetic research. Since the aim is to uncover the full assortment 
of mechanisms that are important components of aging, the dis-
cussion here will focus on how to gain the most knowledge from 
the use of different animal models.

August Krogh, the Nobel laureate of 1920 and a founding 
father of comparative biology, was renowned not only for his 
research on regulatory processes in capillaries, but also for his 
insightful approach to setting the modalities of this field. His 
profound statement—“for many biological problems, there is an 
animal on which it can be most conveniently studied”—is often 
cited when animal models are chosen.2 Biogerontologists have 
converged on a few model organisms (single-celled yeast, Sac-
charomyces cerevisiae, the nematode Caenorhabditis elegans, the 
fruitfl y Drosophila melanogaster, and the laboratory mouse Mus
musculus). These four species represent a minute fraction of the 
animal kingdom, but nevertheless span a considerable distance in 
animal evolution (Figure 52–1). Shared features of these evolu-
tionary divergent animals strongly indicate the presence of some 
conserved processes. However, there is still considerable debate 
concerning the extent of generality of aging mechanisms. These 
traditional models have provided valuable insight into putative 
regulators of longevity including the genetic, molecular, and bio-
chemical basis, and have contributed immensely to current under-
standing of aging processes.3–6 Unintentionally though, they may 
have constrained research to focus on only those areas in which 
the use of these species is most appropriate.

Careful scrutiny of why these classical model organisms are 
selected suggests that as in many other areas of biomedical 
research, they are primarily selected for expediency, rather than 
for any specific biological properties that make them ideally 
suited for studying aging processes relevant to humans.7,8 Regard-
less of the research field, they are used because they have many 
advantages in a laboratory setting: they are small, easy to care for, 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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and breed well in captivity, such that the cost of maintaining 
statistically significant numbers is not prohibitive.9 Furthermore, 
their basic biology and genome are known. This, together with 
appropriate new genetic and molecular tools, has facilitated 
considerable advances in scientific endeavor.

A shared weakness of traditional aging models is that they do 
not show well-developed mechanisms that protect them from 
aging and they are all short-lived.7 There are examples of slow-
aging animals, which exhibit only slight age-related declines 
in physiological capacity, reproductive rate, and/or disease resis-
tance. Surprisingly, few studies involve these animals, even 
though they display characteristics that we try to emulate in short-
lived models. A complementary approach would be to assess how 
slow-aging animals attain their prolonged longevity. There is also 
a need to understand mechanisms of aging in species phylogeneti-
cally closer to humans (e.g., primates, Figure 52–1), as well as in 
vertebrates with life spans that approach the life span of humans. 
Research on aging could benefit from a comparative approach 
using traditional models and wise addition of nontraditional model 
organisms, especially those better suited to addressing aging 
issues more relevant to those related to humans.

AGING
Aging can be defined as a progressive, irreversible, endog-

enous, and deleterious process10 that occurs postmaturation. This 
turns young healthy adults into older, more frail adults, increas-
ingly susceptible to environmental challenges (such as extreme 
temperature or disease-inducing infectious agents), and with a 
concomitant greater risk of death. Its progressive character sug-
gests that causes of aging are present throughout life. Thus, it may 
be discerned at all ages and is most pronounced in postmitotic 
tissues in which cells that are irreversibly damaged or lost cannot 
be replaced by mitosis. Irreversible damage (from reactive oxygen 
species (ROS), advanced glycation end products (AGEs), and 
DNA mutations) may accrue at different rates in different cell 
types. Exogenous factors (environmental stressors, e.g., toxic chem-
icals) may interact with genotype-dependent factors, either enhanc-
ing or diminishing their effects, and thereby determining rates of 
aging. These combined effects may explain why different species 

or strains, maintained under similar conditions, age at diverse rates 
and exhibit unequal organ-specific vulnerability. Regardless of 
these dissimilarities, the prominence of age-related declines 
makes it possible to distinguish young from old throughout the 
animal kingdom.

Certain strains or species are more prone to specific age-related 
changes and associated pathologies. For instance humans, and 
naked mole-rats have a far lower incidence of cancer than do mice 
at any age.11–13 In contrast, some mouse strains (e.g., AKR/J) 
are so susceptible to neoplasia that if they survive more than 
24 months, at death 100% of the individuals will present with a 
strain-specifi c tumor (AKR/J ∼ thymic lymphoma), even if is not 
the determined cause of death.14 Aging research in these animals 
thus may be compounded with disease effects.

Of critical concern is that a reductionist approach has been 
used in aging research. This limits the number of variables under 
study, and usually ignores synergistic interactions, thereby over-
simplifying the process. For example, if higher levels of oxidative 
damage are found in an older cohort, a reductionist would 
conclude that this damage causes aging. However, this may 
potentially be a consequence of upstream mechanisms. Numerous 
similar features have been cataloged in young and old representa-
tives within a species, without providing real insight into the aging 
process. Clearly, to make significant advances in aging research, 
an in vivo broad integrative approach needs to be taken and 
experimental data from the plethora of studies need to be collated, 
and thereafter used in a systems-based predictive modality.

ANIMAL MODELS
There are three primary criteria for employment of animal 

models: (1) their use must be feasible, (2) the specific question 
under investigation can be appropriately addressed with this 
model, and (3) the findings can be generalized.

MODEL SYSTEM SELECTION
Feasibility of Use Choice of animal model depends to a 

large extent on logistical considerations such as its ease of acqui-
sition, housing and husbandry requirements, and costs of care in 
captivity. As such, it is highly unlikely that elephants or rockfi sh, 
despite exhibiting a life span that overlaps the human range, will 

Figure 52–1. Phylogenetic relationships of 
model organisms used in aging research. “C” rep-
resents a common ancestor. Animals in bold 
are traditional models used in aging research. 
(Modifi ed from the American Museum of Natural 
History website.) 
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ever be considered an “ideal” animal model for aging research. 
There are many other species that would not present as logistical 
a problem and from which aging research could benefit. Their use 
would to a large extent depend upon prior knowledge of the basic 
biology and the nutritional and housing requirements of the 
selected species. For instance, guinea pigs, like humans, cannot 
synthesize vitamin C and require daily supplements to maintain 
good health, while other laboratory rodents can produce their 
own supply.15 Furthermore, guinea pigs, like many wild-derived 
species, are particularly sensitive to light availability. Inadequate 
lighting may alter their endocrine profiles and physiological func-
tion, and markedly affect research outcome. This may contribute 
to the lack of interlaboratory reproducibility of findings. Similarly 
certain animals, in particular primates, do not function optimally 
when housed without enrichment activities, and may present with 
abnormal responses in cognitive tests and altered neuronal func-
tion and hormone profi les.16 A thorough knowledge of species-
specifi c needs makes it possible to better interpret findings and 
ensure the appropriate species are used for the hypothesis under 
investigation.17

Specifi city of Question The organism of choice would 
depend upon the specifics of the study. For instance, an organism 
whose somatic cells are all postmitotic would not be suitable for 
assessing changes in rates of cell turnover. However, this organ-
ism with a postmitotic adult soma could be a powerful animal 
model with which to assess damage accrual, for new cells are not 
recruited to confound the interpretation.

General Application A key criterion in aging research is 
the ease with which the information gleaned can be generalized 
and applied to a wide range of species, and in particular to humans. 
To achieve this goal, a specific question may be explored in a 
wide variety of phylogenetically unrelated organisms. Alternate 
ways of addressing these issues include assessment of both phy-
logenetically distinct and closely related species that show dispa-
rate longevity, and/or in similar-sized organisms with markedly 
different life spans. Regardless of methodology, useful insights 
may be obtained from both data that converge and diverge.

PRINCIPLES OF USE OF ANIMAL MODELS There are 
certain basic principles for use of animal models that should be 
adhered to for biogerontological research. These are briefly sum-
marized here, but for an in depth review see Miller and Nadon.8

Regardless of age, animals should be healthy, pathogen and 
disease free, and have no signs of tumors or lesions. It is impera-
tive to carefully choose the age cohorts such that animals used are 
neither too young nor too old. Animals that are nearing the end 
of their lives may already be riddled with age-associated diseases, 
whereas those that are too young may still be undergoing the 
complex process of development and maturation. If a particular 
trait differs from young controls only in the oldest cohort, it is 
hard to ascertain if this is specifically due to aging, maturation of 
the young cohort, or age-associated pathologies (Figure 52–2). As 
such it is far better in initial surveys of novel model organisms to 
use more age cohorts and avoid the risk of misinterpreting data, 
or missing the important age-related changes in those variables 
(as highlighted in Figure 52–2).

STRAIN SPECIFICITY When planning a study, the genetic 
background of the model organism is a critical design decision. 
In many cases, particular strains are used simply because they 
have been previously used by other scientists and are readily 
available.18 Indeed, more than 70% of the mice requested from 

the U.S. National Institute of Aging are of the C57BL/6 strain.19

This means that rodent aging research is primarily based upon a 
single genotype.

Inbred strains have the advantage of low genetic heterogeneity 
so that some traits show only slight intrastrain variation. Thus, 
statistical significance can be acquired using small sample sizes 
within a group. Use of highly inbred strains, however, is almost 
equivalent to repeated measures on a single individual, thereby 
limiting informed inferences about the generality of findings. For 
instance, C57BL/6 mice are extremely susceptible to atheroscle-
rosis.20 Any experimental intervention that reduces mortality from 
this strain-specific pathology may spuriously be assumed to affect 
normal aging and longevity. This is considered one of the main 
drawbacks of using any mouse strain as a model for human aging. 
F1 hybrids, four way crosses, or outbred heterogeneous strains 
tend to be hardier and exhibit longer life spans than their parental 
stock.13,21 While costs of experiments based upon genetically 
diverse populations are higher (since larger samples sizes are 
needed to overcome the greater variability in measured traits), the 
outcome is influenced less by any particular genotype, and there 
is more confidence in broadly applying the conclusions gleaned 
from these studies.

Aging studies should be undertaken in both genders, for dif-
ferences in genotype may be evident. For example, old male CBA 
mice have a stronger likelihood of developing hepatocellular 
tumors than females.13 Similarly, quantitative trait locus (QTL) 
mapping of Drosophila genes has identified gender specific loci 
that differentially alter longevity.22

ANIMAL HUSBANDRY If studies are to be reproducible, 
animals ought to be housed under identical conditions and have 
standardized diets. Housing and dietary requirements for worms, 
fl ies, and mice have been well established to provide optimal 
living conditions in the laboratory. For this reason interlaboratory 
comparisons and experimental interventions can be undertaken 
facilitating greater confidence in data obtained.

Figure 52–2. Age-related changes in four hypothetical species in 
which interspecies trait values are similar within each age cohort, 
although patterns of aging vary dramatically, and this cannot be 
duduced from the data provided in the two age cohorts.
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In novel species, housing animals under simulated natural con-
ditions and providing a varied diet may ameliorate captivity-asso-
ciated stresses. For instance, naked mole-rats are highly social 
species that naturally live in underground burrows. In captivity 
these animals are housed communally in a series of intercon-
nected plexiglass tubes. Animals housed in this way thrive, 
whereas those housed under standard rodent conditions do not, 
and develop dry skin and associated maladies (R. Buffenstein, 
personal observations). Thus, the health of the animal may 
outweigh the scientific desire for uniformity in diet and 
environment.

TRADITIONAL MODELS OF AGING
The three traditional multicellular model species for aging 

research (worms, flies, and mice) have been thoroughly studied. 
Breakdown in the maintenance of genomic stability, stochastic 
damage to DNA, and inadequate repair processes, as well as oxi-
dative damage and impaired protein processing and folding have 
been widely implicated in their aging.23,24 Caloric or dietary 
restriction (DR) appears to prolong life span in all classical 
models.25 Similarly, single-gene mutations that alter life span have 
been identified in yeast,26,27 worms,28 fl ies,29 and mice.30 Further-
more, a similar genetic mechanism and a concomitant biochemi-
cal pathway have been found across the phyla.31

EXPERIMENTAL MANIPULATION DR without nutrient 
defi ciency induces life span extension in all four evolutionary 
divergent traditional model species. In all cases metabolism is 
attenuated initially and reproduction is inhibited.25 The ubiquity 
of this process in other organisms, however, is equivocal.32–34 DR 
may exert its life-extending effects by acting as a low-level 
stressor, inducing reduced ROS formation and less oxidative 
damage accrual,35 lowering glucose and insulin levels,25 and/or 
decreasing insulin-like growth factor-1 (IGF-1).36 DR appears to 
attenuate the rate of aging and extend longevity through a variety 
of mechanisms.37 While the life-extending effects of DR on human 
longevity are unknown, a National Institute on Aging (NIA) study 
to address this was initiated in 2002.38

Although most studies of DR involve energy reduction without 
a concomitant nutrient deficit, it has been shown that limiting 
protein intake, or more specifically methionine, may lead to 
similar, though not as pronounced life-extending effects.37 Methi-
onine residues on proteins are readily prone to ROS attack and 
activity of a broad range of proteins is reportedly altered by its 
oxidation.39 Limiting dietary methionine content lowers ROS pro-
duction,40 and also increases oxidative stress resistance.17 In addi-
tion, methionine-restricted diets reduce glucose and insulin levels 
and lower IGF-1 concentrations in mice.17 It therefore appears that 
methionine restriction may act on the same pathways as DR when 
exerting its longevity-extending effects.37

Kenyon31 suggests that the conserved responses to DR provide 
further evidence that there are regulatory genes for longevity that 
may retard aging by delaying reproduction. She proposes that by 
linking reproduction and aging, these genes may be selected for; 
animals that do not show a decline in reproductive output when 
nutrients are scarce would become extinct.

GENETIC MANIPULATION Genetics has proved to be an 
incredibly powerful tool with which to probe proximate causes of 
aging. It substantiates the existence of genes that control life 
span.4,31,41,42 Mutations in worms, flies, and mice that extend the 
life span are all associated with loss of function42,43 and for the 

majority a concomitant decline in reproduction. This implies that 
genes enhancing reproductive fitness have been selected in the 
laboratory setting and possibly also from an evolutionarily stand-
point. Research on guppies in the wild has shown that evolution-
ary tradeoffs between longevity and reproduction can manifest 
within as few as 60 generations, such that populations in preda-
tion-prone zones show earlier sexual maturity, greater reproduc-
tive fitness, and shorter life spans than those in areas with low 
predator density.44 These genes, promoting early life reproductive 
fi tness, appear to be detrimental later in life, and are a good 
example of selection by antagonistic pleiotropy.45

Many of the genetic manipulations that extend longevity 
reduce the size of the organism.42 However, while IGFs have been 
implicated as life span determinants in all traditional models,46

such that animals with low levels of IGF-1 live longer, small body 
size does not appear to be a requirement for this life span exten-
sion.47,48 Heterozygous chico null/+ flies are normal in size yet 
live 36% longer than wild-type fl ies.49 Similarly, the p66shc knock-
out mouse shows no reduction in size yet nevertheless shows a 
30% increase in longevity,50 an increment comparable to that of 
Snell dwarf mice.51

Genetic studies in invertebrates and mammals have elucidated 
mechanisms associated with prolonged longevity by either genetic 
or environmental manipulations. DR of dwarf mice (lacking pitu-
itary functions) further extends longevity in an additive manner.42

These data and the observation that DR is DAF-16/FOXO inde-
pendent suggest that the longevity mechanisms are independent 
of each other.52,53 Long-lived mutant C. elegans53 and Drosoph-
ila54 and p66shc mice50 all show increased resistance to oxidative 
stressors. Similarly, oxidative stress studies using fibroblasts from 
dwarf mice also show that cell survival following exposure 
to oxidative insults correlates with life span.55 Other studies, 
however, report contrary findings inconsistent with the mecha-
nism of oxidative stress resistance causing longevity. Chico 
mutant flies show resistance to oxidative stressors similar to wild-
type animals, despite being longer-lived.49 In mice, Hauck et al.56

reported that long-lived GHR/BP−/− mice are extremely suscepti-
ble to oxidative insults, while Harper et al.17 observed extreme 
sensitivity to hepatotoxins in long-living dw/dw and GHR-KO 
mutant mice. Also, the increased oxidative stress and damage in 
Mn SOD-deficient mice are not accompanied by a concomitant 
decline in life span.57 Thus these data suggest that while resistance 
to oxidative stress and other toxins is a common characteristic of 
experimental life span extension, it is not an essential determinant 
of longevity.

NONHUMAN PRIMATES AS MODELS FOR 
AGING RESEARCH

Although considerable information has been gleaned from tra-
ditional aging models, expanding the species under study to non-
human primates is important given their phylogenetic (evolutionary) 
proximity to humans. Rhesus monkeys (Macaca mulatta), the 
most commonly used primate model in aging research,13 share 
approximately 90% of their genome with humans58 and have 
many more traits in common with humans than traditional aging 
models.13 Rhesus monkeys have regular monthly menstrual cycles 
and show cessation thereof with aging with menopausal hormone 
profi les similar to that of humans.59 Thus, they may be particularly 
useful for studies addressing reproductive senescence.60 Age-
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related changes in neurological function and memory of monkeys 
also parallel those of humans.61,62

While the advantages of primate use in aging biology are 
obvious, to date their use in aging research has been rather limited. 
This appears to be primarily due to relative costs compared to 
other animal models,13 fear of disruption by animal rights groups, 
as well as logistical issues associated with their comparatively 
long life spans. These issues may be potentially overcome through 
the use of small, rat-sized primates (e.g., common marmoset or 
mouse lemur) that have both shorter maturation times and life 
spans than rhesus monkeys; their research potential has been only 
scantly (i.e., Zeng et al.63) exploited to date.

NONTRADITIONAL MODELS FOR AGING 
RESEARCH AND THE COMPARATIVE APPROACH

Experimental manipulation in traditional models has led to 
20–400% increases in mean and maximum life span (MLS). A 
major enticement to employ a comparative method is the more 
than 40,000-fold natural difference in life span among animals. 
Just within mammals, maximum life span varies by at least two 
orders of magnitude (Figure 52–3). Generally MLS lengthens in 
a predictable manner (i.e., MLS is proportional to mass0.2, see 
Speakman64) as species increase in size such that for every dou-
bling of body mass in mammals, there is on average a 16% 
increase in MLS. Body mass, however, can explain only ∼35%
of the variation in MLS of mammals. For our size Homo sapiens 
is a very long-living mammal, with an MLS (122.5 years) greater 
than that of elephants (MLS 80 years) and even much larger blue 
whales (105 years),3 and that is 5 times65 to 10 times66 longer than 
predicted by mass (Figure 52–4). To date we do not know why 
humans, and a few other long-living mammals, lie more than two 
standard deviations away from this allometric relationship, nor do 
we have a good understanding of the mechanisms that facilitate 
slow aging, even though this clearly is highly relevant to 
biogerontology.

ADVANTAGES AND DISADVANTAGES OF THE COM-
PARATIVE APPROACH Comparative differences among 
species with disparate longevity provide a powerful source of 
putative mechanistic traits that can be further explored in depth; 

however, uncritical application may lead to numerous erroneous 
generalizations. This is especially true when comparisons are 
made between organisms with different complexities of biological 
organization and where specialized functional adaptations have 
evolved.

Two problems routinely plague comparative studies: first, the 
covariation of a specific trait with body mass is frequently ignored 
when interpreting findings, and second, phylogenetic relatedness 
between species may affect the statistical independence of data 
suites. Indeed, it is an axiom of comparative biology that species 
with a close evolutionary relationship share more traits than more 
distantly related species and comparative studies ignoring phylog-
eny may lead to spurious conclusions. Speakman64 highlighted 
this problem in a hypothetical study outlined below (Figure 52–5) 
comparing a trait that appears to be well correlated with both 
maximum life span and body mass in nine species. Although data 
appear well correlated and even residual analyses show signifi cant 
relationships, careful scrutiny reveals that data from species 
within the same order cluster together. In effect this hypothetical 
study pseudoreplicates data, such that although nine species were 
examined, in actuality it is only three orders with mutation events 
that clearly are not shared between orders. This problem of over-
estimating the number of degrees of freedom has long been rec-
ognized in comparative biology, and is overcome with sophisticated 
statistical methods (phylogenetically independent contrasts). 
There are, however, several situations in which it is more appro-
priate to use nonphylogenetic analyses such as when traits imply 
ancestral and nonevolved conditions.67 While modern biological 
research occurs in an implicitly evolutionary context, it neverthe-
less is still possible to conduct comparative studies without taking 
the phylogeny into account, provided the aims of the question and 
the extrapolations thereof are carefully constrained. When traits 
are shared across taxa and classes, and these appear to be modifi ed 
in tandem by some experimental intervention, with greater confi -
dence it can be concluded that this is an important and conserved 
pathway, such as is evidenced with DR and reduced insulin/IGF-1 
signaling in worms, flies, and mice.

Figure 52–3. The allometric relationship between body size and 
maximum life span (MLS) for 500 nonvolant mammals. Data from 
the various orders generally fall close to the descriptor (MLS = M0.21);
notable exceptions are humans (triangles) and naked mole-rats 
(circles).

Figure 52–4. The longevity quotient (LQ; the ratio of observed 
maximum life span to that predicted by body mass using the equation 
of Prothero and Jurgens66; y = 5.3 × mass0.174). Both naked mole-rats 
and humans have exceptionally high LQs. 



504 SECTION V  /  MODELS OF BEHAVIOR

WHICH ANIMALS TO STUDY? Organisms that live at 
least twice as long as expected from allometry (Figure 52–4), such 
as bats and mole-rats, as well as birds, fish, and social insects, are 
good candidates for discerning mechanisms employed in slow 
aging.9 Less can be gleaned from animals with longevity quotients 
(the ratio of reported MLS to that predicted by mass) less than 
one, for it is extremely difficult to discriminate the effects due to 
accelerated aging from altered susceptibility to disease and 
inadequate husbandry of captive exotic species.

The evolutionary theory of aging posits that aging results from 
the declining power of natural selection to favor advantageous 
alleles, or eliminate deleterious ones at successive ages after 
sexual maturity.43 Thus, animals that experience high extrinsic 
mortality due to living in challenging environments (e.g., climatic 
conditions and/or high predation risk) will evolve life history 
traits that facilitate early reproduction, often at the expense of 
somatic maintenance, and will have short life spans, and vice 
versa.43 It can be predicted that animals that can avoid predation, 
such as volant species (e.g., birds and bats), or those living in 
protected areas (e.g., subterranean mole-rats, social insects) will 
have low extrinsic mortality and evolve mechanisms facilitating 
extended longevity. Captive animals provide an opportunity to 
observe intrinsic mortality away from confounding problems 
associated with extrinsic mortality. Studies based upon compara-
tive differences among species with rapid and retarded rates of 
aging may elucidate mechanistic differences.

INTERESTING EXCEPTIONS TO FAVORED HYPO-
THESES IN NONTRADITIONAL MODELS FOR AGING 
RESEARCH The disposable soma theory posits that aging is 
ultimately due to the tradeoff between partitioning energy into 

somatic maintenance and reproduction.68 In favor of reproduction, 
somatic maintenance is compromised and random molecular 
damage is inadequately repaired and accrues, leading to a con-
comitant decline in organismic function. Surprisingly, both the 
eusocial insects69 and rodents12 do not support this theory. In both 
insect and naked mole-rat colonies, the breeding animals live at 
least as long, if not considerably longer, than their nonbreeding 
relatives.12,69 Similarly, many fish, amphibians, and reptiles fail 
to show signs of aging and maintain reproductive potential 
throughout their long lives.70,71

The free radical theory asserts that oxidative damage results 
from an imbalance between endogenous ROS and their neutraliza-
tion by antioxidants, as well as removal of any incurred damage 
by organismal repair systems.72 Some comparative studies have 
shown that both the generation of oxidative damage73 and accrual 
are negatively correlated with species longevity.74,75 However, 
naked mole-rat data show similar rates of ROS generation and 
paradoxically higher levels of accrued oxidative damage even at 
a young age than shorter-living rodents.76 Another exception is 
that in eusocial insects antioxidant defenses are not superior in 
“queens,” compared to “workers,” and oxidative damage may 
accrue at similar rates.77,78 Honeybee queens produce greater 
amounts of vitellogenin, a yolk precursor protein that reportedly 
has strong antioxidative properties,79 and this may be linked to 
queen longevity.80 Finally, Hamilton and collaborators81 have 
reported higher oxidative damage in long-living birds than in 
shorter-living rodents. Consequently, while the oxidative stress 
theory may play an important role in homeostatic imbalance with 
aging, there are likely other factors that modulate both it and rates 
of aging.

2

1 3

Figure 52–5. Hypothetical relationship based 
on nine species [three bats (squares), three rodents 
(diamonds), and three marsupials (circles)], 
modifi ed from Speakman.64 (A) The relationship 
between log MLS and log mass; (B) the relation-
ship of a trait thought to be involved in aging as 
a function of body mass; (C) the relationship 
between log MLS and that trait, such that these 
raw data show a significant relationship between 
the trait and MLS. (D) The residual variation of 
the trait in (B) plotted against the residual MLS. 
This figure reveals a significant relationship 
between the trait and MLS; however, close scru-
tiny reveals that data are clustered by phylogeny. 
(E) The hypothetical phylogenetic tree of the nine 
species. Mutations (1, 2, and 3) affect all species 
downstream from that point; clearly sampling 
points downstream of the mutation points do not 
give phylogenetically independent samples and 
may lead to spurious conclusions.
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CONCLUSIONS
The use of animal models in aging research has advanced the 

fi eld considerably and continues to hold great promise for further 
advancing our knowledge of the aging process, as well as fi nding 
mechanisms to retard aging. However, much more work is needed 
to identify novel model organisms for aging research that may 
provide new insights into successful aging and compare the ubiq-
uity of findings thereof with traditional models. There is a critical 
need for appropriate use of the comparative method and the devel-
opment of better cross-species databases that make it possible to 
test the ubiquity of theories, mechanisms, and their potential 
translation for human application.
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53 Gene Targeting in Human Somatic Cells

ERIC A. HENDRICKSON

ABSTRACT
Somatic gene targeting in human cells has two general applica-

tions of importance and wide interest. One is the inactivation of 
genes (“knockouts”), a process utilized to delineate the loss-of-
function phenotype(s) of a particular gene. The second application 
is the process of gene therapy, which involves correcting a pre-
existing mutated allele(s) of a gene back to wild-type in order to 
ameliorate some pathological phenotype associated with the 
mutation. Both of these processes require a form of DNA 
double-strand break repair known as homologous recombination. 
Although bacteria and lower eukaryotes utilize homologous 
recombination almost exclusively, a competing process, known 
as nonhomologous end joining, predominates in higher eukary-
otes and was presumed to prevent the use of gene targeting in 
human somatic cells in culture. A series of molecular and techni-
cal advances developed in the 1990s disproved this notion, but 
still resulted in a process that was cumbersome, labor intensive, 
highly inefficient, and slow. Within the past 5 years, the use of 
new gene delivery vectors such as recombinant adeno-associated 
virus and the identification of cell lines such as Nalm-6 that appear 
to undergo high rates of gene targeting have significantly bright-
ened the outlook for this field and resulted in a gene delivery 
system that facilitates both gene knockouts and gene therapy 
modifi cations at robust levels. Thus, gene targeting in human 
somatic cells in culture has become not only feasible, but also 
relatively facile, and it harbingers a golden age for directed 
mutagenesis.

Key Words: Gene targeting, Gene knockouts, Gene therapy, 
DNA double-strand breaks, Nonhomologous end joining, 
Homologous recombination, Recombinant adeno-associated 
virus, HCT116 cells, NALM-6 cells.

INTRODUCTION
Somatic gene targeting is the intentional modification of a 

genetic locus in a living cell.1,2 This technology has two general 
applications of importance and wide interest. One is the inactiva-
tion of genes (“knockouts”), a process in which the two wild-type 
alleles of a gene are mutated in order to delineate the loss-of-
function phenotype(s) of that particular gene.3 The second appli-
cation is the clinically more relevant process of gene therapy, 
which, in its strictest sense, involves correcting a preexisting 

mutated allele(s) of a gene back to wild-type in order to ameliorate 
some pathological phenotype associated with the mutation.4

Importantly, although these applications are—at the DNA level—
reciprocal opposites of one another, they are mechanistically iden-
tical and utilize the same four basic steps: (1) a search for 
homologous sequences between the incoming donor DNA and the 
chromosomal DNA, (2) breakage [usually in the form of double-
stranded breaks (DSBs)] of the DNA at the site of targeting, (3) 
exchange of DNA/genetic information between the donor DNA 
and the chromosomal DNA, and (4) ligation of the broken chro-
mosome to restore its structural integrity. Together, these four 
steps define a process referred to as homologous recombination 
(HR), which is absolutely required for gene targeting to occur.5,6

Although HR was known to predominate in bacteria and lower 
eukaryotes, the competing process of nonhomologous end joining 
(NHEJ), in which the incoming donor DNA is randomly inte-
grated within the genome, predominates in higher eukaryotes and 
was presumed to prevent the use of gene targeting in human 
somatic cells in culture.7 A series of molecular and technical 
advances disproved this notion, but still resulted in a process that 
was cumbersome, labor intensive, highly inefficient, and slow.8

Within the past 5 years, the use of new gene delivery vectors such 
as recombinant adeno-associated virus (rAAV)9 and the identifi -
cation of cell lines such as Nalm-6 that appear to undergo high 
rates of gene targeting10 have significantly brightened the outlook 
for this field and resulted in a gene delivery system that facilitates 
both gene knockouts and gene therapy modifications at robust 
levels. Thus, gene targeting in human somatic cells in culture has 
become not only feasible, but relatively facile, and it harbingers 
a golden age for directed evolution.

BACKGROUND
NONHOMOLOGOUS END JOINING A double-stranded 

piece of linear DNA introduced into a cell can be incorporated 
into that cell’s genome by either HR or NHEJ.11 Bacteria and 
lower eukaryotes almost exclusively utilize HR for the uptake of 
foreign DNA. In higher eukaryotes, however, integration pro-
ceeds more frequently by a process that does not require extended 
regions of homology. Specifically, mammalian cells—and humans 
in particular—have evolved a highly efficient ability to join non-
homologous DNA molecules together.7,12,13 In their seminal work 
on gene targeting, Capecchi and co-workers showed that although 
somatic mammalian cells can integrate a linear duplex DNA into 
corresponding homologous chromosomal sequences using HR, 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.



510 SECTION V  /  MODELS OF BEHAVIOR

i

ii

iii

+ Chromosomal DSB

+ Artemis
+ DNA LigIV 
+ XRCC4
+ XLF/Cernunnos

+ Ku 

+ DNA-PKcs   

+ Chromosome 

iv

+ Ku
+ DNA-PKcs

v

viSYNAPSIS

vii

Figure 53–1. A hypothetical pathway for the role of NHEJ factors 
in random integration. The double line represents a transfected donor 
dsDNA that has homology to some location within the recipient cell’s 
genome and the hatched box represents a positive drug selection 
marker. (i) The Ku heterodimer (stippled circle) binds onto the ends 
of the donor DNA. (ii) Ku recruits DNA-PKcs (hatched oval) to the 
ends of the donor DNA. (iii) The donor DNA, complexed with DNA-
PK, now interacts with a cellular chromosome (long double line with 
hairpinned ends). (iv) By an unknown process, a DSB is introduced 

into the chromosome (jagged slash). (v) DNA-PK complex compo-
nents then assemble on the ends of the chromosomal DNA. (vi) The 
donor DNA, complexed with DNA-PK, synapses with the chromo-
somal DNA, also complexed with DNA-PK, in a process that proba-
bly involves DNA-PKcs  :  DNA-PKcs homotypic interactions. (vii)
DNA-PK activates the downstream effectors Artemis, DNA LIGIV, 
XRCC4, and XLF/Cernunnos, which act in concert to repair the 
chromosomal DSB (jagged slashes), resulting in the random introduc-
tion of the donor DNA into the chromosome.
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the frequency with which recombination into nonhomologous 
sequences occurred was at least 1000-fold greater.14 This NHEJ 
pathway appears to be predominantly active during the G1/early
S phase of the cell cycle.15,16 Given that NHEJ DSB repair is 
generally error prone, an attribute that bacteria and lower eukary-
otes can ill afford, the increased percentage of noncoding DNA 
in higher eukaryotes may have facilitated the evolution of this 
pathway.

While the many details of NHEJ remain to be worked out, a 
reasonable model is that following the introduction of a linear 
double-stranded DNA (dsDNA) into a cell, the Ku86  :  Ku70 het-
erodimer17 binds to the broken DNA ends to prevent unnecessary 
DNA degradation18–20 (Figure 53–1, i). The binding of Ku to the 
free DNA ends recruits and activates the DNA-dependent protein 
kinase complex catalytic subunit21,22 (DNA-PKcs) (Figure 53–1, 
ii). This DNA is then brought into contact with a chromosome 
into which a DSB is introduced (Figure 53–1, iii and iv). This 
step(s) is poorly understood. The chromosomal DSB ends are 
almost certainly also occupied by Ku and DNA-PKcs (Figure 53–
1, v) and this probably facilitates the formation of a synaptic 
complex with the donor DNA (Figure 53–1, vi). DNA-PKcs  :  DNA-
PKcs homotypic interactions are the critical feature required for 
synapsis.23–25 Once DNA-PKcs is properly assembled at the broken 
ends it, in turn, recruits and activates a nuclease, Artemis26–28

(Figure 53–1, vii), to help trim the damaged DNA ends. The 
rejoining of the DNA DSB (Figure 53–1, vii) requires the recruit-
ment29 of DNA ligase IV30,31 (DNA LigIV) and its two accessory 
factors: X-ray cross-complementing group 432,33 (XRCC4) and 
XRCC4-like factor (XLF)/Cernunnos.34,35 In summary, mammals 
are different from bacteria and lower eukaryotes in that DSB 
repair proceeds primarily through an NHEJ recombinational 
pathway. Moreover, NHEJ must be overcome in order to facilitate 
gene targeting and this can occur when the incoming DNA is 
shunted into the HR pathway.

HOMOLOGOUS RECOMBINATION In HR,6 the DNA 
ends of the incoming DNA are likely resected to yield 3′-single-
stranded DNA overhangs (Figure 53–2, i). Despite intense inves-
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Figure 53–2. A hypothetical pathway for the role of HR factors in 
gene targeting. The double line represents a transfected donor dsDNA 
that has homology to some location within the recipient cell’s genome 
and the hatched box represents a positive drug selection marker or a 
section of DNA containing the researcher’s desired modification. (i)
An unknown nuclease (PacManTM) resects the ends of the donor 
DNA. (ii) RPA (hatched oval circle) then coats the ssDNA ends. (iii)
Rad51 (empty ellipse) and Rad52 (filled circle) then bind onto the 
ssDNA ends, displacing RPA in the process. (iv) The donor DNA 
complexed with Rad51 and Rad52 then associates with a chromo-
some (long double line with hairpinned ends) containing homologous 
sequences (open box). (v) With the assistance of Rad54 (open circle 
with dot) and DNA replication, the resected ends invade the donor 
DNA and set up a double Holliday junction. Note: The donor DNA 
shown in (v) is rotated with respect to the donor DNA shown in (iv)
simply for the sake of presentation. (vi) The repeated action of a 
resolvase (star) is then required to complete the recombination 
process. (vii) At the end, the donor DNA has been precisely integrated 
into a homologous region on an endogenous chromosome. In all 
panels, the vertical arrows are drawn implying a temporal order to 
each process, although in many cases the precise sequence of events 
is not known. In all panels, the italicized Roman numerals refer to 
steps in each pathway that are described in the text.
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tigation, the identity of this nuclease(s) is still undetermined, 
although the MRN complex [Mre11/Rad50/Nbs136 and ExoI 
(exonuclease I)] has been repeatedly implicated as the likely 
culprit(s).37 The resulting overhangs are then coated by replication 
protein A (RPA), a heterotrimeric single-stranded DNA-binding 
protein, which removes the secondary structures from the over-
hangs. 38 RPA subsequently helps to recruit radiation-sensitive 51 
(Rad51) and radiation-sensitive 52 (Rad52) to the overhangs, 
although it is itself displaced in the process (Figure 53–2, iii).
Rad51 is the key strand-exchange protein in homologous recom-
bination.39 It is essential for the homology searches on the target 
DNA, i.e., the entire human genome (Figure 53–2, iv), that are 
required to localize the incoming DNA to its specific, cognate 
chromosomal counterpart.40 In humans, there are at least seven 
Rad51 family members and almost all of them have been impli-
cated in some aspect of HR and also in human disease.41 Rad52 
is an essential accessory factor for Rad51 and it facilitates strand 
exchange, probably by overcoming the inhibitory role of RPA.42

Strand invasion into the homologous chromosomal sequence 
requires radiation-sensitive 54 (Rad54) and DNA replication 
(Figure 53–2, v). Rad54 is a double-stranded DNA-dependent 
ATPase that can remodel chromatin, and it probably plays critical 
roles at several steps in the recombination process.43 In particular, 
Rad54 is critical for stabilizing the Rad51-dependent joint mole-
cule formation (Figure 53–2, v) as well as for promoting the disas-
sembly of Rad51 following exchange.44 Gene targeting generates 
a complex structure (Figure 53–2, v) that is essentially identical 
to the linearized plasmid “ends-out” recombination intermediates 
that have been extensively defined in yeast.45 Ultimately, the reso-
lution of this structure probably requires the participation of 
helicases of the recombination defective Q (RecQ) family46 and 
certainly requires the action of a resolvase(s) to repeatedly nick 
the strands (Figure 53–2, vi). Although the identity of the human 
resolvase(s) is still debated, radiation-sensitive 51C (Rad51C) 
and X-ray cross-complementing 3 (XRCC3) have emerged as the 
most likely candidates.47,48 The resolution of the cross-stranded 
intermediates with crossovers generates a modified chromosome 
in which the original chromosomal sequences have been precisely 
replaced by the sequences present on the incoming donor DNA 
(Figure 53–2, vii). In summary, human somatic cells express all 
of the gene products needed to carry out gene targeting. These 
events occur, however, at very low frequency due to the preferred 
usage of NHEJ.

METHODOLOGY
SELECTIONS AND VECTORS Since correct gene targeting 

is a rare event, strategies needed to be developed in order to detect 
them. Almost all of these rely on some form of selection.1,2 Some 
of the earliest studies utilized naturally occurring loci and selec-
tions. Thus, the hypoxanthine phosphoribosyltransferase (HPRT) 
gene has been a popular choice for study since mutation of this 
gene can be negatively selected for by the acquisition of resistance 
to 6-thioguanine (6-TG), a nucleoside analogue that HPRT would 
otherwise metabolically activate to a toxic compound. Moreover, 
HPRT is an X-linked gene and male-derived hemizygous cell 
lines require only one round of targeting to generate the null 
(6-TG resistance) phenotype.49–56 However, since most genes of 
interest do not provide such natural and accommodating selection 
strategies, the use of positive selection schemes was required. 

Some esoteric and specialized positive selections have been 
described, such as relying upon the gain of a cell surface epitope 
expression and fluorescence-activated cell sorting (FACS) analy-
sis to obtain the correctly targeted cell line.57 This and similar 
strategies,58 however, were not widely applicable and thus 
they did not come into general use. Instead, the expression of 
antibiotic resistance genes that can be positively selected for 
have gained wide usage. One of the first—and by far still 
most popular and useful—marker selections is the neomycin 
resistance (NEO) gene. NEO encodes an enzyme that in bacteria 
confers resistance to the neomycin family of antibiotics, which 
kill by inhibiting protein translation. In mammals, the expression 
of NEO provides resistance to a similar compound called genta-
mycin 418 (G418). Thus, the inclusion of NEO on the donor 
DNA can be used to select for those cells that have stably taken 
up the DNA based upon their conversion to G418 resistance 
(Figure 53–3A). Similarly, other antibiotic resistance genes 
have been pirated for use in human gene targeting, including 
hygromycin (HYG), puromycin (PUR), histidinol (HIS), and blas-
ticidin (BSD). Since two rounds of gene targeting are necessary 
to disrupt a diploid locus, investigators generally incorporate two 
of these markers into otherwise identical gene-targeting vectors 
to permit sequential selection for the modification of both 
alleles.59–62

Even with strong positive selection schemes, the majority of 
clones resulting from such an experiment are randomly targeted. 
This results in a time-consuming and laborious second step in 
which all of the drug-resistant colonies must be screened at the 
molecular level [usually either by polymerase chain reaction 
(PCR) or by Southern blotting analysis] in order to identify the 
rare correctly targeted clone. To enrich for the desired recombina-
tion reactions, gene targeting methodology was subsequently 
improved by the use of positive  :  negative selection (PNS) 
vectors.1,2 These vectors provided the same positive selection 
schemes that the earlier vectors possessed, but they also incorpo-
rated a negative selection against nonhomologous integrations. 
This method consists of attaching a genetic element that can be 
selected against onto the 5′- and/or 3′-fl ank of the targeting vector. 
If this vector is randomly integrated into the host cell using NHEJ 
then the negative marker will be retained and this can be used to 
eliminate these cells from the analysis by a simple drug selection. 
If the vector integrates via HR, then the negative marker, being 
nonhomologous to the targeted locus, will be lost during the 
integration event (Figure 53–3B). The most commonly used nega-
tive marker is herpes simplex virus thymidine kinase (HSV TK). 
Although TK genes are widely conserved and ubiquitously 
expressed among all species, the viral TK genes have a slightly 
altered substrate specificity and this difference has been experi-
mental exploited. Thus, the antiviral drug gangcyclovir (GANC) 
can be metabolized to a toxic analogue by the viral TK, but not 
by the cellular enzyme. Therefore, cells containing the viral TK 
gene (at randomly targeted sites) will be killed by GANC expo-
sure, whereas cells expressing only the cellular TK gene (homolo-
gously targeted clones) will survive.63,64 While HSV TK is still 
widely in use and appears to be adequate for most gene-targeting 
strategies, even stronger negative selections, such as using the 
diphtheria toxin (DT) gene, can significantly enhance the target-
ing frequency.64

Even with these improvements, the isolation of correctly tar-
geted clones was a daunting affair and generally was accom-
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plished only by the most obstinate of researchers. A huge 
improvement (by one to two orders of magnitude) came with the 
development of promoterless selection. These vectors are almost 
identical to the original positive selection with the important 
exception that the promoter driving the expression of the select-
able marker has been deleted.1,2 As a consequence of this, the 
selectable marker can be expressed only if it correctly integrates 
and/or if it is inserted randomly next to or within an actively 
transcribing gene. Since this requirement is not often met, the total 
number of drug-resistant clones obtained is significantly reduced 
and therefore so is the work required to characterize them. To 
facilitate the expression of the selectable marker, a slice acceptor 
sequence is often inserted 5′ of the marker gene (Figure 53–3C). 
This allows the selectable marker, if it is in frame, to be expressed 
as a fusion protein with the preceding endogenous exons (Figure 
53–3C). Alternatively, an internal ribosome entry site (IRES) can 
be included 5′ to the splice acceptor to facilitate independent 
expression of the selectable marker. This is an important consid-
eration, especially when exons at the 3’-end of a locus are being 
targeted.65 Lastly, empirical observation suggests that it is proba-
bly most efficacious to combine the positive promoterless selec-
tion strategy with a negative selection (Figure 53–3D).64,66 This 
is especially true for hard-to-transfect cells, such as human 
embryonic stem cell lines.54

SITE-SPECIFIC CRE : LOXP RECOMBINATION Although 
the promoterless vectors utilizing antibiotic drug resistance selec-
tions described above represent the current state of the art, they 
are still somewhat limited in their utility. For example, bold tar-
geting schemes in which multiple loci are to be knocked out or 
modifi ed would not be possible since the investigator would ulti-
mately run out of selectable markers. In addition, essential genes 
cannot be directly knocked out since successful targeting would 
result in dead cells. These technical and biological diffi culties, 
respectively, have been overcome through the use of the site-spe-
cifi c recombination system, cyclization recombination  :  locus of 
crossing over (x), P1 (Cre  :  LoxP).67,68 Cre is a member of the 
integrase family of recombinases and it is required in its native 
state for a productive infection by the bacteriophage, P1.69 Cre 
binds and recombines LoxP target sites, which are 34  bp long, 
that contain an asymmetric 8-bp core flanked by 13-bp inverted 
repeats. When the LoxP sites are artificially arranged in direct 
orientation on a chromosome, the ensuing Cre-mediated recom-
bination results in two products: the chromosome with a single 
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Figure 53–3. Different selection strategies utilized during classical 
gene targeting. (A) Positive selection; (B) positive/negative selection; 
(C) promoterless positive selection; (D) promoterless positive/nega-
tive selection. The solid line represents chromosomal DNA. The open 
rectangles represent exons. The 90º bent arrow represents a promoter. 
The small, solid circle represents a polyadenylation sequence. The 
large Xs represent crossover recombination reactions. The hatched 
rectangle with a {+} over it represents a marker for which a positive 
selection exists. The shaded bars represent regions of homology 
between the donor DNA and the recipient chromosome. The stippled 
rectangle with a {−} over it represents a marker for which a negative 
selection exists. The solid rectangle represents a splice acceptor 
sequence. In all panels, the vertical arrows are drawn implying a 
temporal order to each process, although in many cases the precise 
sequence of events is not known.
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residual LoxP site and a circle containing the other LoxP site plus 
all the genomic DNA that used to lie in between the two loxP 
sites (Figure 53–4A). This basic recombination reaction can be 
used to the researcher’s advantage to remove the selection marker 
from an integrated knockout allele. Thus, if loxP sites are built 

onto the targeting vector within the flanking regions of both sides 
of the positive selection marker, the marker is said to be “fl ox”ed 
(fl anking loxP sites). After the marker is used (positive selection) 
to identify the correct homologous recombination event, it can be 
removed by the expression of Cre (Figure 53–4B). Even after 
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Figure 53–4. The basic Cre recombination reaction and its utility in 
gene targeting. (A) Cre deletional recombination. The line represents 
chromosomal DNA and the triangles represent loxP sites. Upon the 
addition of the Cre recombinase (+ Cre), recombination ensues result-
ing in a deleted chromosome containing a single loxP sequence and a 
circle, containing a single loxP sequence and all of the DNA (darker 
line) that used to exist between the two loxP sequences. (B) Selection 
marker removal. All symbols, with the exception of the triangles, 
which represent loxP sites, are as described in the legend to Figure 
53–3. (i) A promoterless positive/negative gene-targeting event, in 
which the positive selection marker has been floxed, is shown. The 
cell harboring this construct is resistant to the drug specified by the 
marker. (ii) The addition of Cre (+ Cre) results in the deletional exci-
sion of the selectable marker. The cell harboring this construct is now 
sensitive to the drug specified by the marker. Note, however, that the 

allele is nonetheless still nonfunctional as an exon is missing and a 
polyadenylation sequence has been introduced into the locus. (C) 
Construction of a conditionally null allele. As in (B), a promoterless 
positive/negative selection-targeting event is shown. In this instance, 
the targeting vector contained three loxP sites, two flanking the posi-
tive selection marker and two flanking an exon to be deleted. The 
middle loxP site is shared by both pairs. (i) Upon the addition of Cre 
(+ Cre), deletional recombination between a pair of loxP sites can 
occur. Although three recombination events are possible, the indicated 
clone, in which the selection marker has been removed and the exon 
remains floxed, can be identified by molecular analysis. (ii) This cell 
line is subjected to a second round of gene targeting to create a het-
erozygous cell line in which the only functional allele is the fl oxed 
one. (iii) Upon a second exposure to Cre (+ Cre), deletion of the fl oxed 
exon occurs and results in a null cell line.
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removal of the positive marker, the resulting allele is nonetheless 
inactive, since the exon(s) removed in the initial targeting event 
is still missing. Most importantly, however, the cell in which this 
event has occurred now becomes sensitive to G418. Thus, the 
original targeting vector and selection scheme can be reused to 
target the second allele. Using this approach, a positive selectable 
marker can be reused over and over again to permit a theoretically 
limitless number of gene targeting events within the same cell 
line.64 Thus, in a fashion analogous to murine model systems, 
in which animal husbandry is utilized to construct strains of 
mice containing two or more knockout alleles,70,71 human 
somatic cell lines can be constructed containing multiple gene 
disruptions.10,52,61,62,72

In a comparable and often utilized scheme, three loxP sites can 
be built into the targeting vector, such that both the positive selec-
tion marker and the exon that ultimately is to be deleted are fl oxed 
(Figure 53–4C). After the selection marker is used to identify the 
correctly targeted clone, the cells are transiently exposed to Cre. 
A screening step is then utilized to identify those cells in which 
the selectable marker, but not the exon, was excised by Cre.63 The 
resulting cell line is again sensitive to the antibiotic utilized in the 
positive selection and contains a floxed exon (Figure 53–4C, i).
These cells can then be subjected to a second round of gene target-
ing in which the remaining wild-type allele is inactivated in a 
direct knockout scheme (Figure 53–4C, ii), resulting in a “condi-
tionally null” cell line. This cell line is hemizygous for and 
expresses the gene of interest from an allele that is floxed. Thus, 
at the researcher’s discretion, Cre can be reintroduced into this 
cell line. This deletes the remaining functional allele and results 
in a cell line that is null for the gene of interest (Figure 53–4C, 
iii). In this manner, the mechanism of action of essential genes 
can be studied.73

In summary, the bacteriophage P1 Cre  :  LoxP recombination 
system has been conscripted by molecular biologists to provide 
experimental schemes for the reuse of selectable markers and as 
a means to study essential genes in human somatic cells. This 
system can also be used to introduce subtle, hypomorphic point 
mutations into genes2 and to create complex chromosomal rear-
rangements3 for the mouse, but the strategies are identical for 
human cells.

CELL LINES AND TARGETING FREQUENCIES The 
choice of cell line to use is of obvious importance when consider-
ing a gene targeting approach. Fortunately, a large number of 
researchers working in disparate fields have, due to the biological 
questions that interested them, attempted to functionally alter 
genes in a wide variety of cell lines. For the ease of discussion, 
these cell lines can be grouped into either (1) the HCT116 cell 
line, (2) the NALM-6 cell line, and (3) all other cell lines (non-
HCT116, non-NALM-6 cell lines). Another important parameter 
to consider is the expected frequency of targeting. Here, the his-
torical variability is great, ranging from multiple instances of total 
failure (0% effi ciency59,61,64,74,75) to a recent report of achieving 
correct targeting in the only clone analyzed (100% effi ciency10).
These two issues, choice of cell line and targeting efficiency, are 
discussed in more depth below.

Non-HCT116, Non-NALM-6 Cell Lines The first pub-
lished report of gene targeting in human cells occurred just over 
two decades ago. Smithies et al. attempted to disrupt the β-globin
locus in the human EJ bladder carcinoma cell line.74 No correctly 
targeted cell lines were obtained, but the same authors were sub-

sequently able to successfully target the human β-globin locus in 
a human  :  mouse hybrid cell line (Table 53–1). Several years 
later, Jasin et al.57 reported the first isogenic targeting of an endog-
enous locus (the CD4 gene) in a completely human (the T-lym-
phocyte JM) cell line.57 Since that time, a total of 17 different 
genes (albeit some of them multiple times) have been disrupted, 
in what amounts to a rather pedestrian ∼1 gene per year ratio 
(Table 53–1). The genes that have been disrupted represent rather 
diverse areas of biology and include transcription factors (p53), 
oncogenes (Ki-Ras), cell surface receptors (CD43), and check-
point effectors (p21), in addition to genes with clear clinical 
relevance [e.g., Bloom’s syndrome (BLM) and cystic fi brosis 
transmembrane receptor (CFTR)].

As importantly, these 17 genes were disrupted in 17 different 
cell lines (Table 53–1), reinforcing the belief that almost all 
human somatic cells adequately express the HR machinery 
required for this process. In theory, the most relevant cell line to 
use for gene targeting—such that it might be an appropriate model 
system for human health—would be a “normal,” nonimmortal-
ized, nontransformed cell line. This has, in fact, been accom-
plished, both for the inactivation of a single allele of the 
β2-microglobulin76 and p5377 genes as well as for the technically 
impressive double knockout of the p21 gene.78 Unfortunately, 
nonimmortalized cell lines usually have proliferative potential for 
only 30–40 population doublings before they undergo senescence. 
Since 30–40 population doublings are also required to success-
fully carry out two rounds of gene targeting, the resulting cell 
lines have limited research utility, unless the area of investigation 
is specifically senescence.78 Consequently, most researchers have 
turned to immortalized (and often transformed) cell lines in a 
“damned if you do and damned if you don’t” scenario, begrudg-
ingly losing some clinical and/or general relevance for the sake 
of obtaining a cell line with which they can actually do experi-
ments. The most popular cell line has been the HT1080 line, 
which has independently been used 11 different times (Table 
53–1). This tumorigenic cell line was derived from a fi brosarcoma 
biopsy from a 35-year-old male79 and it contains an activated Ras 
oncogene.80 The popularity of this cell line probably has more to 
do with its practical attributes of a rapid doubling time, good 
cloning efficiency, and good transfectability than with its devel-
opmental origin. Other human cell lines, however, that are rou-
tinely found in the laboratory have also been used for gene-targeting 
study including fibroblastic, epithelial, adherent, and nonadherent 
lines representing many terminally differentiated states. Of special 
note was the successful use of human embryonic stem (ES) cells.54

The ability to genetically modify genes in ES cells is an obligatory 
step for many gene therapy approaches.4 While many of the moral 
and ethical issues of this subject still need to be resolved, this 
study clearly showed that technically, such experiments are 
possible.

Overall, 188 correctly targeted gene disruption events have 
been reported for the 8296 drug-resistant clones carefully exam-
ined (Table 53–1). This represents a relatively robust targeting 
frequency of 2.27%. At this frequency, the amount of work 
required to disrupt a gene is minimal and can easily be carried out 
even by a small, graduate student-driven laboratory. However, 
great variability in the targeting frequency clearly exists. Thus, 
reports of targeting frequencies of 30–50%51,54 must be contrasted 
with reports in which the frequency was orders of magnitude 
lower.81,82 Similarly, there is little consistency within a cell line, 
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Table 53–1
Gene targeting studies in non-HCT116, non-Nalm-6 cell lines

Gene +a #b Frequencyc Geneotyped Miscellaneouse Reference

6-16 ∼0.0007 +/+ > +/− HeLa cells 125
6-16 ∼0.0007 +/+ > +/− HT1080 cells 125
6-16 ∼0.0007 +/+ > +/− HT1080 cells 126
6-16  6  49 0.1224 +/− > −/− HT1080 cells 127
6-16  32 114 0.2807 +/+ > +/− HT1080 cells  51
6-16  66 117 0.5641 +/+ > +/− HT1080 cells + RAD51 o/e  51
ADA /− > −/+ JB and LB cells + oligos 128
ALKP Transgene HT1080 cells  53
ApoB  2 400 0.0050 +/+/+ > +/+/− HepG2 cells  81
B-Raf +/+ > +/− HEC1A cells 129
B-Raf +/− > −/− HEC1A cells 129
β-Globin  0 ∼3,000 0.0000 +/+ > +/− EJ cells  74
β-Globin  1 ∼700 ∼0.0014 +/+ > +/− Hu11 cells  74
β2MG +/+ > +/− RPE/RPK cells  76
BLM +/+ > +/− HT1080 cells  56
CD4  1 ∼900 ∼0.0011 +/+ > +/− JM cells  57
CD43  1 ∼450 ∼0.0022 +/+ > +/− CEM cells  58
CDC2  3 150 0.0200 +/+ > +/− HT1080 cells  82
CDC2  3 700 0.0043 +/− > −/− HT1080 cells + CDC2 o/e  82
CFTR +/− > +/+ CFE 130
CFTR  0  28 0.0000 +/+/+/+ > +/+/+/− HT29-18-C1  75
CFTR  0 296 0.0000 +/+/+/+ > +/+/+/− HT29-18-C1  75
CFTR  1  11 0.0909 +/+/+/+ > +/+/+/− HT29-18-C1  75
GP91  3 726 0.0041 +/O > −/O PLB-985 cells 131
HPRT ∼0.0002 +/O > −/O HT1080 cells  53
HPRT 0.0000 +/O > −/O HT1080 cells  53
HPRT ∼0.0001 +/O > −/O HT1080 cells  53
HPRT +/O > −/O HT1080 cells  56
HPRT −/O > +/O HT1080 cells ± BLM RNAi  56
HPRT +/O > −/O HT1080 cells  50
HPRT ∼0.0100 +/O > −/O HT1080 cells  51
HPRT ∼0.0200 +/O > −/O HT1080 cells + RAD51 o/e  51
HPRT +/O > −/O HT1080 cells  49
Ki-Ras  7  24 0.2917 +/−* > +/− DLD-1 cells  83
Ki-Ras +/−* > −/−* DLD-1 cells  83
Ki-Ras +/−* > +/− HEC1A cells 129
Ki-Ras +/−* > −/−* HEC1A cells 129
Neo  1  78 0.0128 Transgene EJ cells 132
Neo Transgene HT1080 cells 133
p21  3  20 0.1500 +/+ > +/− LF1 cells  78
p21  1  24 0.0417 +/− > −/− LF1 cells  78
p53 ∼0.0500 +/+ > +/− LF1 cells  77
p53 ∼0.0600 +/+ > +/− LF1 cells  77
p53 ∼0.3100 +/+ > +/− LF1 cells  77
p53 +/− > +/+ SNB-19 cells + oligos 128
POU5F1  50 159 0.3145 +/+ > +/− ES cells  54
Totals 188 8,296 0.0227

a+: Number of correctly targeted clones identifi ed.
b#: Total number of clones analyzed. 
cFrequency: Number of correctly targeted clones (+) divided by the total number of clones (#) analyzed.
dGenotype: (+) designates wild type; (−) designates mutated; (−*) designates a preexisting mutated allele; (O) designates a hemizygous 

confi guration.
eMiscellaneous: (+RAD51 o/e) designates that the experiment was performed in cells overexpressing hRAD51; (+oligos) designates a study done 

solely by oligonucleotide transfections without a targeting vector; (+CDC2 o/e) designates that the experiment was performed in cells overexpressing 
hCDC2; (±BLM RNAi) designates a study done in the presence and absence, respectively, of RNAi directed against hBLM1.
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with targeting frequencies as high as 28%51 and as low as 0.01%53

having been reported for HT1080 cells. Parameters such as chro-
matin or accessibility differences, frequency of repetitive DNA 
within a given locus, variable expression of HR gene products 
between cell lines, use or nonuse of “isogenic” DNA,8 choice of 
delivery for the vector, length of homology on the donor DNA, 
to mention just a few, have all been invoked to explain differences 
in targeting frequency. Unfortunately, it is not known how impor-
tant any of these parameters really are. Thus, there currently does 
not exist an a priori method to determine whether a particular gene 
can be correctly targeted and, if so, at what frequency. A compre-
hensive investigation of why some genes “target better” than other 
genes would greatly benefit the fi eld.

The HCT116 Cell Line In the early 1990s, Shirasawa et al.
described successful gene targeting of the Ki-Ras gene in two 
human colon carcinoma cell lines, DLD-1 and HCT116.83 The 
laboratories of Drs. Bert Vogelstein and Kenneth Kinzler, which 
already had an established record in the investigation of colon 
cancer and genetic instability,84,85 apparently took this report to 
heart and initiated their own series of studies in which they dis-
rupted genes thought to be involved in DNA Repair/chromosome
stability in the HCT116 cell line.59,77,86–89 The impressive success 
of these studies caught the attention of the DNA Repair commu-
nity and many other laboratories have subsequently followed in 
their footsteps. Overall, 22 genes have been disrupted in this cell 
line in the intervening 13 years (Table 53–2). Some of these genes 

Table 53–2
Gene targeting studies in the HCT116 cell line

Gene +a #b Frequencyc Genotyped Miscellaneouse Reference

14-3-3σ +/+ > +/− 86
14-3-3σ +/− > −/− 86
ATR +/+ > +/− 73
ATR +/− > −/− 73
Bax 2 ∼5,000 ∼0.0004 +/− > −/− 98
β-Catenin 26 216 0.1204 +/−* > +/− 134
β-Catenin +/−* > −/−* 134
β-Catenin +/−* > +/− 99
β-Catenin +/−* > −/−* 99
β-Catenin 5 576 0.0087 +/−* > +/− 65
β-Catenin +/−* > −/−* 65
BLM +/+ > +/− 72
BLM +/− > −/− 72
DNMT1 +/+ > +/− 87
DNMT1 +/− > −/− 87
DNMT3b +/+ > +/− 89
DNMT3b +/− > −/− 89
DNMT3b 1 190 0.0053 +/+ > +/− 72
DNMT3b 12 106 0.1132 +/+ > +/− In a BLM−/− bkg 72
EME1 2 5,250 0.0004 +/+ > +/− 135
HPRT 4 9,700 0.0004 +/O > −/O In a p53−/− bkg 52
HPRT 4 12,000 0.0003 +/O > −/O 52
Ki-Ras 9  93 0.0968 +/−* > +/− 83
Ki-Ras +/−* > −/−* 83
Ku86 0 500 0.0000 +/+ > +/− HSV TK selection 64
Ku86 2 354 0.0056 +/+ > +/− DT selection 64
Ku86 3 487 0.0062 +/− > +/− Retargeting 64
Ku86 2 487 0.0041 −/+ > −/− 64
Ku86 2 229 0.0087 +/+ > +/− In a p53−/− bkg 62
Ku86 1  54 0.0185 +/+ > +/− 62
Ku86 1 279 0.0036 +/− > +/− Retargeting 62
Mus81 2 744 0.0027 +/+ > +/− 135
Mus81 2 2,380 0.0008 +/− > −/− 135
ORC2 ∼0.0250 +/+ > +/− 136
ORC2 ∼0.0880 +/− > −/− 136
p21 0 232 0.0000 +/+ > +/− Promoter + 59
p21 37 100 0.3700 +/+ > +/− Promoterless 59
p21 5  20 0.2500 +/+ > +/− 59
p53 1 600 0.0017 +/+ > +/− 77
p53 1 940 0.0011 +/− > −/− 77
p53 1 1,141 0.0009 +/+ > +/− 72
p53 8 527 0.0152 +/+ > +/− In a BLM−/− bkg 72

continued



518 SECTION V  /  MODELS OF BEHAVIOR

Gene +a #b Frequencyc Genotyped Miscellaneouse Reference

RAD51C 5 1,930 0.0026 +/+ > +/− 90
RAD51C 3 1,361 0.0022 +/+ > +/− In a XRCC3−/− bkg 90
RAD51L2 6 7,197 0.0008 +/+ > +/− In a RAD54B+/+/+ bkg 61
RAD51L2 6 5,948 0.0010 +/+ > +/− In a RAD54B+/+/− bkg 61
RAD51L2 7 6,509 0.0011 +/+ > +/− In a RAD54B+/−/− bkg 61
RAD51L2 1 10,382 0.0001 +/+ > +/− In a RAD54B−/−/− bkg 61
RAD51L2 0 7,398 0.0000 +/+ > +/− In a RAD54B−/−/− bkg 61
RAD54B 2  25 0.0800 +/+/+ > +/+/− 61
RAD54B 9  61 0.1475 +/+/− > +/−/− 61
RAD54B 2  78 0.0256 +/−/− > −/−/− 61
RAD54B 7 283 0.0247 +/+/+ > +/+/− 90
RAD54B 6 349 0.0172 +/+/+ > +/+/− In a XRCC3−/− bkg 90
Securin +/+ > +/− 88
Securin +/− > −/− 88
Smad4 4 300 0.0133 +/+ > +/− 137
Smad4 2 254 0.0079 +/− > −/− 137
XRCC2 6  94 0.0638 +/+ > +/− In a RAD54B+/+/+ bkg 61
XRCC2 7  93 0.0753 +/+ > +/− In a RAD54B+/+/− bkg 61
XRCC2 14 166 0.0843 +/+ > +/− In a RAD54B+/−/− bkg 61
XRCC2 1 173 0.0058 +/+ > +/− In a RAD54B−/−/− bkg 61
XRCC2 0 120 0.0058 +/+ > +/− In a RAD54B−/−/− bkg 61
XRCC3 +/+ > +/− 90
XRCC3 5 193 0.0259 +/− > −/− 90
Totals 226 85,119 0.0027

a−dAs defined in Table 53–1.
eMiscellaneous: (In a BLM−/−, p53−/−, XRCC3−/−, RAD54+/+/+, RAD54+/+/−, RAD54+/−/−, RAD54−/−/−, bkg) designates studies in which the gene targeting 

was done in the indicated respective backgrounds; (HSV TK selection) designates a study using herpes simplex virus thymidine kinase gene as the 
negative selection; (DT selection) designates a study using the diphtheria toxin gene as the negative selection; (Retargeting) designates events in which 
the targeting vector has integrated in the previously disrupted allele; (Promoter +) designates a study done with a vector using a selectable marker 
driven by a promoter; (Promoterless) designates a study done with a vector using a promoterless selectable marker.

Table 53–2
(continued)

are identical to those that have been disrupted in other cell lines 
(e.g., p21, p53, and HPRT; compare Table 53–1 with Table 53–2), 
but many of them are novel. In particular, the HCT116 studies are 
noteworthy because of the large number of times that two rounds 
of successful gene targeting have been carried out, allowing for 
an assessment of the null phenotype (Table 53–2). Moreover, 
HCT116 is the only cell line, with the recent exception of NALM-
6 cells (see below), in which compound knockout strategies—in 
which two or more genes are disrupted to investigate their genetic 
interaction with one another— have succeeded.52,61,62,72,90 Overall, 
226 correctly targeted integrations have been reported for 85,119 
drug-resistant clones analyzed (Table 53–2). This represents a 
rather pathetic targeting frequency of 0.27%, which is an order of 
magnitude lower than that reported for the non-HCT116, non-
NALM-6 cell lines (Table 53–1). At this frequency, the work 
required to identify a correctly targeted clone becomes a signifi -
cant issue and is thus usually undertaken only by laboratories with 
suffi cient manpower. This frequency does, however, include a 
study in which the RAD54B gene was first disrupted in HCT116 
cells and then (mostly unsuccessful) attempts were made to target 
the RAD51L2 and XRCC2 loci, thus validating the requirement 
for RAD54 in HR/gene targeting (Figure 53–2). Even if this large, 
negative study (two positive clones from 17,973 clones analyzed) 
and other studies in which the HCT116 genetic background was 
altered prior to use for gene targeting are omitted from analysis, 
the targeting frequency in a wild-type HCT116 background is still 

a paltry 0.39%. This frequency is low enough to daunt all but the 
most committed of researchers. Still, it should be noted that there 
is great variability in the targeting frequency in HCT116 between 
loci, with frequencies as high as 37% being reported for the p21 
locus59 and many instances of targeting frequencies ranging from 
1 to 10% (Table 53–2). Again, unfortunately, there is no a priori
way to know ahead of time how well a particular gene may or 
may not target.

In summary, for the past 5–10 years, the HCT116 cell line has 
been the gold standard for performing gene knockouts in human 
somatic cells. Although it is an immortalized, transformed colorec-
tal carcinoma cell line, its utility stems from its relatively stable 
karyotype91–93 and because it is diploid and wild-type for almost 
all of the relevant DNA Repair, DNA checkpoint, and chromo-
some stability genes59,77,88 with the exception of meiotic recombi-
nation defective 1194 (Mre11). Nonetheless, HCT116 is not a 
“normal” cell line. (1) It is mutated in the Mut L homolog 1 
(MLH1) gene, which makes it a mismatch repair95,96 as well as a 
transcription-coupled repair97 defective cell line. As such, it has 
an overall microsatellite instability phenotype. In addition, genes 
that have homopolymeric tracts within them, such as Bax and 
Mre11, often spontaneously mutate one or both alleles.94,98 (2) 
HCT116 cells have gains of parts of chromosomes 8q (accounting 
for the triploid nature of the RAD54B gene61), 10q, 16q, and 17q 
and also contain two derivative chromosomes carrying two trans-
locations, der(16)t(8;16) and der(18)t(17;18).91,92 (3) Finally, 
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Table 53–3
Gene targeting studies in the NALM-6 cell line

Gene +a #b Frequencyc Genotyped Miscellaneouse Reference

APRT  5 134 0.0373 +/+ > +/− ±BLM RNAi  56
BLM 14 168 0.0833 +/+ > +/− 101
BLM  5 274 0.0182 +/− > −/− 101
HPRT −/O > +/O Rescue ± BLM RNAi  56
Ku70  3  80 0.0375 +/+ > +/− 100
Ku86  7  84 0.0833 +/+ > +/− 100
LIGIV  2 124 0.0161 +/+ > +/−  60
LIGIV  1  20 0.0500 +/− > −/−  60
LIGIV ∼0.0340 +/+ > +/−  66
LIGIV ∼0.0085 +/− > −/−  66
p53  1  9 0.1111 +/+ > +/−  10
p53  9 116 0.0776 +/− > −/−  10
p53  1  1 1.0000 +/+ > +/− In a BLM−/− bkg  10
p53  4  42 0.0952 +/− > −/− In a BLM−/− bkg  10
TDP1  2  7 0.2857 +/+ > +/−  10
XRCC3  1  6 0.1667 +/+ > +/−  10
XRCC3  1  6 0.1667 +/+ > +/− In a LIGIV−/− bkg  10
Totals 56 1,071 0.0523

a−dAs defined in Table 53–1.
eMiscellaneous: (±BLM RNAi) designates a study in which the gene targeting was carried out in the presence (+) and absence (−), respectively, of 

RNAi directed against the Bloom’s syndrome helicase; (Rescue ± BLM RNAi) designates a study in which the correcting gene targeting a knockin 
experiment was carried out in the presence (+) and absence (−), respectively, of RNAi directed against the Bloom’s syndrome helicase; (In a BLM−/−

bkg and LIGIV−/− bkg) designates studies in which the gene targeting was done in the indicated respective genetic backgrounds.

HCT116 cells also contain a dominant gain-of-function mutation 
in the β-catenin gene, a potent transcription factor that drives 
c-myc expression.99 As a word of caution, it should be noted that 
the aberrancies described above are the ones that are known 
and reported. It is quite likely that other genes are mutated or 
misexpressed relative to a normal, nonimmortalized, nontrans-
formed cell in HCT116 cells and the impact of such differences 
on the phenotypes of a knockout of your favorite gene is hard to 
assess. In the same cautionary vein, recent reports of phenotypic 
differences between a knockout of the Ku86 gene in HCT116 
cells64,93 and NALM-6 cells100 suggest that investigators need to 
take care in generalizing their results to other cell lines and other 
systems.

The NALM-6 Cell Line In 1998, Grawunder et al. described 
the successful targeting of both alleles of the DNA LIGIV gene 
in the human pre-B acute lymphoblastic leukemia (ALL) cell line, 
NALM-6.60 A total of three correctly targeted clones were obtained 
from 144 analyzed for a relatively robust 2.08% targeting fre-
quency. This cell line then lay (scientifically) dormant for the next 
5 years until a report appeared in 2004 from the laboratory of Dr. 
Koyama describing the disruption of the BLM gene.101 In the 
subsequent 2 years, the Koyama laboratory published a series of 
papers10,56,66,100 describing the disruption of an additional eight 
genes in this cell line (Table 53–3). Impressively, 56 correct tar-
geting events from a total of 1071 drug-resistant clones analyzed 
have been reported, for an overall frequency of 5.23% (Table 
53–3). Thus, this cell line appears to carry out gene targeting at 
least twice as well as most other human cell lines (Table 53–1) 
and 20 times better than HCT116 cells (Table 53–2). If these fre-
quencies can be reproduced in other laboratories, it is likely that 
the NALM-6 cell line will supplant HCT116 as a model system 
for human somatic cell knockouts.

It must be reiterated, however, that NALM-6, like HCT116, 
cells are not “normal.” This line was established in culture some 
three decades ago from the peripheral blood of a 19-year-old man 
suffering from ALL.102 Although the cell line is diploid, it carries 
at least one derivative chromosome containing a translocation [der 
t(5;12)(q33.2;p13.2)].103 This translocation has fused the platelet-
derived growth factor receptor-β (PDGFRB) gene (a tyrosine 
kinase involved in cell proliferation) to the translocation-ETS-
leukemia (TEL) transcription factor gene,104 resulting in a domi-
nant gain-of-function chimeric kinase. Coincidentally, NALM-6, 
like HCT116, is also defective in mismatch repair. In the case of 
NALM-6 neither mutS homolog 2 (MSH2) nor mutS homolog 6 
(MSH6) is expressed.104 Thus, although it has not been directly 
demonstrated, it seems highly likely that NALM-6 cells will show 
microsatelite instability and high mutability of genes that have 
homopolymeric tracts within them. In addition, it can be antici-
pated that the more popular this cell line becomes, the greater is 
the likelihood that other genes that are mutated or misexpressed 
relative to a normal, nonimmortalized, nontransformed cell will 
be uncovered. Lastly, the same cautionary note concerning the 
recent reports of phenotypic differences between a knockout of 
the Ku86 gene in HCT116 cells64,93 and NALM-6 cells100 suggests 
that investigators utilizing NALM-6 cells—just like those utiliz-
ing HCT116 cells—need to take care in generalizing their results 
to other cell lines and other systems.

THE FUTURE OF GENE TARGETING: 
RECOMBINANT ADENO-ASSOCIATED VIRUS

Adeno-associated virus (AAV) is a human parvovirus that has 
both latent and lytic life cycles.9,105,106 During the latent infection, 
AAV integrates stably into the human genome, preferentially, but 
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not exclusively, at a site on chromosome 19.107,108 In an ironic twist, 
it was this characteristic of site-specific integration that first drew 
the attention of the gene therapy field to AAV, since the use of 
AAV as a gene delivery vector would not have the serious problem 
of random insertional mutagenesis attendant with almost every 
other viral vector delivery system. While this has turned out to be 
true109 and clinical trials using rAAV are underway,110 the use of 
AAV as a gene targeting vector has far outpaced its use as a gene 
therapy delivery vector. The ability to undergo a latent infection is 
a necessary part of the AAV life cycle since AAV requires the 
presence of a helper virus (generally adenovirus) for a productive 
lytic infection. Thus, AAV has been detected only in individuals 
undergoing the symptoms of an adenoviral105,111 or herpes simplex 
virus112 infection. Approximately 85% of the human population is 
seropositive for AAV, although there is no pathology or disease 
that has been attributed to an AAV infection.106

AAV is a single-stranded DNA virus of 4.68  kb. Either strand 
of the integrated AAV DNA can be packaged113 and both are 
equally infectious.114 Multiple serotypes of the virus are known, 
but only the AAV-2 serotype is routinely utilized in the labora-
tory. AAV encodes two genes, Rep (replication) and Cap (capsid). 
Rep is required for viral replication, needed for viral integration, 
and can potentiate viral gene expression.106 Cap encodes the viral 
capsid proteins, of which three isoforms, VP1, VP2, and VP3, 
exist.115,116 These genes are flanked by identical inverted terminal 
repeats (ITRs) of 145 bp that form T-shaped hairpins, due to three 
palindromic sequences residing within the ITRs.117 The ITRs are 
essentially the only cis-acting sequences necessary for viral 
replication,118 packaging, and integration.119 This fact greatly 
facilitated the development of rAAV as a gene delivery and gene-
targeting vector. Thus, if Rep and Cap are provided in trans, then 
the internal 4.39  kb of AAV can consist of recombinant DNA of 
the investigator’s choosing.120 Similarly, the adenoviral gene 
products E1A, E1B, E4, E2A, and VA are required for AAV 
replication.106 Originally, these were provided by coinfecting with 
live adenovirus, which, of course, precluded the use of the result-
ing AAV stock for gene therapy experiments. This signifi cant 
detriment was overcome once again simply by providing recom-
binant adenoviral functions in trans.121 In summary, AAV has 
been known to the research community for some four decades and 
the life cycle of the virus is quite well understood. The virus was 
subsequently conscripted in the 1980s by investigators who were 
interested in viral vectors for use in gene therapy. Recombinant 
molecular biological methodologies were then used to develop an 
rAAV system for the production of virus stocks that could pro-
ductively infect every human (and many other mammalian) cell 
line tested to date.

This story took a very unexpected and surprising turn in 1998, 
when Russell and Hirata demonstrated that rAAV vectors could 
be used for gene targeting.122 Impressively, they used rAAV not 
just to inactivate genes, but to introduce defined modifi cations 
into homologous chromosomal sequences at very high frequency. 
They demonstrated this first with a Neo reporter construct, but 
also showed that they could modify an endogenous locus (HPRT) 
with similar effi ciency.122 In the intervening 8 years, the Russell 
laboratory and many others have confirmed and extended these 
original observations. Thus, 15 endogenous loci have been inac-
tivated in a wide variety of human cell lines, ranging from inves-
tigator favorites such as HCT116 and NALM-6 to more 
biologically relevant normal diploid fibroblastic or stem cell lines 

(Table 53–4). The most spectacular use of rAAV to date was the 
correction of a dominant negative mutation in the COL1A1 gene 
in stem cells derived from patients afflicted with osteogenesis 
imperfecta.123 Overall, 234 correctly targeted events have been 
recorded from a total of 6305 drug-resistant colonies examined 
(Table 53–4). This is an overall targeting frequency of 3.71%, 
which is much better than the traditional transfection-based 
approaches using HCT116 cells (compare Table 53–2 to Table 
53–4) and comparable to the targeting frequencies reported 
for non-HCT116, non-NALM-6 (compare Table 53–1 to Table 
53–4), and NALM-6 (Compare Table 53–3 to Table 53–4) 
cells.

Why rAAV works so well for gene targeting is not clear. A 
priori, the virus, because of its ITRs, has at least 145 nt of non-
homology at either end of the donor DNA and this is generally a 
deterrent to homologous integration. Moreover, because the drug 
selection cassettes that are usually present on a targeting vector 
are 2 to 2.5  kb in length, this restricts the left and right homology 
arms to 0.9 to 1.0  kb each, such that the resulting recombinant 
virus can be packaged properly. This length of homology for the 
arms is extremely short in comparison to traditional approaches 
using transfection of linear dsDNA, where arms of 3–8  kb are 
standard. That rAAV gene targeting does work, however, is indis-
putable. Since invasion of a single-stranded donor DNA into the 
recipient chromosome is an essential feature of gene targeting 
(Figure 53–2), it is probable that rAAV—an ssDNA virus—
readily becomes an HR intermediate.9 Needless to say, other 
factors, such as the likely higher concentration of DNA in the 
nucleus provided by a viral infection as compared to DNA trans-
fection, probably also work in its favor. Research into other 
parameters, such as multiplicity of infection, DNA sequence of 
the arms, cell cycle effects, and promoterless selection schemes, 
are currently all under investigation and it is likely that the rAAV 
gene targeting frequency can be substantially optimized.

What must be emphasized, however, is the ease of working 
with rAAV in comparison to the traditional methodology. Thus, 
historically, an investigator needed to spend 6 months or more 
assembling a targeting vector (although see Iiizumi et al.66 for a 
faster alternative) and then spend another 6 months to a year 
laboriously transfecting their targeting construct into cells and 
screening the resulting drug-resistant clones by Southern blot 
analysis. With rAAV methodology, the entire experiment starting 
from the idea, “I’d like to knockout gene X,” to having a cell line 
in hand can take as little as 2 months (B. Ruis, S. Oh, and E.A. 
Hendrickson, unpublished data). Importantly, Kohli et al. did the 
fi eld a major service by developing a protocol, driven almost 
exclusively by PCR, for the development of targeting vectors and 
viral stocks.124 Since the viral vectors and helper plasmids 
(expressing the necessary AAV and adenoviral gene products) are 
all commercially available (Stratagene), anyone can adopt this 
methodology into their laboratory. Additionally, in an ironic twist, 
because the rAAV targeting arms are so short, it becomes techni-
cally feasible to screen the resulting clones not by Southern blot 
analysis, but by PCR, thus once again expediting the targeting 
process.124 It should be pointed out that almost all of the rAAV 
studies carried out to date have used a simple positive selection, 
in which the rAAV vector carries a drug selection marker consti-
tutively expressed using a strong viral promoter. Recently, a pro-
moterless version of an rAAV vector has been described and 
targeting frequencies of ∼20% were reported.65 If the use of this 
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Table 53–4
Gene targeting studies using rAAV vectors

Gene +a #b Frequencyc Genotyped Miscellaneouse Reference

ALKP Transgene MHF2 cells 138
ALKP Transgene MHF2 cells 139
β-Catenin  14 60 0.2333 +/−* > +/− or −/−* HCT116 cells 65
β-Catenin  3 741 0.0400 +/−* > −/−* HCT116 cells; knockin 65
β-Catenin  3 170 0.0176 +/−* > −/−* HCT116 cells; promoterless 65
β-Catenin  20 109 0.1835 +/+ > +/− DLD1 cells; knockin 65
CCR5  12 173 0.0694 +/+ > +/− hTERT-RPE cells 124
CCR5  13 244 0.0533 +/+ > +/− HCT116 cells 124
CDX2 +/+ > +/− MKN5 cells 140
CDX2 +/− > −/− MKN5 cells 140
CDX2 +/+ > +/− LOVO cells 141
CDX2 ∼0.0100 +/− > −/− LOVO cells 141
CDX2 +/+ > +/− SW48 cells 141
CDX2  67 2,000 0.0335 +/− > −/− SW48 cells 141
COL1A1  35 52 0.6731 +/−* > +/− or −/−* Stem cells; knockin 123
COL1A1  19 27 0.7037 +/+ > +/− MHF2 cells 123
DNA-PKcs 2 55 0.0364 +/+ > +/− HCT116 cells BR and EAH, unpublishedf

FHIT  2 92 0.0217 +/+ > +/− HCT116 cells 124
GFP Transgene 293 cells; ±ISceI 142
GFP ∼0.0100 Transgene 293 cells 143
HAUSP +/+ > +/− HCT116 cells 144
HAUSP +/− > −/− HCT116 cells 144
HAUSP +/+ > +/− SW48 cells 144
HAUSP +/− > +/− SW48 cells; retargeting 144
HAUSP +/+ > +/− hTERT-RPE cells 144
HAUSP +/− > +/− hTERT-RPE cells; retargeting 144
HPRT +/O > −/O HT1080 cells 122
HPRT +/O > −/O MHF1 cells; knockin 122
HPRT +/O > −/O MHF2 cells; knockin 122
HPRT +/O > −/O MHF3 cells; knockin 122
HPRT +/O > −/O MHF2 cells 139
HPRT +/O > −/O MHF2 cells 145
Ku70  3 437 0.0069 +/+ > +/− HCT116 cells RF and EAH, unpublishedf

Ku70  2 121 0.0165 +/+ > +/− NALM-6 cells RF and EAH, unpublishedf

Ku86  2 90 0.0222 +/+ > +/− HCT116 cells BR and EAH, unpublishedf

Ku86  2 379 0.0053 +/+ > +/− NALM-6 cells BR and EAH, unpublishedf

LIGIV  2 176 0.0114 +/+ > +/− HCT116 cells SO and EAH, unpublishedf

NEO ∼0.0014 Transgene HT1080 cells 146
NEO ∼0.0008 Transgene MHF2 cells ± hTERT 146
NEO ∼0.0010 Transgene HeLa cells 146
NEO Transgene HeLa cells 122
p53  4 95 0.0421 +/+ > +/− HCT116 cells 65
p53  26 94 0.2766 +/+ > +/− HCT116 cells; promoterless 65
SCO2  3 1,200 0.0025 +/+ > +/− HCT116 cells 147
XIAP +/+ > +/− HCT116 cells 148
XIAP +/− > −/− HCT116 cells 148
XIAP +/+ > +/− DLD-1 cells 148
XIAP +/− > −/− DLD-1 cells 148
Totals 234 6,305 0.0371

a−dAs defined in Table 53–1.
eMiscellaneous: For each study, the cell line in which the gene targeting was performed is indicated; (knockin) designates a study in which a subtle 

mutation was introduced into an exon as opposed to the complete ablation of the exon; (Promoterless) designates a gene targeting study in which the 
positive selection marker relied upon an endogenous promoter for expression; (±IScel) designates a study in which the gene targeting was carried out 
in the presence (+) and absence (−), respectively, of the endonuclease, I(ntron)-Saccharomyces cerevisiae I (I-Scel); (Retargeting) designates a study 
in which the gene targeting event occurred on a previously targeted allele; (±hTERT) designates a study in which the gene targeting was done in a cell 
line in the presence (+) and absence (−), respectively, of h(uman) telomeric reverse transcriptase (hTERT).

fEAH, Eric A. Hendrickson; BR, Brian Ruis; RF, Riaz Fattah; SO, Sehyun OH.
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vector becomes generally applicable, there will be few obstacles 
to targeting any gene of interest. Lastly, it should be noted that 
one obvious improvement might involve using rAAV methodol-
ogy with the NALM-6 cell line, which appears to be so profi cient 
in standard gene targeting. However, in our unpublished studies, 
rAAV seems to target no better in NALM-6 than in HCT116 cells 
(Table 53–4).125–148

CONCLUSIONS
In the 21 years that have elapsed since the first report of a 

gene-targeting study in human somatic cells,74 a total 46 endoge-
nous genes have been disrupted or modified. While modestly 
impressive in its own right, this number pales in comparison to 
the number of knockout mice strains that have been generated in 
the same time frame. Some of this difference is simply a refl ection 
of the choice of model systems and the biological questions being 
addressed. Thus, for example, questions of development cannot 
be addressed in somatic cells in culture. Some of the difference, 
however, has been due to the fact that carrying out knockouts in 
human cells in culture is inherently more difficult than in murine 
ES cell lines. All in all, a total of 704 correctly targeted events in 
human somatic cells have been recorded from 100,791 clones 
examined, for a less than robust 0.7% success rate. Importantly, 
however, the identification of new cell lines such as NALM-6 and, 
most importantly, the development of the novel rAAV technology 
portend great improvements in this success rate in the foreseeable 
future. Moreover, since the rAAV methodology is still relatively 
in its infancy, we can expect that modifications will be developed 
to improve this already promising technique. While it is unlikely 
that gene targeting in human somatic cells will ever be as facile 
as gene replacement in yeast, it is clear that powerful methodol-
ogy already exists to make such studies practical. Moreover, if the 
promise of the rAAV system comes to fruition, researchers 
working on human somatic cells in culture will have a powerful 
and facile weapon at their scientific disposal.
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ABSTRACT
Aneuploidy is a condition whereby the chromosome number 

of a cell or an organism is not an exact multiple of the haploid 
number for the species. It represents the most prevalent genetic 
abnormality of mankind and is associated with failed reproduc-
tion, mental and physical retardation, and cancer. Although 
research involving various organisms is providing information 
about the interactions between the biochemical pathways and the 
organelles responsible for chromosome segregation, we are still 
far removed from understanding the numerous potential mole-
cular mechanisms of aneuploidy, especially in mammalian germ 
cells. Furthermore, the mechanisms of aneuploidy need to be 
studied in both male and female germ cells because of the inherent 
differences between male and female gametogenesis. The mouse 
aneuploid models presented here include those relevant to unique 
human disorders (Down syndrome) and those involving knock-
down and knockout of genes needed for chromosome segregation. 
Also, models resulting from RNA interference technology and the 
exposure of cells to chemicals that specifically disrupt specifi c 
biochemical pathways or cellular organelles during gameto-
genesis are presented.

Key Words: Animal models, Aneuploidy, Female germ 
cells, Male germ cells, Molecular mechanisms.

SIGNIFICANCE OF ANEUPLOIDY FOR HUMAN 
HEALTH AND REPRODUCTION

Aneuploidy represents the greatest genetic affliction of humans. 
However, little is known about the causes and even less about the 
underlying molecular mechanisms of aneuploidy, especially in 
mammalian germ cells, where most aneuploidy is thought to arise. 
Human aneuploidy is linked with embryonic loss, mental and 
physical anomalies, and cancer. Approximately 10–30% of fertil-
ized human eggs,1 10% of all human conceptuses,2,3 50% of spon-
taneous abortuses,4,5 and 0.31% (204/64887) of human newborns6

have an abnormal number of chromosomes. Even though numer-
ous hypotheses have been proposed for the etiology of human 
aneuploidy, the only consistent findings are its positive correlation 

with maternal age4,7,8 and its more frequent occurrence during 
female meiosis I for certain chromosomes.9–12 Although the rela-
tionship between human aneuploidy and maternal age remains 
elusive, data suggest that such an association is linked to decreased 
frequencies of chiasmata formation,13 abnormally placed chias-
mata,14 progressive losses of cohesion proteins,15,16 and spindle 
checkpoint proteins.17–19 It is now generally accepted that both 
nondisjunction and premature centromere separation (PCS) rep-
resent major events leading to human germ cell aneuploidy,15,20,21

and that variation exists among chromosomes for the likelihood 
of missegregation.22,23 Due the multitude of potential mechanisms, 
it is not surprising that a unique precept about the etiology of 
aneuploidy remains elusive. Recent information about the molec-
ular mechanisms of chromosome segregation in various species 
is providing a foundation for research designed to investigate the 
causes and mechanisms of human aneuploidy.

While animal models for aneuploidy (e.g., trisomy models) 
have been useful for studying the consequences of aneuploidy, 
most animal models for the genesis of aneuploidy have not been 
specifi cally evaluated for their relevance to humans. Such com-
parisons are difficult because of ethical and sample size limita-
tions and the biological variability inherent among human gametes. 
Thus, animal models are the only approach to obtain fundamental 
information about potential genetic hazards when humans are 
exposed to certain chemicals and other aneuploidy-inducing 
agents. It is important not only to identify those agents that sig-
nifi cantly increase the incidence of aneuploidy in germ cells, but 
also to know if aneuploid germ cells are transmitted to progeny. 
However, the value of animal models goes far beyond the fact 
that they provide an experimentally malleable system for testing 
various agents. In fact, their greatest value to research on the etiol-
ogy of aneuploidy may lie in the numerous genetic models that 
are available. These models enable determination of the roles of 
specifi c molecules in processes of meiotic chromosome dynamics 
and chromosome segregation that lead to gametic aneuploidy.

Here we review first, the basic processes of meiosis that, when 
they go awry, can lead to gametic aneuploidy, second, a sampling 
of the wealth of genetic models available for dissecting processes 
of meiosis and the genesis of gametic aneuploidy, and fi nally, 
what we have learned from analysis of environmental agents that 
cause aneuploidy. Our focus is on the laboratory mouse.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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OVERVIEW OF MAMMALIAN GAMETOGENESIS

One interesting feature about human aneuploidy is its sexually 
dimorphic aspects, namely, it is highly correlated with maternal 
age and occurs more frequently in maternal meiosis for some 
chromosomes. Thus, much of the value of animal models lies in 
the exploitation of the sexual dimorphism of gametogenesis, 
which we highlight here in this overview of gametogenic pro-
cesses and mechanisms, the context in which the origins of aneu-
ploidy must be considered. Fundamental to the origins of 
aneuploidy is the process of meiosis. This specialized cell division 
process is defining of gametogenesis, as it occurs only in germ 
cells. In brief, the stages of meiosis include a premeiotic S-phase 
(often temporally longer than a mitotic S-phase), an extended 
prophase of meiosis I, during which chromosome pairing, synap-
sis, and recombination occur, and, finally, the two meiotic divi-
sions that establish germ cell haploidy. For convenience, the 
extended meiosis I prophase is described in substages: during 
leptonema, chromosomes condense and begin to pair; during 
zygonema, chromosomes are paired and their intimate synapsis is 
initiated; during the pachytene stage, synapsis is completed and 
recombination (crossing over) occurs; and during the diplotene 
stage, desynapsis occurs. The intimate chromosome synapsis 
required for recombination is mediated by the synaptonemal 
complex (SC). The crossovers, visually apparent as chiasmata, 
serve to ensure the stable bipolar orientation of homologous pairs 
of chromosomes, a prerequisite to their correct segregation during 
the division process. Thus, although the primary defect leading to 
gametic aneuploidy may lie in prophase events, the nondisjunc-
tion that gives rise to incorrect chromosome segregation occurs 
in the meiotic division phases. The first meiotic division is 
a reductional one in which the homologous chromosomes are 
segregated into daughter cells; during the second, equational, 
division, sister chromatids are separated.

OOGENESIS Mammalian meiosis begins in the fetal ovary 
and is later arrested postpartum at the diplotene (dictyate) stage 
of meiosis I. Unless oocytes undergo atresia, they remain in dip-
lotene until meiosis resumes in response to the luteinizing hormone 
(LH) surge prompting ovulation. Oocyte maturation (OM) is criti-
cal in setting up a correct meiotic division and encompasses the 
transition from diplotene to metaphase II (MII) and involves both 
nuclear and cytoplasmic remodeling.24–27 In most mammals, meta-
phase II (MII) oocytes are ovulated and primed for fertilization, 
which initiates anaphase II.

Although differences in the biochemical pathways of OM exist 
among marine invertebrates, amphibians, fish, and mammals, the 
initiation and orderly temporal sequence of events during OM are 
infl uenced by species-dependent protein modifications by kinases 
and phosphatases.28 In mammals, the intraoocyte titer of cyclic 
adenosine monophosphate (cAMP) plays a major role in initiating 
OM. Elevated levels of cAMP favor cAMP-dependent kinase 
activity and retention of oocytes in the diplotene stage of meiotic 
prophase. Conversely, low cAMP levels shift the equilibrium 
toward cAMP-dependent phosphatase activity, which is needed 
for activating maturation promoting factor (MPF).24–27,29,30 MPF is 
composed of a 34-kDa catalytic subunit (CDC2A, sometimes 
referred to as p34cdc2) that exhibits serine-threonine kinase activity 
and a 45-kDa cyclin B regulatory subunit (CCNB1). MPF is 
activated when CDC2A is dephosphorylated at the tyrosine 15 
residue and coupled with cyclin B1, whereas, it becomes deacti-

vated when tyrosine is phosphorylated.31–33 MPF activity oscil-
lates; it is highest during metaphase, but decreases at anaphase34,35

and following fertilization36–39 or parthenogenetic activation.38,39

Besides MPF, other kinases and phosphatases are also involved 
in the nuclear and cytoplasmic changes that occur during OM. 
Mitogen-activated protein kinases (MAPKs) are serine-threonine 
protein kinases that phosphorylate many of the same sites as 
active MPF.40,41 These kinases mediate intracellular signal trans-
mission in response to external stimuli, participate in assembling 
the first meiotic spindle, and prevent rodent oocytes from entering 
interphase during the interval between meiosis I and II.42,43 Unlike 
MPF, MAPK activity remains high throughout OM.

Another kinase that has important functions during OM is the 
Mos protooncogene product MOS. This serine-threonine kinase 
is detected throughout OM44–46 and exerts numerous species-
dependent functions during OM including activation of the MAPK 
pathway.47 MOS functions as a cytostatic factor by preventing 
premature exit from MII in mouse oocytes.48,49 Oocytes from Mos-
defi cient mice are capable of completing OM, but fail to arrest at 
MII and subsequently undergo spontaneous parthenogenetic acti-
vation.49–51 In addition to their roles during OM, the kinases MPF, 
MAPKs, and MOS also have important roles in the spindle assem-
bly checkpoint (SAC), anaphase-promoting complex (APC) 
activation, and initiating the metaphase–anaphase transition 
(MAT).40,47,52–54

Upon completing OM, mouse oocytes remain in MII for a 
limited time period until fertilization, spontaneous activation, or 
atresia. Fertilization or parthenogenesis leads to elevated intraoo-
cyte calcium levels that enable the formation of a calcium–
calmodulin complex and calcium-dependent protein kinase II 
activation.55 This kinase then initiates a cascade of kinase-
phosphatase reactions that ultimately leads to unique dephos-
phorylation events, proteolysis of specific proteins, and inactivation 
of MPF, MAPKs, and MOS.

Considering that the synchronous interaction between unique 
kinases and phosphatases with their target compounds is needed 
for the normal temporal progression of OM and the MAT, it 
seems reasonable to suspect that alteration of their normal activi-
ties may lead to downstream effects manifested by chromosome 
missegregation. Based on their antagonistic effects relative to the 
degree of tyrosine CDC2A phosphorylation,56 certain kinase and 
phosphatase inhibitors can alter the rate of OM and induce spindle 
abnormalities and aneuploidy in rodent oocytes. Okadaic acid 
(OA) specifically inhibits the protein phosphatases 1 (PPP1) and 
2A (PPP2A) that dephosphorylate serine and threonine resi-
dues.57,58 When mouse oocytes were treated with OA, MPF activa-
tion was inhibited59 and abnormalities involving spindle fi bers, 
multipolar spindles, kinetochores, and chromosome alignment 
were detected.60–62 Furthermore, elevated frequencies of PCS and 
aneuploidy were found in mouse oocytes exposed to OA.63 Some 
of the above observations may be related to the finding that OA 
treatment resulted in hyperphosphorylation of both microtubule-
organizing centers and microtubule-associated proteins (MAPs)59,60

and that hyperphosphorylated MAPs appear to have a reduced 
affi nity for microtubules.61

The kinase inhibitor 6-dimethylaminopurine (6-DMAP) can 
disrupt CDC2A kinase and MAPK activities and reversibly block 
mouse oocytes at various stages during OM.64–65 When mouse 
dictyate oocytes were exposed to 6-DMAP during in vitro culture, 
both protein phosphorylation and germinal vesicle breakdown 
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(GVBD) were inhibited, and when 6-DMAP was added after 
GVBD, first polar body formation was prevented.64 Other data 
showed that 6-DMAP inhibited protein phosphorylation in acti-
vated mouse MII oocytes, which resulted in the premature disap-
pearance of phosphorylated proteins and abnormalities involving 
polar body extrusion and pronuclei formation.65 A relevant point 
about either in vivo or in vitro oocyte aging is that the pattern of 
protein dephosphorylation events appears to be correlated with 
increased frequencies of spontaneous oocyte activation and 
PCS.15,66–71

SPERMATOGENESIS The tempo and timetable of sper-
matogenesis differ markedly from that of oogenesis. Germ cells 
in fetal rodent testes enter into a period of mitotic arrest until 
shortly after birth. During the same period, the germ cells, posi-
tioned in the center of the seminiferous tubules, initiate ameboid 
activity and move between the Sertoli cells to establish them-
selves on the basal lamina of the tubules, a niche favorable for 
stem cell activity.72 During the second week of life, large numbers 
of differentiated spermatogonia enter meiotic prophase, and by 
the end of the third week, the meiotic divisions occur and post-
meiotic spermatid differentiation, or spermiogenesis, is initiated. 
Thus, the first wave of spermatogenesis is more or less synchro-
nous, but subsequently, in adult life, these distinct processes of 
mitotic proliferation, meiosis, and spermiogenesis occur simulta-
neously in the testis and different generations of germ cells are 
present simultaneously. Because of the complexity of the adult 
testis, the first wave of spermatogenesis is frequently studied 
experimentally to determine temporal relationships and expres-
sion patterns, especially for meiotic events.

Unlike meiosis in the female germ cell, there is no meiotic 
arrest during spermatogenesis. After the extended prophase (more 
than a week long in mice), germ cells proceed through diplonema 
and the two meiotic divisions rapidly, in a period of 24  h or so. 
This rapid and uninterrupted timing has important consequences 
that may be informative about the relative incidence of gametic 
aneuploidy in males versus females. First, the recombination-
based crossovers, manifest in chiasmata, are not “old” at the time 
of the meiotic division. Similarly, other “binder” proteins, such 
as chromosomal cohesins, are relatively “new” in spermatocytes 
at the time of the meiotic divisions. Together or separately, these 
could contribute to greater fidelity of metaphase chromosome 
alignment and subsequent segregation in male gametogenesis. In 
contrast, in females, both chiasmata and binder proteins are estab-
lished during prophase, in fetal life, and thus they could be quite 
“old” at the time of the meiotic divisions, although nothing is 
known about the potential turnover and replacement of these 
proteins in oocytes.

Experimental analysis of chromosome segregation during 
male meiosis is hampered by the fact that very little is known 
about the regulation of the onset of the meiotic division phase in 
spermatocytes.73,74 Although oocytes spontaneously enter the 
meiotic division phase upon removal from the follicle, removal 
of mid-prophase spermatocytes from their surrounding Sertoli 
cells does not prompt the onset of the division phase. Thus, the 
signal for the onset of the division phase is likely to be a positive 
one, either autonomous to the germ cell or emanating from the 
Sertoli cells. Although genetic evidence is lacking, the G2/MI
transition, as the progress from late meiosis I prophase to the fi rst 
meiotic division is known, is likely to be mediated, as in oocytes, 
by the universal cell cycle regulator MPF.75 Experimentally, the 

G2/MI transition can be induced by treating pachytene spermato-
cytes with OA, but the exposed cells do not complete division, 
hampering analysis of chromosome segregation. Another experi-
mental approach to the analysis of MI chromosome segregation 
is the injection of pachytene spermatocytes into oocytes, but in 
this case, chromosome segregation is not normal,76 thus perhaps 
providing a model system for analysis of the genesis of gametic 
aneuploidy.

GENETIC MODELS FOR ANEUPLOIDY
The quintessential value of the mouse for the study of aneu-

ploidy is the plethora of genetic models available. These include 
models of aneuploidy (e.g., mouse models for Down syndrome) 
for analysis of the consequences of aneuploidy, as well as single 
gene mutations that can be used to decipher the intricacies of 
chromosome segregation, contributing to the analysis of causes 
and mechanisms of aneuploidy. Prior to the development of such 
mutant gene models (mostly by genetic knockout technologies), 
studies on aneuploidy had been limited to various chemicals, 
mainly those that damage microtubules, that induce aneuploidy 
in mammalian germ cells,77–79 which can be transmitted to 
progeny.23,80–82 These studies are useful (and are covered in the 
section on Environmentally Induced Aneuploidy in Germ Cells), 
but lack the precision and power of genetic models. Gene knock-
out and knockdown models, RNA interference technology, and 
mutant genetic strains are now being employed for studying aneu-
ploidy as summarized below. It should be noted that the gene 
models represent a selective list (Table 54–1) of those proving 
most useful for analysis of the genesis of aneuploidy, and also, 
almost by definition, involve only one event in a complex, and 
yet not completely understood, series of biochemical reactions 
and cellular organelles that orchestrate chromosome segregation. 
Most of these models directly relate to aneuploidy, but some 
involve events that predispose cells to aneuploidy. Importantly, 
the full potential of these models has not yet been realized; for 
example, they may provide “sensitized” models for testing of 
potential environmental disruptors of meiotic chromosome 
segregation.

Note: In the section below and in Table 54–1, standard gene 
and protein nomenclature, approved by international commissions 
on nomenclature, is used.

GENETIC MODELS FOR ANEUPLOID CONDITIONS
The most studied human autosomal aneuploidy is trisomy 21 
(Ts21) or Down syndrome. Several mouse models for Ts21 have 
become available.83–88 The Ts(1716)65Dn, commonly known as 
Ts65Dn, mouse shows many features characteristic of Down syn-
drome85,89 and has been particularly informative for teasing apart 
gene–phenotype relationships for the relevant chromosomal 
regions in attempts to understand the complexity of Down syn-
drome manifest in humans. In addition to these models for auto-
somal aneuploidy, models for sex chromosome aneuploidy have 
also been exploited to determine the consequences for physiology 
and meiotic pairing of extra (or deficient) sex chromosomes.90–92

ANEUPLOIDY IN MODELS FOR EVENTS OF CHROMO-
SOME PAIRING,SYNAPSIS,ANDRECOMBINATION Chro-
mosome pairing is mediated by cohesins, proteins that promote 
sister-chromatid cohesion, and by proteins of the SC. The synap-
tonemal complex protein 3, SYCP3 (encoded by the Sycp3 gene 
in mice and by the SYCP3 gene in humans), is a meiosis-specifi c 
structural protein needed for chromosomal structural integrity, 
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chiasmata formation, and chromosome synapsis. Expression of 
SYCP3 protein is restricted to meiotic prophase I and disappears 
during diakinesis in mouse oocytes.93 In meiotic prophase chro-
mosome preparations, SYCP3 is found in the SC during meiotic 
prophase,94 where it colocalizes with the RAD21 (also known as 
SCC1) cohesin subunit.95 In meiosis division-phase spermato-
cytes, SYCP3 localizes to the centromeres by metaphase I and 
subsequently disappears by telophase I.95 Spermatocytes in homo-
zygous Sycp3−/− male mice exhibit synaptic failure and meiotic 
arrest during zygotene, and the male mice are infertile.96 The 
females, however, are not infertile and oocytes from Sycp3−/−

females display incomplete synapsis and alignment of homologs 
during pachytene and abnormal position and reduced frequency 
of chiasmata; chromosomes are found as univalents in oocytes 
and aneuploid zygotes are produced,97 apparently by oocytes that 
evade checkpoint control.98 This sexually dimorphic phenotype is 
not clear; it may in some way reflect the fact that SC proteins 
remain associated with centromeres until meiotic division phase 
in males, whereas they disappear prior to this in females.93

The “structural maintenance of chromosomes” (SMC) family 
of proteins includes both cohesins and condensins. SMC1B (also 
known as SMC1 beta, encoded by the mouse Smc1b gene) is a 
meiosis-specifi c isoform of a cohesin subunit.99 Genetic knockout 
analysis reveals that SMC1B has a role in preserving chiasmata 
and maintaining chromosome cohesion until anaphase.100,101

Smc1b-defi cient mice also display sexual dimorphism; spermato-
cytes arrest during meiotic prophase, whereas oocytes progress to 
MII.93,100 The pachytene arrest noted in males was attributed to 
incomplete synapsis of homologs. In oocytes, reduced recombina-
tion and premature loss of sister chromatid cohesion during 
meiotic prophase I suggest that SMC1B helps stabilize chiasmata 
until anaphase, and, interestingly, this may be a factor in the age-
related increase in oocyte aneuploidy.101

The MLH1 DNA mismatch repair protein promotes meiotic 
recombination in yeast.102 Mouse genetic models are available, as 
the mouse Mlh1 gene has been knocked out.103,104 In spermato-
cytes of Mlh1-null mice, chromosome pairs fall apart, presenting 
as univalents at metaphase I,103 the condensed univalents do not 
assemble onto the spindle apparatus, and spermatocytes die, 
perhaps in response to a recombination or chiasmata checkpoint.105

This was also found to be the case for female mutants,106 where 
there is failure to exclude the second polar body and zygotic 
death.104 These observations suggest that the MLH1 protein is 
essential for the maintenance of chiasmata. In a robust validation 
of the utility of such models for basic insights, it was subsequently 
found that MLH1 localizes to sites of crossing over that become 
the chiasmata.107 Likewise, deficiency for the related MLH3 
mismatch repair protein causes meiotic arrest and aneuploidy 
phenotypes.108

Other chromosomal proteins have also been found to play a 
role in chromosome dynamics that lead to correct meiotic chro-
mosome segregation. ATRX (α-thalassemia/mental retardation 
syndrome X-linked homolog) is a centromeric-binding protein of 
the SNF2 family of helicase-ATPases. When ATRX activity was 
inhibited by antibody microinjection or RNA interference in 
mouse oocytes, chromosome alignment was disrupted during 
metaphase II.109 TOP3B (DNA topoisomerase III beta) is a type 
IA DNA topoisomerase.110 Targeted disruption of the Top3b gene 
in mice causes a homozygous phenotype of infertility with a high 
incidence of aneuploidy in male germ cells.111 Topoisomerases 
are required for meiotic chromosome condensation and division 
in yeast and mammals,112 but much remains to be learned about 
their precise role.

ANEUPLOIDY IN MODELS FOR CHECKPOINTS THAT
MONITOR GENETIC INTEGRITY BUB1B (also known as 
BUB1R) comprises one of several spindle checkpoint proteins.113

Table 54–1
Mammalian genetic models for chromosome missegregation

Gene Cell type Cytogenetic event Reference

Sycp3a Mouse oocyte Aneuploidy  97
Smc1bb Mouse oocyte Univalents, single chromatids 101
Smc1bb Mouse oocyte Abnormal homolog synapsis, premature chromatid separation 100
Smc1bb Mouse spermatocyte Meiotic arrest 100
Bub1bc Mouse fi broblasts Aneuploidy 114
Mad2l1d Mouse blastocyst Chromosome missegregation 115
Mad2l1d Human/mouse somatic cells Premature chromatid separation 116
Mad2l1d Mouse oocyte Aneuploidy  19
Atrxe Mouse oocyte Abnormal chromosome alignment 109
Top3bf Mouse spermatocytes Aneuploidy 111
Mei1g Mouse spermatocytes Abnormal homolog synapsis 117
Mei1g Mouse oocytes Homolog asynapsis, abnormal chromosome alignment 117
Mlh1h Mouse oocytes Abnormal homolog synapsis 103, 104, 106
PL/J mice Mouse spermatocytes Homolog asynapsis, aneuploidy 119

aSynaptonemal complex protein.
bStructural maintenance of chromosomes protein.
cBubR1 spindle checkpoint protein.
dMad2 spindle checkpoint protein.
eCentromeric binding protein.
rEncodes DNA topoisomerase IIIb.
tMeiosis defective 1.
hDNA mismatch repair protein.



CHAPTER 54  /  INVESTIGATING THE CAUSES AND MECHANISMS OF MAMMALIAN GERM CELL ANEUPLOIDY 531

Generation of Bub1b mutant mice resulted from a gene-targeting 
strategy creating a hypomorphic allele in mice embryonic stem 
cells.114 Progressive reduction of BUB1B expression in mouse 
embryonic fibroblasts, spermatocytes, and oocytes resulted in 
aneuploidy. Also, a correlation between chronological aging of 
wild-type mice with diminished expression of BUB1B in somatic 
and germinal cells was noted. This relationship suggested a role 
for spindle checkpoint protein activity and the maternal age effect 
of aneuploidy.114

Another spindle checkpoint protein well studied in yeast is 
MAD2, known in the mouse as MAD2L1. Morpholino-based 
gene silencing of Mad2l1 transcripts in mouse oocytes during 
meiosis I resulted in premature proteolysis of both cyclin B and 
securin, attenuating meiosis I and causing an elevated incidence 
of aneuploidy. Conversely, overexpression of a human MAD2L1-
GFP construct in oocytes led to homolog nondisjunction.19 Insuf-
fi ciency of MAD2  L in mouse,115 as well as partial knockout of 
Mad2l1 in human and mouse mitotic cells,116 has been shown to 
result in an accelerated rate of meiosis, PCS, and aneuploidy. 
Additional data from real-time polymerase chain reaction (PCR) 
experiments have demonstrated that MAD2L1 transcripts in 
human oocytes decrease as a function of maternal age17 as well 
as postovulatory age in mouse oocytes.18 Together, these data 
indicate an important role for MAD2L1, a spindle checkpoint, in 
monitoring chromosome segregation.

OTHER GENETIC MODELS OF GAMETIC ANEUPLOI-
DY Meiosis-defective 1 (Mei1−/−) mice were derived from 
chemically mutagenized embryonic stem cells.117 The Mei1 gene 
encodes a protein, MEI1, of unknown function.118 Spermatocytes 
from homozygous Mei1−/− mice exhibited zygotene arrest with 
abnormal synapsis of homologs; but some oocytes progressed to 
metaphase I and displayed asynapsis and abnormal chromosome 
alignment.117 Thus, when revealed, the function of the MEI1 
protein may shed light on processes involved in setting up accu-
rate meiotic chromosome segregation.

Males of the PL/J mouse strain are characterized by a high 
frequency of morphologically abnormal sperm, an elevated fre-
quency of aneuploid sperm, as well as spermatocytes exhibiting 
chromosome asynapsis and other meiotic prophase abnormali-
ties.119 Genetic analysis revealed that these features are complex 
traits, and thus far the underlying genes have not yet been identi-
fi ed.119 Also, senescence-accelerated mice (SAM) exhibit age-
related defects in chromosome alignment during oocyte meiosis 
I and II.120 This phenotype is reminiscent of that of the Smc1b-null
mice, and it was speculated that cohesion defects in aged mice 
may be associated with misalignment and PCS.

ENVIRONMENTALLY INDUCED ANEUPLOIDY IN 
GERM CELLS

As mentioned previously, many studies have shown that 
various chemicals, mainly those that damage microtubules, can 
induce aneuploidy in mammalian germ cells.77–79 Moreover, 
several studies have demonstrated that aneuploid germ cells can 
be transmitted to progeny.23,80–82

Animal models for aneuploidy have not been specifically eval-
uated for their relevance to human aneuploidy. Such comparisons 
are not possible due to ethical and sample size limitations plus the 
biological variability inherent among human oocytes. Because of 
this, animal models are the only experimental approach to obtain 
information about potential genetic hazards when humans are 
exposed to certain chemicals and other aneuploidy-inducing 
agents. As mentioned earlier, it is not only important to identify 
those agents that can significantly increase the incidence of aneu-
ploidy in germ cells, but also to know if such aneuploid germ cells 
can be transmitted to offspring. Several relevant agents are 
described below and in Table 54–2.

FEMALE GERM CELLS Several review papers list com-
pounds (aneugens) reported to induce aneuploidy in mammalian 
female germ cells.23,78,79,121,122 Most of the chemicals reported in 
the earlier reviews dealt with spindle poisons such as colchicine, 
vinblastine sulfate, and benomyl, whereas, more recent articles 
have involved compounds that inhibit unique biochemical63,123 or 
cellular organelle activities.22,109 Thus, it is well-recognized that 
various types of compounds are capable of inducing aneuploidy 
in dividing cells. Based on the numerous unique cellular and bio-
chemical reactions involved with chromosome segregation, the 
list of aneugens can be expected to increase. For example, it has 
recently been shown that exposure to bisphenol A can increase 
meiotic nondisjunction in mouse oocytes.124 Furthermore, envi-
ronmental agents can be expected to act not only on individual 
gametes, but also on the conceptus produced by their union. For 
example, conditions associated with fertilization in vitro may 
increase mitotic nondisjunction in early cleavage,125 and the 
mouse is an excellent model for study of this phenomenon. 
Although identification of aneugens has merit, it is also of impor-
tance to describe their mode of action. Agents may act proximally, 
on mediators of cell division, but may also act distally and 
upstream, perhaps on endocrine receptors, to create a “suscepti-
ble” cellular environment. Thus, for each cell type, the molecular 
mechanisms of normal chromosome segregation need to be known 
as well as the effects of a particular perturbation during the chain 
of events comprising mitosis and meiosis. How such information 

Table 54–2
Environmental agents affecting mammalian germ cell chromosome segregation

Agent Cell type Cytogenetic event Reference

MG132a Mouse oocytes Meiotic arrest, aneuploidy, premature chromatid separation 167
Vanadateb Mouse somatic cells Aneuploidy, premature chromatid separation 168

Mouse oocytes Premature anaphase
Okadaic acidc Mouse oocytes Aneuploidy, premature chromatid separation  63
Monastrold Mouse oocytes Aneuploidy, premature chromatid separation 124

aProteasome inhibitor.
bTyrosine phosphatase inhibitor.
cProtein phosphatase 1 and 2A inhibitor.
dKinesin EG5 inhibitor.
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can be utilized for reducing the incidence of human aneuploidy 
still remains the ultimate task.

MALE GERM CELLS Experimental analysis of the effect of 
environmental agents on genesis of germ cell aneuploidy is facili-
tated in the male by the relative accessibility of the critical germ cell 
stages. Two primary germ cell stages are used for analysis of envi-
ronmental agent effects directly on male germ cells: primary sper-
matocytes, for assessment of impairment of the SC and/or pairing 
and recombination, and sperm, for assessment of effects on chro-
mosome segregation. In spite of the availability of these germ cell 
stages, the effect of environmental agents on transmissible aneu-
ploidy can be detected only at the level of the zygote or offspring.

A number of agents can affect the synaptonemal complex 
structure of mouse spermatocytes, introducing breaks or discon-
tinuities, which are detected after silver staining or with immuno-
fl uorescent labeling of surface-spread chromatin. These include 
colchicine,126,127 cyclophosphamide,128,129 and etoposide. The latter 
is the most thoroughly studied agent with respect to both the full 
spectrum of effects and species, and is an excellent example of 
the power of combined genetic, cellular, and cytogenetic analyses. 
First found in 1998 to produce peak mutagenicity in primary 
spermatocytes of the mouse,130 etoposide was subsequently found 
to reduce crossing over131 and to produce heritable chromosome 
abnormalities and aneuploidy.132,133 Together, these studies illus-
trate the spectrum of techniques that can be brought to bear on an 
analysis of germ cell effects of environmental agents. The fi rst 
discovery of germ cell stage sensitivity came from analysis of the 
mutagenicity of etoposide in a genetic-specific locus test,134

relying on detection of specific mutations in offspring. This was 
followed by careful analysis of SC and chromosome morphology 
in surface spread chromatin coupled with genetic recombination 
analysis (of offspring) to show abnormalities in meiotic protein 
localization and reduced recombination.131 The discovery that eto-
poside causes nondisjunction and gametic aneuploidy required 
scoring of offspring and, especially, the use of sperm FISH. This 
technique, involving hybridization of chromosome-specific probes 
to denatured sperm DNA in situ,135 is among the most useful for 
direct determination of gametic aneuploidy. FISH analysis of 
sperm from etoposide-treated mice revealed increases in aneu-
ploid sperm.133,136,137 Interestingly, FISH data on sperm from 
treated human males (undergoing chemotherapy) also revealed an 
increase in the frequency of aneuploid sperm.138 Etoposide and 
diazepam139 are the only chemicals known for which both mouse 
and human sperm aneuploidy data are available. Even with the 
knowledge that sperm are aneuploid, transmissible aneuploidy 
can be detected only by examination of offspring, which has been 
a limiting factor in these studies. However, the technique of 
PAINT/DAPI has facilitated rapid and accurate scoring of chro-
mosomes in zygotic first-cleavage metaphase140; application of 
this to studies of environmental agents could provide new 
insights.141 Nonetheless, although these studies highlight the 
potential utility of rodent models for environmental induction of 
gametic aneuploidy, we still do not know the exact mechanism(s) 
by which etoposide or other environmental agents act in promot-
ing nondisjunction and heritable gametic aneuploidy.

ETIOLOGY OF ANEUPLOIDY
Although the incidence of aneuploidy has not been routinely 

studied in mammals other than humans and rodents, the available 
data show that it occurs more frequently in humans than in rodents, 

and more frequently in females than in males. Is there a unique 
aspect of human female reproduction that renders it more vulner-
able to chromosome missegregation? One feature is the absence 
of a defined estrus period during the menstrual/estrous cycle. 
Most domestic mammals ovulate during or shortly after the estrus 
period of their estrous cycle in order to ensure that freshly ovu-
lated oocytes are fertilized.142 Since this situation does not occur 
in humans, the possibility exists that fertilization of postovulatory 
aged oocytes might occur. Indeed, it has been proposed that 
fertilization of postovulatory aged oocytes may contribute to 
the higher incidence of aneuploidy in humans relative to other 
species.6,143–147 Furthermore, two epidemiological studies offered 
support for an association between fertilization of aged human 
oocytes and early embryonic failure148 and trisomic offspring.143

Postovulatory and in vitro oocyte aging involves a progressive, 
functional deterioration of the biochemical and cellular organelles 
essential for accurate chromosome segregation, normal fertiliza-
tion, and embryonic development.120,148 During this aging process, 
a narrow window of time exists for the optimal expression of 
gamete physiology. The fertilizable life span of mammalian 
oocytes ranges from 12 to 24  h and only 6 to 8  h in mares.142

Although the fertilizable mean life span for both induced and 
naturally ovulated mouse oocytes is approximately 15  h postovu-
lation, their optimal time for fertilization ranges from 4 to 6  h 
postovulation.149–151 After this period, time-dependent intraoocyte 
changes take place among certain cellular organelles and bio-
chemical profiles that can lead to apoptosis.152–155

In addition to postovulatory aging, other hypotheses include 
reduced and abnormally positioned chiasmata,13,14 biological 
aging that is associated with reduced oocyte pools and reproduc-
tive hormones as maternal age increases,156 compromised gonadal 
environment,91,157 and premature centromere separation.15,16,20

Recent data suggest that maternal age is positively correlated with 
progressive deterioration of cohesion between bivalents,21,97 pro-
gressive loss of cohesion proteins,95,101 and spindle checkpoint 
proteins.17 Experimental data have shown that chronological aging 
of female mice deficient for the SMC1B chiasmata-binding 
protein led to deterioration of both chiasmata and arm cohesion 
as well as elevated levels of univalents and single chromatids in 
oocytes.101 Recognizing that many of the reported aneuploid 
hypotheses are not necessarily mutually exclusive, it now appears 
that both preovulatory (maternal aging) and postovulatory-related 
alterations in the biochemical pathway regulating chromosome 
segregation can predispose oocytes to aneuploidy. Furthermore, 
these same cellular features governing chromosome segregation 
may also contribute to male gametic aneuploidy. Considering the 
numerous intracellular biochemical and organelle changes that 
can alter normal chromosome segregation, it seems reasonable to 
state that various molecular approaches will be needed to better 
understand the intricate details of aneuploidy.

FUTURE DIRECTIONS AND CONCLUSIONS
Since many potential mechanisms may lead to aneuploidy, 

specifi c investigations into the molecular mechanisms of aneu-
ploidy that alter one event, or even several events, of the chromo-
some segregation pathway represent only a small component of 
the overall format underlying chromosome segregation. It has 
been estimated that approximately 500 yeast genes directly 
or indirectly control chromosome segregation.158 Accurate 
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chromosome segregation requires the temporally coordinated 
interaction among unique biochemical and cellular organelles. 
Some of these events include protein kinases and phosphatases, 
topoisomerases, microtubule kinetics, kinetochores and their pro-
teins, centrosomes, motor proteins, passenger proteins, spindle 
checkpoint proteins, anaphase promoting complex, proteasomes, 
and securin, cohesin, and separin proteins. Abnormalities involv-
ing microtubule capture by kinetochores, removal of catenations 
between sister chromatids, chromosome condensation and biori-
entation, kinetochore–microtubule tension, and the spindle check-
point have the potential for predisposing cells to aneuploidy.

Technologies such as DNA microarrays159 and RNA-mediated 
interference of genes and protein kinases involved with cell cycle 
progression160,161 offer avenues for deciphering cell cycle progres-
sion and chromosome segregation pathways. RNAi silencing and 
gene knockdown technologies have been used to alter the expres-
sion of the MAD2L1 protein in mouse oocytes19,162 and BUB1B 
protein in mouse germ and somatic cells.114 Reduced expression 
of these SAC proteins was associated with aneuploidy. Addition-
ally, large-scale knockout strategies for genes upregulated during 
yeast meiosis found that deletion of specific genes required for 
maintaining centromeric cohesion during anaphase I resulted in 
chromosome missegregation.163,164 Furthermore, data derived 
from genomic and proteomic analyses are expected to provide 
clues about the fundamental processes associated with cell divi-
sion. Gene expression analyses of cancer cells showed that a 
subset of genes is universally activated in most cancers,165 and 
that overexpression of cell division regulatory genes was linked 
with chromosome aberrations and neoplastic progression.166 Con-
tinued research involving the chronological sequence of molecu-
lar events comprising chromosome segregation during mitosis 
and meiosis coupled with cytogenetic analyses is required 
to further our knowledge about the origin of gametic 
aneuploidy.167,168

ACKNOWLEDGMENTS
We are indebted to Alicia Valenzuela and Drs. Muriel 

Davisson and Fengyun Sun for helpful comments on the manu-
script. M.A.H.’s contributions to this article were supported by a 
grant from the NIH, HD48998.

REFERENCES
1. Hassold T, Hunt PA. To err (meiotically) is human: The genesis of 

human aneuploidy. Nat Rev Genet 2001;2:280–291.
2. Ford JH. Nondisjunction. In: Burgio GR, Fraccaro M, Tiepolo L, 

Wolf U, Eds. Trisomy 21. Berlin: Springer-Verlag,1981:103–143.
3. Hansmann I. Factors and mechanisms involved in nondisjunction 

and X-chromosome loss. In: Sandberg AA, Ed. Cytogenetics of
the Mammalian X Chromosome, Part A: Progress and Topics in
Cytogenetics, Vol. 3A. New York: Alan R. Liss, 1983:131–170.

4. Bond DJ, Chandley AC. Aneuploidy. Oxford Monographs on 
Medical Genetics, No. 11. Oxford, UK: Oxford University Press, 
1983.

5. Hook EB. The impact of aneuploidy upon public health: Mortality 
and morbidity associated with human chromosome abnormalities. 
In: Dellarco VL, Voytek PE, Hollaender A, Eds. Aneuploidy: Etiol-
ogy and Mechanisms. New York: Plenum Press, 1985:7–33.

6. Hecht F, Hecht BK. Aneuploidy in humans: Dimensions, demo-
graphy, and dangers of abnormal numbers of chromosomes. In: 
Vig BK, Sandberg AA, Eds. Aneuploidy, Part A: Incidence and
Etiology. New York: Alan R. Liss, 1987:9–49.

7. Hook EB. Maternal age, paternal age, and human chromosome 
abnormality: Nature, magnitude, etiology, and mechanisms of 

effects. In: Dellarco VL, Voytek PE, Hollaender A, Eds. Aneu-
ploidy: Etiology and Mechanisms. New York: Plenum Press, 1985:
117–132.

8. Chandley AC. Aneuploidy: An overview. In: Vig BK, Sandberg 
AA, Eds. Aneuploidy: Part A: Incidence and Etiology. New York: 
Alan R. Liss, 1987:1–8.

9. Lamson SH, Hook EB. A simple function for maternal age-specifi c 
rates of Down syndrome in the 20-to-48 year age range and its 
biological implications. Am J Hum Genet 1980;32:743–753.

10. Hassold T, Chiu D, Yamane JA. Parental origin of autosomal 
trisomies. Ann Hum Genet 1984;48:129–144.

11. Hassold TJ. The origin of aneuploidy in humans. In: Dellarco VL, 
Voytek PE, Hollaender A, Eds. Aneuploidy: Etiology and
Mechanisms. New York: Plenum Press, 1985:103–115.

12. Nicolaidis P, Petersen MB. Origin and mechanisms of non-
disjunction in human autosomal trisomies. Hum Reprod 1998;13:
313–319.

13. Henderson SA, Edwards RG. Chiasma frequency and maternal age 
in mammals. Nature 1968;218:22–28.

14. Lamb NE, Freeman SB, Savage-Austin A, Pettay D, Taft L, Hershey 
J, Gu YC, Shen J, Saker D, May KM, Avramopoulos D, Petersen 
MB, Hallberg A, Mikkelsen M, Hassold TJ, Sherman SL. Suscep-
tible chiasmate configurations of chromosome 21 predispose to 
non-disjunction in both maternal meiosis I and meiosis II. Nat
Genet 1996;14:400–405.

15. Angell RR, Xian J, Keith J, Ledger W, Baird DT. First meiotic 
division abnormalities in human oocytes: Mechanism of trisomy 
formation. Cytogenet Cell Genet 1994;65:194–202.

16. Angell RR. First-meiotic division nondisjunction in human oocytes. 
Am J Hum Genet 1997;61:23–32.

17. Steuerwald N, Cohen J, Herrera RJ, Sandalinas M, Brenner CA. 
Association between spindle assembly checkpoint expression and 
maternal age in human oocytes. Mol Hum Reprod 2001;7:49–55.

18. Steuerwald N, Steuerwald MD, Mailhes JB. Postovulatory aging of 
mouse oocytes leads to decreased MAD2 transcripts and increased 
frequencies of premature centromere separation and anaphase. Mol
Hum Reprod 2005;11:623–630.

19. Homer HA, Mcdougall A, Levasseur M, Yallop K, Murdoch AP, 
Herbert M. Mad2 prevents aneuploidy and premature proteolysis of 
cyclin B and securin during meiosis I in mouse oocytes. Genes Dev
2005;19:202–207.

20. Angell RR. Predivision in human oocytes at meiosis I: A mecha-
nism for trisomy formation in man. Hum Genet 1991;86:383–387.

21. Wolstenholme J, Angell RR. Maternal age and trisomy–a unifying 
mechanism of formation. Chromosoma 2000;109:435–438.

22. Sun FY, Schmid TE, Schmid E, Baumgartner A, Adler I-D. Tri-
chlorfon induces spindle disturbances in V79 cells and aneuploidy 
in male mouse germ cells. Mutagenesis 2000;15:17–24.

23. Eichenlaub-Ritter U. Aneuploidy in aging oocytes and after toxic 
insult. In: Trounson A, Gosden RG, Eds. Biology and Pathology
of the Oocyte; Its Role in Fertility and Reproductive Medicine.
Cambridge, UK: Cambridge University Press, 2003:220–257.

24. Dekel N. Regulation of oocyte maturation: The role of cAMP. Ann
NY Acad Sci 1988;541:211–216.

25. Schultz RM, Montgomery RR, Belanoff JR. Regulation of mouse 
oocyte maturation: Implication of a decrease in oocyte cAMP and 
protein dephosphorylation in commitment to resume meiosis. Dev
Biol 1983;797:264–273.

26. Schultz RM. Regulatory functions of protein phosphorylation 
in meiotic maturation of mouse oocytes in vitro. In: Haseltine FP, 
First NL, Eds. Meiotic Inhibition: Molecular Control of Meiosis.
New York: Alan R. Liss, 1988:137–151.

27. Racowsky C. Somatic control of meiotic status in mammalian 
oocytes. In: Haseltine FP, Heyner S. Eds. Meiosis II, Contemporary
Approaches to the Study of Meiosis. Washington, DC: American 
Association for the Advancement of Science Press, 1993:107–
116.

28. Yamasita M, Mita K, Yoshida N, Kondo T. Molecular mechanisms 
of the initiation of oocyte maturation: General and species-specifi c 
aspects. Prog Cell Cycle Res 2000;4:115–129.



534 SECTION V  /  MODELS OF BEHAVIOR

29. Boernslaeger EA, Mattei P, Schultz RM. Involvement of cAMP-
dependent protein kinase and protein phosphorylation in regulation 
of mouse oocyte maturation. Dev Biol 1986;114:453–462.

30. Downs SM, Daniel SAJ, Bornslaeger EA, Hoppe PC, Eppig JJ. 
Maintenance of meiotic arrest in mouse oocytes by purines: Modu-
lation of cAMP levels and cAMP phosphodiesterase activity. 
Gamete Res 1989;23:323–334.

31. Dunphy WG, Kumagai A. The cdc25 protein contains an intrinsic 
phosphatase activity. Cell 1991;67:189–196.

32. Gautier J, Solomon MJ, Booher RN, Bazan JF, Kirschner ME. 
cdc25 is a specific tyrosine phosphatase that directly activates 
p34cdc2. Cell 1991;67:197–211.

33. Strausfeld U, Labbe JC, Fesquet D, Cavadore JC, Picard A, Sadhu 
K, Russell P, Doree M. Dephosphorylation and activation of a 
p34cdc2/cyclin B complex in vitro by human CDC25 protein. Nature
1991;351:242–245.

34. Arion D, Meifer L, Brizuela L, Beach D. cdc2 is a component of 
the M phase-specific histone H1 kinase: Evidence for identity with 
MPF. Cell 1988;55:371–378.

35. Draetta G, Beach D. Activation of cdc2 protein kinase during 
mitosis in human cells: Cell cycle dependent phosphorylation and 
subunit rearrangement. Cell 1988;54:17–26.

36. Choi T, Aoki F, Mori M, Yamashita M, Nagahama Y, Kohmoto K. 
Activation of p34cdc2 protein kinase activity in meiotic and mitotic 
cell cycles in mouse oocytes and embryos. Development 1991;
113:789–795.

37. Fulka J Jr, Jung T, Moor RM. The fall of biological maturation 
promoting factor (MPF) and histone H1 kinase activity during 
anaphase and telophase in mouse oocytes. Mol Reprod Dev
1992;32:378–382.

38. Collas P, Sullivan EJ, Barnes FL. Histone H1 kinase activity in 
bovine oocytes following calcium stimulation. Mol Reprod Dev
1993;34:224–231.

39. Kikuchi K, Izaike Y, Noguchi J, Furukawa T, Daen FP, Naito K, 
Toyoda Y. Decrease of histone H1 kinase activity in relation to 
parthenogenetic activation of pig follicular oocytes matured and 
aged in vitro. J Reprod Fertil 1995;105:325–330.

40. Murray AW. MAP kinases in meiosis. Cell 1998;92:157–159.
41. Takenaka K, Moriguchi T, Nishida E. Activation of the protein 

kinase p38 in the spindle assembly checkpoint and mitotic arrest. 
Science 1998;280:599–602.

42. Sobajima T, Aoki F, Kohomoto K. Activation of mitogen-activated 
protein kinase during meiotic maturation in mouse oocytes. J
Reprod Fertil 1993;97:389–394.

43. Verlhac MH, Kubiak JZ, Clarke HJ, Maro BH. Microtubule and 
chromatin behavior follow MAP kinase activity but not MPF 
activity during meiosis in mouse oocytes. Development 1994;120:
1017–1025.

44. Paules RS, Buccione R, Moschel RC, Vande Woude GF, Eppig JJ. 
Mouse mos protooncogene product is present and functions during 
oogenesis. Proc Natl Acad Sci USA 1989;86:5395–5399.

45. Sagata N. What does Mos do in oocytes and somatic cells? 
BioEssays 1997;19:13–21.

46. Singh B, Arlinghaus RB. Mos and the cell cycle. Prog Cell Cycle
Res 1997;3:251–259.

47. Dekel N. Protein phosphorylation-dephosphorylation in the meiotic 
cell cycle of mammalian oocytes. Rev Reprod 1996;1:82–88.

48. Sagata N. Meiotic metaphase arrest in animal oocytes: Its mecha-
nisms and biological signifi cance. Trends Cell Biol 1996;6:
22–28.

49. Hashimoto N. Role of c-mos proto-oncogene product in the regula-
tion of mouse oocyte maturation. Horm Res 1996;46:11–14.

50. Colledge WH, Carlton MBL, Udy GB, Evans MJ. Disruption of 
c-mos causes parthenogenetic development of unfertilized mouse 
eggs. Nature 1994;370:65–68.

51. Hashimoto N, Watanabe N, Furuta Y, Tamemoto H, Sagata N, 
Yokoyama M, Okazaki K, Nagayoshi M, Takeda N, Ikawa Y, et al.
Parthenogenetic activation of oocytes in c-mos deficient mice. 
Nature 1994;370:68–71.

52. Hyman AA, Mitchison TJ. Two different microtubule-based motor 
activities with opposite polarities in kinetochores. Nature 1991;351:
206–211.

53. Karsenti E. Mitotic spindle morphogenesis in animal cells. Semin
Cell Biol 1991;4:251–260.

54. Dorée M, Le Peuch C, Morin N. Onset of chromosome segregation 
at the metaphase to anaphase transition of the cell cycle. Prog Cell
Cycle Res 1995;1:309–318.

55. Santella L. The role of calcium in the cell cycle: Facts and 
hypotheses. Biochem Biophys Res Commun 1998;244:317–324.

56. Jesus C, Rime H, Haccard O, Van Lint J, Goris J, Merlevede W, 
Ozon R. Tyrosine phosphorylation of p34cdc2 and p42 during meiotic 
maturation of Xenopus oocyte: Antagonistic action of okadaic acid 
and 6-DMAP. Development 1991;111:813–820.

57. Cohen P, Holmes CF, Tsukitani Y. Okadaic acid: A new probe for 
the study of cellular regulation. Trends Biochem Sci 1990;15:
98–102.

58. Schönthal S. Okadaic acid—a valuable new tool for the study of 
signal transduction and cell cycle regulation? New Biol 1992;4:16–
21.

59. Schwartz DA, Schultz RM. Stimulatory effect of okadaic acid, an 
inhibitor of protein phosphorylation in mouse oocytes and one-cell 
zygotes. Dev Biol 1991;145:119–127.

60. Vandre DD, Willis VL. Inhibition of mitosis by okadaic acid: Pos-
sible involvement of a protein phosphatase 2A in the transition from 
metaphase to anaphase. J Cell Sci 1992;101:79–91.

61. Zernicka-Goetz M, Kubiak JZ, Antony C, Maro B. Cytoskeletal 
organization of rat oocytes during metaphase II arrest and following 
abortive activation: A study by confocal laser scanning microscopy. 
Mol Reprod Dev 1993;35:165–175.

62. De Pennart H, Helene-Verlhac M, Cibert C, Santa Maria A, Maro 
B. Okadaic acid induces spindle lengthening and disrupts the inter-
action of microtubules with the kinetochores in metaphase II-
arrested mouse oocytes. Dev Biol 1993;157:170–181.

63. Mailhes JB, Hilliard C, Fuseler JW, London SN. Okadaic acid, an 
inhibitor of phosphatase 1 and 2A, induces premature separation of 
sister chromatids during meiosis I and aneuploidy in mouse oocytes 
in vitro. Chromosome Res 2003;11:619–631.

64. Rime H, Neant I, Guerrier P, Ozon R. 6-Dimethylaminopurine (6-
DMAP), a reversible inhibitor of the transition to metaphase during 
the first meiotic cell division of the mouse oocyte. Dev Biol
1989;133:169–179.

65. Szollosi MS, Kubiak JZ, Debey P, de Pennart H, Szollosi D, Maro 
B. Inhibition of protein kinases by 6-dimethylaminopurine acceler-
ates the transition to interphase in activated mouse oocytes. J Cell
Sci 1993;104:861–872.

66. Spielmann H, Krüger C, Stauber M, Vogel R. Abnormal chromo-
some behavior in human oocytes which remained unfertilized 
during human in vitro fertilization. J In Vitro Fertil Embryo Transf
1985;2:138–142.

67. Saito H, Koike K, Saito T, Nohara M, Kawagoe S, Hiroi M. Aging 
changes in the alignment of chromosomes after human chorionic 
gonadotropin stimulation may be a possible cause of decreased 
fertility in mice. Horm Res 1993;39:28–31.

68. Sakurada K, Ishikawa H, Endo A. Cytogenetic effects of advanced 
maternal age and delayed fertilization on first-cleavage mouse 
embryos. Cytogenet Cell Genet 1996;72:46–49.

69. Dailey T, Dale B, Cohen J, Nunné S. Association between non-
disjunction and maternal age in meiosis II oocytes. Am J Hum
Genet 1996;59:176–184.

70. Mailhes JB, Young D, London SN. 1,2-Propanediol-induced pre-
mature centromere separation in mouse oocytes and aneuploidy in 
one-cell zygotes. Biol Reprod 1997;57:92–98.

71. Mailhes JB, Young D, London SN. Postovulatory ageing of mouse 
oocytes in vivo and premature centromere separation and aneu-
ploidy. Biol Reprod 1998;58:1206–1210.

72. Orth JM, Qiu JP, Jester WF, Pilder S. Expression of the c-kit gene 
is critical for migration of neonatal rat gonocytes in vitro. Biol
Reprod 1997;57:676–683.



CHAPTER 54  /  INVESTIGATING THE CAUSES AND MECHANISMS OF MAMMALIAN GERM CELL ANEUPLOIDY 535

73. Handel MA, Cobb J, Eaker S. What are the spermatocyte’s require-
ments for successful meiotic division? J Exp Zool 1999;285:
243–250.

74. Inselman A, Eaker S, Handel MA. Temporal expression of cell 
cycle-related proteins during spermatogenesis: Establishing a time-
line for the onset of the meiotic divisions. Cytogenet Genome Res
2003;103:277–284.

75. Wiltshire T, Park C, Caldwell KA, Handel MA. Induced premature 
G2/M-phase transition in pachytene spermatocytes includes events 
unique to meiosis. Dev Biol 1995;169:557–567.

76. Kimura Y, Tateno H, Handel MA, Yanagimachi R. Factors affect-
ing meiotic and developmental competence of primary spermato-
cyte nuclei injected into mouse oocytes. Biol Reprod 1998;59:
871–877.

77. Allen JW, Liang JC, Carrano AV, Preston RJ. Review of literature 
on chemical-induced aneuploidy in mammalian male germ cells. 
Mutat Res 1986;167:123–137.

78. Mailhes JB, Preston RJ, Lavappa KS. Mammalian in vivo assays 
for aneuploidy in female germ cells. Mutat Res 1986;167:
139–148.

79. Mailhes JB, Marchetti F. Chemically-induced aneuploidy in 
mammalian oocytes. Mutat Res 1994;320:87–111.

80. Mailhes JB, Preston RJ, Yuan ZP, Payne HS. Analysis of mouse 
metaphase II oocytes as an assay for chemically induced aneu-
ploidy. Mutat Res 1988;198:145–152.

81. Mailhes JB, Yuan ZP, Aardema MJ. Cytogenetic analysis of mouse 
oocytes and one-cell zygotes as a potential assay for heritable germ 
cell aneuploidy. Mutat Res 1990;242:89–100.

82. Adler I-D, Schmid TE, Baumgartner A. Induction of aneuploidy in 
male mouse germ cells detected by the sperm-FISH assay: A review 
of the present data base. Mutat Res 2002;504:173–182.

83. Akeson EC, Lambert JP, Narayanswami S, Gardiner K, Bechtel LJ, 
Davisson MT. Ts65Dn–localization of the translocation breakpoint 
and trisomic gene content in a mouse model for Down syndrome. 
Cytogenet Cell Genet 2001;93:270–276.

84. Davisson MT. Mouse models of Down syndrome. Drug Discov
Today: Dis Models 2005;2:103–109.

85. Davisson MT, Costa ACS. Mouse models of Down syndrome. In: 
Popko B, Ed. Mouse Models in the Study of Genetic Neurological
Disorders. Advances in Neurochemistry, Vol. 9. New York: Kluwer 
Academic/Plenum, 1999.

86. Sago H, Carlson EJ, Smith DJ, Kilbridge J, Rubin EM, Mobley WC, 
Epstein CJ, Huang TT. Ts1Cje, a partial trisomy 16 mouse model 
for Down syndrome, exhibits learning and behavioral abnormalities. 
Proc Natl Acad Sci USA 1998;95:6256–6261.

87. O’Doherty A, Ruf S, Mulligan C, Hildreth V, Errington ML, Sesay 
A, Modino S, Vanes L, Hernandez D, Linehan JM, Sharpe PT, 
Brandner S, Bliss TV, Henderson DJ, Nizetic D, et al. An aneuploid 
mouse strain carrying human chromosome 21 with Down syndrome 
phenotypes. Science 2005;309(5743):2033–2037.

88. Villar AJ, Belichenko PV, Gillespie AM, Kozy HM, Mobley WC, 
Epstein CJ. Identification and characterization of a new Down syn-
drome model, Ts[Rb(12.1716)]2Cje, resulting from a spontaneous 
Robertsonian fusion between T(171)65Dn and mouse chromosome 
12. Mamm Genome 2005;16:79–90.

89. Reeves RH, Irving NG, Moran T, Wohn A, Sisodia SS, Schmidt C, 
Davisson MT. A mouse model for Down syndrome exhibits learn-
ing and behavior defi cits. Nat Genet 1995;11:177–183.

90. Hunt PA, Worthman C, Levinson H, Stallings J, LeMaire R, Mroz 
K, Park C, Handel MA. Germ cell loss in the XXY male mouse: 
Altered X chromosome dosage affects prenatal development. Mol
Reprod Dev 1998;49:101–111.

91. Mroz K, Hassold TJ, Hunt PA. Meiotic aneuploidy in the XXY 
mouse: Evidence that a compromised testicular environment 
increases the incidence of meiotic errors. Hum Reprod 1999;14:
1151–1156.

92. Burgoyne PS, Ojarikre OA, Tuner JMA. Evidence that postnatal 
growth retardation in XO mice is due to haploinsufficiency for a 
non-PAR X gene. Cytogenet Genome Res 2002;99:252–256.

93. Hodges CA, LeMaire-Adkins R, Hunt PA. Coordinating the 
segregation of sister chromatids during the first meiotic division: 
Evidence for sexual dimorphism. J Cell Sci 2001;114:2417–
2426.

94. Dobson MJ, Pearlman RE, Karaiskakis A, Spyropoulos B, Moens 
PB. Synaptonemal complex proteins: Occurrence, epitope mapping 
and chromosome disjunction. J Cell Sci 1994;107:2749–2760.

95. Parra MT, Viera A, Gomez R, Page J, Benavente R, Santos JL, 
Rufas JS, Suja JA. Involvement of the cohesion Rad21 and Scp3 in 
monopolar attachment of sister kinetochores during mouse meiosis 
I. J Cell Sci 2004;117:1221–1234.

96. Yuan L, Liu JG, Zhao J, Brundell E, Daneholt B, Hoog C. The 
murine SCP3 gene is required for synaptonemal complex assembly, 
chromosome synapsis, and male fertility. Mol Cell 2000;5:73–83.

97. Yuan L, Liu JG, Hoja MR, Wilbertz J, Nordqvist K, Hoog C. 
Female germ cell aneuploidy and embryo death in mice lacking the 
meiosis-specifi c protein SCP3. Science 2002;296:1115–1118.

98. Wang H, Hoog C. Structural damage to meiotic chromosomes 
impairs DNA recombination and checkpoint control in mammalian 
oocytes. J Cell Biol 2006;173:485–495.

99. Revenkova E, Eijpe M, Heyting C, Gross B, Jessberger R. Novel 
meiosis-specifi c isoform of mammalian SMC1. Mol Cell Biol
2001;21:6984–6998.

100. Revenkova E, Eifpe M, Heyting C, Hodges CA, Hunt PA, Liebe B, 
Scherthan H, Jessberger R. Cohesin SMC1beta is required for 
meiotic chromosome dynamics, sister chromatid cohesion and DNA 
recombination. Nat Cell Biol 2004;6:555–562.

101. Hodges CA, Revenkova E, Jessberger R, Hassold T, Hunt PA. 
SMC1beta-defi cient female mice provide evidence that cohesions 
are a missing link in age-related nondisjunction. Nat Genet
2005;37:1351–1355.

102. Hunter N, Borts RH. Mlh1 is unique among mismatch repair pro-
teins in its ability to promote crossing-over during meiosis. Genes
Dev 1997;11:1573–1582.

103. Baker S, Plug A, Prolla T, Bronner C, Harris A, Yao X, Christie 
DM, Monell C, Arnheim N, Bradley A, et al. Involvement of mouse 
MLH1 in DNA mismatch repair and meiotic crossing over. Nat
Genet 1996;13:336–342.

104. Edelmann W, Cohen PE, Kane M, Lau K, Morrow B, Bennett S, 
Umar A, Kunkel T, Cattoretti G, Chaganti R, et al. Meiotic pachy-
tene arrest in MLH1-deficient mice. Cell 1996;85:1125–1134.

105. Eaker S, Cobb J, Pyle A, Handel MA. Meiotic prophase 
abnormalities and metaphase cell death in MLH1-deficient mouse 
spermatocytes: Insights into regulation of spermatogenic progress. 
Dev Biol 2002;249:85–95.

106. Woods LM, Hodges CA, Baart E, Baker SM, Liskay M, Hunt PA. 
Chromosomal influence on meiotic spindle assembly: Abnormal 
meiosis I in female MLh1 mutant mice. J Cell Biol 1999;145:1395–
1406.

107. Anderson LK, Reeves A, Webb LM, Ashley T. Distribution of 
crossing over on mouse synaptonemal complexes using immuno-
fl uorescent localization of MLH1 protein. Genetics 1999;151:1569–
1579.

108. Lipkin SM, Moens PB, Wang V, Lenzi M, Shanmugarajah D, 
Gilgeous A, Thomas J, Cheng J, Touchman JW, Green ED, 
Schwartzberg P, Collins FS, Cohen PE. Meiotic arrest and 
aneuploidy in MLH3-deficient mice. Nat Genet 2002;31:385–390.

109. De La Fuente R, Viveiros MM, Wigglesworth K, Eppig JJ. ATRX, 
a member of the SNF2 family of helicase/ATPases, is required for 
chromosome alignment and meiotic spindle organization in meta-
phase II stage mouse oocytes. Dev Biol 2004;272:1–14.

110. Champoux JJ. DNA topoisomerases: Structure, function, and 
mechanism. Annu Rev Biochem 2001;70:369–413.

111. Kwan KY, Moens PB, Wang JC. Infertility and aneuploidy in mice 
lacking a type IA DNA topoisomerase IIIbeta. Proc Natl Acad Sci
USA 2003;100:2526–2531.

112. Cobb J, Reddy RK, Park C, Handel MA. Analysis of expression and 
function of topoisomerase I and II during meiosis in male mice. Mol
Reprod Dev 1997;46:489–498.



536 SECTION V  /  MODELS OF BEHAVIOR

113. Nasmyth K. How do so few control so many? Cell 2005;120:
739–746.

114. Baker DJ, Jeganathan KB, Cameron JD, Thompson M, Juneja S, 
Kopecka A, Kumar R, Jenkins RB, de Groen PC, Roche P, van 
Deursen JM. BubR1 insufficiency causes early onset of aging-asso-
ciated phenotypes and infertility in mice. Nat Genet 2004;
36:744–749.

115. Dobles M, Liberal V, Scott ML, Benerza R, Sorger PK. Chromo-
some missegregation and apoptosis in mice lacking the mitotic 
checkpoint protein Mad2. Cell 2000;101:635–645.

116. Michel LS, Liberal V, Chatterjee A, Kirchwegger R, Pasche B, 
Gerald W, Dobles M, Lorger PK, Murty VVVS, Benerza R. MAD2 
haplo-insuffi ciency causes premature anaphase and chromosome 
instability in mammalian cells. Nature 2001;409:355–359.

117. Libby BJ, DeLaFuente R, O’Brien MJ, Wigglesworth K, Cobb J, 
Inselman A, Eaker S, Handel MA, Eppig JJ, Schimenti JC. The 
mouse meiotic mutation mei1 disrupts chromosome synapsis with 
sexually dimorphic consequences for meiotic progression. Dev Biol
2002;242:174–187.

118. Bannister LA, Reinholdt LG, Munroe RJ, Schimenti JC. Positional 
cloning and characterization of mouse mei8, a disrupted allele of 
the meiotic cohesin Rec8. Genesis 2004;40:184–194.

119. Pyle A, Handel MA. Meiosis in male PL/J mice: A genetic 
model for gametic aneuploidy. Mol Reprod Dev 2003;64:471–
481.

120. Liu L, Keefe DL. Aging-associated aberration in meiosis of oocytes 
from senescence-accelerated mice. Hum Reprod 2002;17:2678–
2685.

121. Pacchierotti F. Chemically induced aneuploidy in germ cells of 
mouse. In: Vig BK, Sandberg AA, Eds. Aneuploidy, Part B: Induc-
tion and Test Systems, Progress and Topics in Cytogenetics, Vol. 
7b. New York: Alan R. Liss, 1988:123–139.

122. Mailhes JB, Marchetti F. Mechanisms and chemical induction of 
aneuploidy in rodent germ cells. Cytogenet Genome Res 2005;111:
384–391.

123. Mailhes JB, Mastromatteo C, Fuseler JW. Transient exposure to 
the EG5 kinesin inhibitor monastrol leads to syntelic orientation 
of chromosomes and aneuploidy in mouse oocytes. Mutat Res
2004;559:153–167.

124. Hunt PA, Koehler KE, Susiarjo M, Hodges CA, Ilagan A, Voight 
RC, Thomas S, Thomas BF, Hassold TJ. Bisphenol a exposure 
causes meiotic aneuploidy in the female mouse. Curr Biol 2003;13:
546–553.

125. Bean CJ, Hassold TJ, Judis L, Hunt PA. Fertilization in vitro 
increases non-disjunction during early cleavage divisions in a mouse 
model system. Hum Reprod 2002;17:2362–2367.

126. Tepperberg JH, Moses MJ, Nath J. Colchicine effects on meiosis in 
the male mouse .1. Meiotic prophase: Synaptic arrest, univalents, 
loss of damaged spermatocytes and a possible checkpoint at pachy-
tene. Chromosoma 1997;106:183–192.

127. Tepperberg JH, Moses MJ, Nath J. Colchicine effects on meiosis 
in the male mouse—II. Inhibition of synapsis and induction of non-
disjunction. Mutat Res 1999;429:93–105.

128. Allen JW, Gibson JB, Poorman PA, Backer LC, Moses MJ. Synap-
tonemal complex damage induced by clastogenic and anti-mitotic 
chemicals: Implications for non-disjunction and aneuploidy. Mutat
Res 1988;201:313–324.

129. Backer LC, Gibson JB, Moses MJ, Allen JW. Synaptonemal 
complex damage in relation to meiotic chromosome aberrations 
after exposure of male mice to cyclophosphamide. Mutat Res
1988;203:317–330.

130. Russell LB, Hunsicker PR, Johnson DK, Shelby MD. Unlike other 
chemicals, etoposide (a topoisomerase-II inhibitor) produces peak 
mutagenicity in primary spermatocytes of the mouse. Mutat Res
1998;400:279–286.

131. Russell LB, Hunsicker PR, Hack AM, Ashley T. Effect of the 
topoisomerase-II inhibitor etoposide on meiotic recombination in 
male mice. Mutat Res 2000;464:201–212.

132. Marchetti F, Bishop JB, Lowe X, Generoso WM, Hozier J, Wyrobek 
AJ. Etoposide induces heritable chromosomal aberrations and 

aneuploidy during male meiosis in the mouse. Proc Natl Acad Sci
USA 2001;98:3952–3957.

133. Russell LB, Hunsicker PR, Kerley M, Pyle A, Saxton AM. Etopo-
side exposure during male mouse pachytene has complex effects on 
crossing-over and causes nondisjunction. Mutat Res 2004;565:
61–77.

134. Russell LB. Effects of male germ-cell stage on the frequency, nature 
and spectrum of induced specific-locus mutations in the mouse. 
Genetica 2004;122:25–36.

135. Davisson MT, Handel MA. Cytogenetics. In: Smith AG, Ed. The
Mouse in Biomedical Research. Amsterdam, The Netherlands: 
Elsevier, 2006:146–164.

136. Attia SM, Schmid TE, Badary OA, Hamada FM, Adler ID. Mole-
cular cytogenetic analysis in mouse sperm of chemically induced 
aneuploidy: Studies with topoisomerase II inhibitors. Mutat Res
2002;520:1–13.

137. Marchetti F, Pearson FS, Bishop JB, Wyrobek AJ. Etoposide 
induces chromosomal abnormalities in mouse spermatocytes and 
stem cell spermatogonia. Hum Reprod 2006;21:888–895.

138. De Mas P, Daudin M, Vincent MC, et al. Increased aneuploidy in 
spermatozoa from testicular tumour patients after chemotherapy 
with cisplatin, etoposide and bleomycin. Hum Reprod 2001;16:1204–
1208.

139. Baumgartner A, Schmid TE, Schuetz CG, Adler ID. Detection of 
aneuploidy in rodent and human sperm by multicolor FISH after 
chronic exposure to diazepam. Mutat Res 2001;490:11–19.

140. Marchetti F, Lowe X, Moore DI, Bishop J, Wyrobek AJ. Paternally 
inherited chromosomal structural aberrations detected in mouse 
fi rst-cleavage zygote metaphases by multicolor fluorescence in situ 
hybridization painting. Chromosome Res 1996;4:604–613.

141. Marchetti F, Bishop JB, Cosentino L, Moore D, 2nd, Wyrobek 
AJ. Paternally transmitted chromosomal aberrations in mouse 
zygotes determine their embryonic fate. Biol Reprod 2004;70:
616–624.

142. Hafez ESE. Reproduction in Farm Animals, 6th ed. Philadelphia, 
PA: Lea & Febiger, 1993:144–164.

143. Juberg RC. Origin of chromosomal abnormalities: Evidence for 
delayed fertilization in meiotic nondisjunction. Hum Genet
1983;64:122–127.

144. Blazak WF. Incidence of aneuploidy in farm animals. In: Vig BK, 
Sandberg AA, Eds. Aneuploidy, Part A: Incidence and Etiology.
New York: Alan R. Liss, 1987:103–116.

145. Mailhes JB. Incidence of aneuploidy in rodents. In: Vig BK, 
Sandberg AA, Eds. Aneuploidy, Part A: Incidence and Etiology.
New York: Alan R. Liss,1987:67–101.

146. Pellestor F. Frequency and distribution of aneuploidy in human 
female gametes. Hum Genet 1991;86:283–288.

147. Zenzes MT, Casper RF. Cytogenetics of human oocytes, zygotes, 
and embryos after in vitro fertilization. Hum Genet 1992;88:
367–375.

148. Wilcox AJ, Weinberg CR, Baird DD. Post-ovulatory ageing of the 
human oocyte and embryo failure. Hum Reprod 1998;13:394–397.

149. Lewis WH, Wright ES. On the early development of the mouse egg. 
Carnegie Inst Contrib Embryol 1935;25:113–143.

150. Edwards RG, Gates AH. Timing of the stages of the maturation 
divisions, ovulation, fertilization and the first cleavage of eggs of 
adult mice treated with gonadotrophins. J Endocrinol 1959;18:292–
304.

151. Marston JH, Chang MC. The fertilizable life of ova and their mor-
phology following delayed insemination in mature and immature 
mice. J Exp Zool 1964;155:237–252.

152. Exley GE, Tang C, McElhinny AS, Warner CM. Expression of 
caspase and BCL-2 apoptotic family members in mouse preimplan-
tation embryos. Biol Reprod 1999;61:231–239.

153. Morita Y, Tilly JL. Oocyte apoptosis: Like sand through an 
hourglass. Dev Biol 1999;213:1–17.

154. Perez GI, Tao XJ, Tilly JL. Fragmentation and death (a.k.a. apop-
tosis) of ovulated oocytes. Mol Human Reprod 1999;5:414–420.

155. Gordo AC, Rodrigues P, Kurokawa M, Jellerette T, Exley GE, 
Warner C, Fissore R. Intracellular calcium oscillations signal 



CHAPTER 54  /  INVESTIGATING THE CAUSES AND MECHANISMS OF MAMMALIAN GERM CELL ANEUPLOIDY 537

apoptosis rather than activation in in vitro aged mouse eggs. Biol
Reprod 2002;66:1828–1837.

156. Warburton D. Biological aging and the etiology of aneuploidy. 
Cytogenet Genome Res 2005;111:266–272.

157. Hodges CA, Ilagan A, Jennings D, Keri R, Nilson J, Hunt PA. Experi-
mental evidence that changes in oocyte growth influence meiotic 
chromosome segregation. Hum Reprod 2002;17:1171–1180.

158. Yanagida M. Basic mechanisms of eukaryotic chromosome segre-
gation. Phil Trans R Soc B 2005;360:609–621.

159. Schlecht U, Primig M. Mining meiosis and gametogenesis with 
DNA microarrays. Reproduction 2003;125:447–456.

160. Stein P, Svoboda P, Schultz RM. Transgenic RNAi in mouse 
oocytes: A simple and fast approach to study gene function. Dev
Biol 2003;256:187–193.

161. Bettencourt-Dias M, Giet R, Sinka R, Mazumdar A, Lock WG, 
Balloux PJ, Safiropoulos PJ, Yamaguchi S, Winter S, Carthew RW, 
Cooper M, Jones D, Frenz L, Glover DM. Genome-wide survey of 
protein kinases required for cell cycle progression. Nature
2004;432:980–987.

162. Prawitt D, Brixel L, Spangenberg C. Eshkind L, Heck R, Oesch F, 
Zabel B, Bockamp E. RNAi knock-down mice: An emerging tech-
nology for post-genomic functional genetics. Cytogenet Genome
Res 2004;105:412–421.

163. Gregan J, Rabitsch PK, Sakem B, Csutak O, Latypov V, Lehmann 
E, Kohli J, Nasmygh K. Novel genes required for meiotic chromo-
some segregation are identified by a high-throughput knockout 
screen in fission yeast. Curr Biol 2005;15:1663–1669.

164. Marston AL, Tham WH, Shah H, Amon A. A genome-wide screen 
identifi es genes required for centromeric cohesion. Science
2004;303:1367–1370.

165. Rhodes DR, Yu J, Shanker K, Deshpande N, Varambally R, Ghosh 
D, Barrette T, Pandey A, Chinnaiyan AM. Large-scale meta-
analysis of cancer microarray data identifies common transcrip-
tional profiles of neoplastic transformation and progression. Proc
Natl Acad Sci USA 2004;101:9309–9314.

166. Rajagopalan H, Lengauer C. Aneuploidy and cancer. Nature 2004;
432:338–341.

167. Mailhes JB, Hilliard C, Lowery M, London SN. MG-132, an in-
hibitor of proteasomes and calpains, induced inhibition of oocyte 
maturation and aneuploidy in mouse oocytes. Cell Chromosome
2002;1:2.

168. Mailhes JB, Hilliard C, Fuseler JW, London SN. Vanadate, an 
inhibitor of tyrosine phosphatases, induced premature anaphase in 
oocytes and aneuploidy and polyploidy in mouse bone marrow cells. 
Mutat Res 2003;538:101–107.



539

55 Genetic Models of Alzheimer’s Disease

YANN S. MINEUR

ABSTRACT
This chapter presents and discusses different strategies to 

dissect genetically the molecular mechanisms of Alzheimer’s 
disease. First, a short preamble sketches the common phenotypi-
cal features of Alzheimer’s disease. Second, a basic introduction 
defi nes the characteristics of a good animal model along with the 
different molecular strategies commonly used to develop trans-
genic animals. Third, an exclusive census of genetically modifi ed 
mouse models describes some of the remarkable characteristics 
observed in these animals and tries to weigh the pros and cons of 
each of them. Finally, a brief note highlights gene–environment 
interactions relevant to the field of genetic mouse models and 
Alzheimer’s disease. All sections are illustrated with examples 
focusing on behavioral phenotypes with a specific interest on 
learning and memory.

Key Words: Alzheimer’s disease, Transgenic, Mouse 
models, Neuroanatomy, Behavior, Learning, Memory, Amyloid, 
Secretases, Tau.

INTRODUCTION
Alzheimer’s disease (AD) is expected to affect 16 million 

individuals in the United States by the year 2050. While the onset 
of AD-associated dementia can be subtle, the inexorable evolution 
of this disease ultimately leads to global cognitive deficits includ-
ing memory, orientation, reasoning, and judgment. Unfortunately, 
besides limited cholinergic therapies aimed at improving cogni-
tive decline in patients, no effective therapies are currently 
available.

Extracellular neuritic plaques and intraneuronal fi brillary 
tangles (NFTs) are the two classical hallmarks of AD pathology 
in the brain.1,2 Neuritic plaques are typically composed of β-
amyloid oligomers (Aβ) surrounding dystrophic neurites. These 
plaques will precipitate and accumulate (primarily in the cortex 
and the limbic system),3–5 leading to neuronal death, which is 
thought to be responsible for dementia observed in AD patients6

(see Figure 55–1).
Tau, a microtubule-associated protein, is the primary compo-

nent of NFTs.7 In AD, tau is hyperphosphorylated, resulting in 
disruption of microtubule dynamics, impaired axonal transport, 
and intraneuronal polymerization of the cytoskeleton. These 
molecular events will also result in neuronal death.

For a pathological diagnosis of AD, neuritic plaques and NFTs 
are required.

It is now commonly believed that abnormal production and 
aggregation of Aβ (especially the more fibrillogenic and insoluble 
Aβ42 isoform) are the primary cause of the plaques found in 
AD.

ANIMAL MODELS OF ALZHEIMER’S DISEASE?
Investigating the molecular mechanisms of AD in human sub-

jects is particularly difficult because only postmortem tissue can 
be studied, once the disease has reached its most advanced stages. 
Neuronal tissue harvested from human brain is generally fragile 
and very sensitive, affected by aging, medications, and other pos-
sible neurological defects. In addition, the complexity is increased 
by broad individual variability due to genetic and environmental 
factors. Moreover, the availability of brain tissue is limited. Most 
of these difficulties can be overcome by using animal models.

Given the wealth of data available on models of AD, this 
chapter will principally focus on the mouse. Mice are the most 
popular animal models (for AD), primarily because their genome 
can be manipulated easily. This advantage has led to the genera-
tion of a variety of genetic mouse models, although rat models do 
exist as well (see, for instance, Hu et al.8).

Nevertheless, invertebrate models such as Drosophila melano-
gaster and Caenorhabditis elegans should not be thrust aside too 
hastily. In spite of their clear limitations—mainly the lack of 
mammalian brain structures and greater genetic distance from 
human than mice—these model organisms can aid in the study of 
AD. These “limitations” can also be an advantage: simpler organ-
isms are generally easier for mapping of neuronal networks and 
for investigating molecular interactions. From a practical point of 
view, these animals are also smaller, cheaper to house and breed, 
and have shorter generation times than any mammal. Thus, many 
generations can be produced in a short time span. As a result, 
transgenic fly and worm AD models have been developed for both 
Aβ and tau expression.9–11

HOW DO WE DEFINE A “GOOD” MODEL OF 
ALZHEIMER’S DISEASE?

Modeling a disease in an animal can be challenging. A good 
AD model should, as much as feasible, present the following 
features:

• Reproducibility: a good model should yield consistent 
phenotypic features across generations and time, and 

From: Sourcebook of Models for Biomedical Research
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possibly across investigators and laboratories. However, 
the latter can be quite difficult to achieve despite the best 
efforts to do so.12

• Face validity: the phenotypic features should “look” the 
same as those observed in the human disease. Of course, 
this can be problematic for phenotypic traits related to 
higher cognitive function and/or for human characteristics 
impossible to assess and model in mice. Nevertheless, a 
plethora of behavioral assays performed in mice permits 
evaluation of memory processing and cognitive functions, 
for instance. In addition, physiological and biochemical 
analyses allow the identification of amyloid plaques and 
subsequent neuronal damage similar to that observed in 
AD.

• Construct validity: the model either relies on, or reveals, 
the same basic underlying mechanisms as AD, including 
the accumulation of Aß peptides, hyperphosphorylation of 
tau, and subsequent neuronal death. By extension, genetic 
validity is part of this category when a disease or its risk 
factors engage genetic components similar to the ones in 
human subjects.

• Predictive validity: the observed effects of particular 
disease-triggering elements should be similar between the 
animal model and human subjects. For instance, β amyloid-
induced plaques with neuronal losses would constitute 

good predictive validity of an animal model of AD. A 
good predictive validity can also help in defining how 
useful and/or safe a drug/treatment can be.

These three latter categories are not mutually exclusive one 
with another. Phenotypical factors can belong to one, two, or all 
of the categories.

GENETIC MOUSE MODELS OF 
ALZHEIMER’S DISEASE

It is crucial to realize that “natural” development of plaques 
and tangles does not occur in mice (or other species commonly 
used in scientific research). Thus, engineering a model for AD 
requires experimental manipulation, either genetic and/or phar-
macological, the latter generally consisting of the exogenous 
administration of different Aβ peptides into the normal rodent 
brain. Both techniques have advantages and disadvantages, but 
are essentially complementary. This chapter will focus on genetic 
models of AD. For a review of mouse models of AD that use 
exogenous Aβ administration and their comparison to transgenic 
models, the reader is referred to Stephan and Phillips.13

Genes encoding proteins shown to play a role in the onset of 
AD pathology would be the prime candidates for manipulations. 
Consequently, a large number of genetically modified mouse lines 
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Figure 55–1. Simplifi ed overview of the amyloid cascade hypothesis of Alzheimer’s disease. See text for details.
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have been generated using several of the following common 
techniques:

• Gene deletion or knockout (KO): in these models, defi ned 
gene(s) expression is absent throughout the life of the 
animal, from the earliest stage of development. Refi ne-
ments have been added to this techniques resulting in 
conditional KO mice, in which the expression of a gene 
is abolished but only in restricted brain area(s)/neuronal 
types, and/or at a specific time during development of the 
animal. The deletion of a gene can also be reversible.

• Transgenic overexpression: in this case, a foreign gene, 
e.g., human APP (hAPP), is introduced into the genome 
and its expression (level and region) is driven by specifi c 
promoters.

• Targeted mutation or knockin (KI): a specific region of 
a gene is mutated, leading to loss or alteration of the 
proteins encoded by the targeted gene.

Combinations of these genetic techniques are possible and are 
becoming common in mouse models of AD. The following section 
will describe and compare several AD mouse models generated 
to date.

APP TRANSGENICS The first successful genetically engi-
neered mouse models of AD were transgenic mice, characterized 
by increased Aβ levels induced by overexpression of its precursor 
(APP). Commonly, hAPP—and usually a mutant form linked to 
the early-onset familial form of AD—is introduced into the mouse 
genome. In turn, this gene transfer leads to the expression of the 
transgene. To date, numerous hAPP models have been generated 
including PDAPP, Tg2567, APP23, TgCRNDN8, and J20. Each 
model uses either different APP mutations, different promoters, 
or a different genetic background of the host mouse strain (see 
Table 55–1 for more details and http://www.alzforum.org/res/
com/tra/ for a comprehensive list of transgenic models). Not sur-
prisingly, the phenotypes are therefore dissimilar between these 
strains, characterized by different qualitative and quantitative 
levels of neuroanatomical defects.

These strains have all been assessed behaviorally, some exten-
sively. PDAPP and Tg2567 have been studied in great detail and 
high APP levels induced by the transgene were shown to be 
responsible for cognitive abnormalities in both lines. Both lines 
are considered to be reliable AD models, because they exhibit 
clear learning deficits over time and across laboratories. More-
over, the cognitive decline observed in these animals was observed 
in many cognitive tasks. For instance, Tg2576 mice, developed 

by Hsiao et al.,14 show a progressive impairment in various forms 
of the water navigation task,15 defi cits in a version of the Barnes 
maze,16 and poorer performance in a T-maze alternation task and 
contextual fear conditioning.17

SECRETASE TRANSGENICS The β- and γ-secretases cata-
lyze the processing of APP into the various forms of Aβ, whereas 
α-secretase is part of the nonamyloidogenic pathway (see Figure 
55–1). Thus, genes encoding these secretases are candidate genes 
of interest for AD.

b-Secretase BACE1 is the predominant neuronal β-
secretase. Both transgenic mice overexpressing BACE1 and 
knockout mice lacking BACE1 have been generated and, intrigu-
ingly, at least one of their behavioral phenotypes is opposite: 
BACE1 KO mice exhibit more anxiety-like behaviors than con-
trols, whereas transgenics showed less anxiety-like behaviors. 
However, cognitive deficits have not been observed.

The development of double transgenic mice generated by 
crossbreeding mice overexpressing hAPP with those either lacking 
or overexpressing BACE1 has also helped identify the role of 
BACE1 in AD. As expected, double transgenic mice (hBACE/
Tg2576) have increased amyloid pathology, high concentrations 
of both total Aβ and Aβ42, and greater numbers of plaques than 
hAPP mice alone. However, elimination of BACE1 in the pres-
ence of hAPP rescues specific cognitive deficits associated with 
Aβ deposits.18

g-Secretase The secondary cleavage of APP leading to Aß42

involves the activity of γ-secretase. Functional γ-secretase is a 
complex holoenzyme made of several individual enzymes, includ-
ing presenilin (PS)1, PS2, Nicastrin, Aph-1, and Pen-2.19,20 The 
presenilins (PS1, PS2) have been thoroughly investigated since 
human subjects with mutations in PS1 show early-onset AD. 
Many genetically engineered mouse models have been developed 
including KOs, transgenics, and KIs, double and even triple trans-
genics. While PS1 KO mice are not viable,21 the development of 
conditional KOs (cKOs), in which the loss of the gene was limited 
to the postnatal forebrain, circumvented this lethality. PS1 cKO 
mice show mild cognitive impairments in long-term spatial refer-
ence memory and retention.22

Overexpression of a human form of PS1 (hPS1) in mice, 
however, induced only slight behavioral perturbations. KIs gener-
ated by a targeted missense mutation in murine PS1 overproduce 
Aβ42; however, this does not lead to the aggregation of amyloid 
plaques. Nonetheless, mice perform poorly in an object recogni-
tion task, but are similar to controls in a water navigation test. 
These results suggest that changes in PS1 activity could infl uence 

Table 55–1
Examples of different APP transgenic mice

Common abbreviations Transgene Promoter Genetic background

PDAPP Human APP with Val-717 substituted by Phe 
(Indiana mutation)

Human platelet-derived growth factor 
β (PDGF- β) chain gene promoter

Swiss × C57BL/6 × DBA2

Tg2567 Human APP with mutations Lys-670 
  substituted to Asn and Met-671 to Leu 

(Swedish mutation)

Hamster prion promoter C57BL/6 × SJL

APP23 Human APP751 with Swedish mutation Murine Thy-1.2 gene C57BL/6
TgCRNDN8 APP695 with Swedish and Indiana mutations Hamster prion promoter C3H/He × C57BL/6J
J20 APP695 with Swedish and Indiana mutations Human platelet-derived growth factor 

β (PDGF- β) chain gene promoter
C57BL/6 × DBA2
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hippocampus-dependent memory pathways.23,24 Mice lacking PS2 
do not exhibit obvious neurological or behavioral abnormalities, 
and can reproduce successfully. In contrast, PS2 overexpressing 
transgenic mice and KIs with mutations in PS1 exhibit poor per-
formance in a water navigation task. cPS1/APP double transgenic 
mice have also been generated (cPS1 carries a neuron-specifi c 
conditional KO of the PS1 gene). In this line, accumulation of Aβ
is faster and Aβ levels are higher. Behaviorally, cPS1/APP double 
transgenic mice performed poorly in several cognitive tasks (for 
details, see Kobayashi and Chen18). As was seen in hAPP/PS 
double transgenics, the cPS1/APP double transgenic mice do not 
develop amyloid plaque; behavioral abnormalities in an object 
recognition task were rescued in the double transgenic mice.25

This reinforces the conclusion that inhibition of secretase could 
constitute a promising target for AD treatment or prevention.

a-Secretase α-secretase cleaves about 90% of APP. 
However, α-secretase induces production of the P3 peptide, which 
does not appear to be associated with amyloid neurotoxicity. 
Although P3 can be detected in amyloid plaques, very few reports 
suggest deleterious effects on neurons. Hence, the α-secretase-
processing pathway is referred to as nonamyloidogenic.26,27

Numerous enzymes have α-secretase activity including the 
ADAM (a disintegrin and metalloproteinase) family. These 
proteins all have α-secretase cleavage activity, but differential 
patterns of expression.28–30

In “normal” mice, overexpression of ADAM10 does not appear 
harmful; however, in transgenic models of AD, neuronal function 
can be restored by ADAM10 overexpression. For instance, Postina 
et al.31 demonstrated that increased α-secretase expression pre-
vents plaque deposits in aged animals overexpressing hAPP.

In contrast, overexpression of inactivated ADAM10 
(mADAM10) in APP mice worsens amyloid aggregation. In a 
water navigation task, mADAM10/APP double transgenic animals 
showed deficits in the acquisition phase of place learning and in 
the probe trial, whereas the ADAM10/APP double transgenics 
performed similarly to control animals. Long-term potentiation 
(LTP) was also improved in the double transgenic mice as com-
pared to APP transgenics, suggesting a rescue of synaptic plastic-
ity by increased α-secretase activity. Previous findings from 
Moechars et al.32 corroborate these results: in transgenic animals 
carrying a modified hAPP in which the α-secretase cleavage site 
has been altered (APP/RK), similar results were observed. The 
APP/RK transgenic animals showed increased APP expression 
with a shift toward β-site cleavage amyloid peptides. Addition-
ally, these animals had shorter life spans than control mice, were 
more aggressive and hyperactive, and displayed abnormalities in 
the amygdala, cortex, and hippocampus.33

TAU In addition to the “amyloid-related” transgenics, com-
plementary mouse models have been developed that overexpress 
human tau in its normal and/or mutated forms (including a form 
associated with frontotemporal dementia and Parkinson’s disease, 
FDPD).

Human tau proteins are encoded by a gene on chromosome 17. 
Six brains isoforms resulting from alternative splicing have been 
described and can be divided into two classes: proteins with three 
C-terminal repeat domains (3R) and proteins with four domains 
(4R). Most transgenic models have been generated with one of 
the mutated 4R forms, varying from “regular” 4R tau to mono-
mutated forms (P301L, P301S, V337M) and multiple-mutated 4R 
forms.

Although tau-related pathologies have been detected in the 
brains of these transgenics,9,10 few studies have characterized 
these animals behaviorally.

In the elevated plus-maze, 11-month-old transgenic mice over-
expressing the V337 mutant tau gene displayed less anxiety-like 
behavior compared to their wild-type littermates. In contrast, no 
differences were detected in a water navigation test. These animals 
showed impaired habituation in an open-field exploration task. 
Additionally, these tau transgenic mice showed an irregular 
neuronal-shaped hippocampus and altered neuronal activity.

Another related line carries the R406W tau mutation (found in 
human subjects with a tauopathy resembling AD). Observations 
made in aged animals (ranging from 16 to 23 months of age) 
revealed a blunted fear response to cues, but not to context, after 
2 days of conditioning. The same animals showed lower levels of 
contextual fear after 15 days of conditioning, suggesting that 
long-term memory loss may be more dramatic in aged R406W 
tau transgenic mice. These data suggest that there is a deficit in 
associative memory in mice overexpressing a mutated tau gene. 
Neuroanatomically, transgenic mice develop tau inclusions in the 
hippocampus, amygdala, and neocortex, structures known to be 
involved in memory formation.34

Subtle differences and specific impairments were also observed 
in transgenic mice overexpressing the P301L mutation of tau.35

Aggregation and NFTs were observed in many brain areas, includ-
ing the amygdala and the hippocampus, brain regions that are also 
severely affected by NFTs in AD patients. Because these mice 
show accelerated extinction in a conditioned taste aversion test, 
the authors evaluated their behaviors in tasks requiring an intact 
hippocampus, including the Morris Water maze and the Y maze. 
Differences were detected only in spatial working memory, with 
mice showing greater impairment with age, starting at 6 months. 
However, the transgenic mice were more active and slightly less 
prone to novelty-induced anxiety, which suggests that the impair-
ment observed in these mice is not related to affective behavior 
unrelated to the hippocampus.

POLYTRANSGENICS Because Aβ and tau are two primary, 
and complementary, factors in the development of AD, and 
because the presenilins are clearly genetic susceptibility loci for 
the disease,36 the interactions of these proteins were tested by 
engineering a triple-transgenic mouse model. To generate these 
mice, two transgenes (Tg2576, an APP mutant, and tau P301L) 
were transferred onto a PS1-heterozygous knockin mutation back-
ground. Triple-transgenic (3xTg) mice developed progressive 
age-dependent neuropathology, including plaques and tangles. 
Remarkably, the pattern of evolution of these abnormalities 
closely mimics some of those described in AD. In these mice, 
presynaptic dysfunction and LTP deficits precede the accumula-
tion of extracellular Aβ. This suggests a significant role for intra-
cellular Aβ in AD-dependent pathology, even in the absence of 
structural changes. Plaques first appeared in cortical regions, then 
in the hippocampus, and later in the amygdala, whereas tangles 
followed the reversed pattern, beginning in the amygdala. This 
sequence of events is in line with the amyloid cascade hypothesis 
of AD (cf. Figure 55–1). 3xTg mice also demonstrate age-
dependent cognitive defi cits.37 The earliest cognitive impairments 
were recorded at 4 months of age, and were characterized by a 
defi cit in long-term memory correlated with the intraneuronal 
accumulation of Aβ in the hippocampus and amygdala. No 
plaques or tangles could be detected at this age, suggesting that 
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they contribute to cognitive dysfunction only at older ages. Immu-
notherapy treatments eliminated intraneuronal Aβ deposits and, 
consequently, rescued the deficits observed in hippocampal-
dependent cognitive tasks. The reemergence of Aβ pathology 
after immunotherapy led to the return of the cognitive defi cits 
observed before treatment. Given these promising results and the 
very integrative nature of this model, triple transgenic mice have 
now been studied further and offer promising insights on the 
sequence of molecular and cellular events leading to AD.38

A NOTE ON EPIGENETIC AND 
ENVIRONMENTAL FACTORS IN ALZHEIMER’S 
DISEASE GENETICALLY MODIFIED 
MOUSE MODELS

Because familial cases of AD represent only 15% of AD and 
because genetic factors are essentially risk factors, an important 
fi eld of research aims to determine the interaction between epi-
genetic factors and specific genetic alteration in an effort to iden-
tify gene–environment interactions. Two studies by Lazarov 
et al.39 and Jankowsky et al.40 have investigated the effect of long-
term exposure to an enriched environment on double transgenic 
mice coexpressing APPswe and PS1 polypeptide variants. 
Although there are some discrepancies in the results (see Lazarov 
et al.39 for discussion), the results unequivocally demonstrated 
that environmental factors can influence amyloid deposition in a 
gene-dependent fashion. Identifying other environmental factors 
that modulate disease progression could be very valuable in the 
treatment or prevention of AD.

CONCLUSIONS
Genetic mouse models have enhanced our understanding of 

the pathogenesis of AD and its underlying mechanisms. While 
inherent differences between mice and humans will always limit 
our ability to model this disease in animals, recent studies 
demonstrate that it is possible to generate plaques and tangles in 
a mouse, similar to human neuropathology. The evolution of both 
quantitative and qualitative genetic mouse models of AD has 
provided invaluable tools to better understand this pathology, 
along with the possibility of developing new therapeutics. When 
looking at the progress accomplished between the first transgenic 
models of AD and the current development of neuron-specifi c, 
conditional and polytransgenic models, it is clear that genetic 
models of AD will play an important role in finding a cure for 
this disease.
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56 Rat Models of Experimental Autoimmune 
Encephalomyelitis

ERIK WALLSTRÖM AND TOMAS OLSSON

ABSTRACT
Multiple sclerosis (MS) is a chronic inflammatory disease of 

the central nervous system (CNS) leading to neurological defi cits. 
The relative inaccessibility of the CNS for sampling and the 
problems of experimental manipulations in humans make proper 
experimental models indispensable for progress in the basic 
understanding of the disease as well as for testing of therapy. 
There is no single experimental model mimicking all aspects of 
MS and a model should be chosen based on the scientific question 
being investigated. We describe our experience with antigen-
induced models in the rat species. The clinical course of disease, 
monophasic versus relapsing/protracted, and the histopathological 
features depend on the strain of rats used, their MHC and non-
MHC genes, as well as the myelin autoantigen used for immuniza-
tion. Other factors such as age, weight, and gender also infl uence 
the outcome. Use of myelin oligodendrocyte glycoprotein in DA 
rats results in an MS-like relapsing disease with plaques of demy-
elination. Use of myelin basic protein in LEW rats results in an 
acute monophasic inflammatory disease with little demyelination. 
Several disease-determining factors and practical schemes for MS 
models in rats are presented.

Key Words: Multiple sclerosis, Autoimmunity, Myelin, 
Myelin basic protein, Myelin oligodendrocyte glycoprotein, 
Proteolipid protein, T cells, B cells, Antibodies, Major histocom-
patibility complex, Genetics, Demyelination, Infl ammation, 
Axons, Neurons, Oligodendrocytes, Astrocytes, Macrophages, 
Microglia.

GENERAL CHARACTERISTICS
WHY MODEL MULTIPLE SCLEROSIS? Multiple sclerosis 

(MS) is an inflammatory disease of the central nervous system 
(CNS) with foci of inflammation, demyelination, and damage to 
axons. It is typically a disease of the Western world with preva-
lence there varying from 0.5 to 2 per thousand. This distribution 
most likely depends primarily on a higher genetic predisposition 
in these countries, but differences in environmental factors may 
also play a role. Despite its relatively low incidence and preva-
lence, it has a major impact on the afflicted individual and on 
society as a whole; its impact is also economic, since the disease 
starts early in life and persists for decades. In addition, drug 
companies have realized that MS is a valuable target, since 

currently approved drugs either have only modest effects or can 
result in rare but fatal adverse events.

Since there is a great medical need for better and safer treat-
ments, in turn requiring better knowledge of disease mechanisms, 
MS continues to be a strong focus for research both in academia 
and in the pharmaceutical industry; disease-appropriate animal 
models are therefore indispensable for further progress. This is 
particularly so in MS, because the CNS is relatively inaccessible 
for sampling, observations in humans in most cases are descrip-
tive, and experimental manipulation in humans is rarely 
possible.

In principle, a rodent model for MS can be used for studies of 
disease mechanisms, either by classical hypothesis-driven methods 
or by unbiased genetic tools, or for studies of new therapeutic 
strategies. There is no single model of experimental autoimmune 
encephalomyelitis (EAE) that covers all aspects of human MS, 
and the choice of a particular EAE variant should be carefully 
thought through depending on the scientific question.

To enable such a selection of a model, in depth knowledge of 
the natural course of the disease and its basic immunopathology 
is necessary. We refer the reader to several recent reviews on 
these topics, and give a summary of the most critical factors in 
the following.

MULTIPLE SCLEROSIS: COURSE AND SUBPHENO-
TYPES MS rarely starts before the age of 15 or later than 50 
years. The average age of onset is 28 years, with a 2/1 female/
male ratio. In about 85% of all cases of MS the disease follows 
a remitting relapsing course, with relapses of new neurological 
defi cits on average every second year. Recovery can be complete 
or incomplete. Interestingly, the introduction of magnetic reso-
nance imaging (MRI) into the study of MS has shown that there 
are up to 10 subclinical inflammatory events in the CNS on each 
clinical recognizable relapse. With time, most patients enter a 
secondary chronic progressive course with steadily increasing 
neurological defects. The mean time from onset to this phase is 
around 15 years. Current dogma suggests that the mechanisms 
during this progressive phase differ from those during the relaps-
ing phase. None of the currently approved drugs for MS has had 
any effect on the progressive phase of the disease. Of MS patients, 
10–15% start with a steady progression, categorized as primary 
progressive MS. Of note, few rodent MS models can mimic these 
very chronic aspects of MS.

The symptoms and signs of MS vary depending on where 
in the CNS the inflammatory lesions occur, and almost all 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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neurological functions can ultimately be affected. These are focal 
neurological disturbances. In addition, MS is accompanied by 
general symptoms and signs.

To enhance the understanding of the MS models described 
below we provide a short summary of common signs.

Afferent neurological functions are often affected. Patients 
may develop regional hypoesthesias/paresthesias and defects in 
deep sensation. Optic neuritis, with loss of vision in one eye, is 
common. In most cases vision recovers over weeks. Brainstem 
lesions may lead to signs such as dysfunction of ocular motility 
and central vertigo. Cerebellar lesions can lead to dystaxia. Motor 
tracts are often affected, resulting in monoparesis of an extremity, 
most often in legs, hemiparesis, or paraparesis. In the chronic 
progressive phase a slowly increasing paraparesis folowed by 
tetraparesis is common.

General signs include fatigue, which most patients refer to as 
their worst manifestation of MS. Depression is common. A mild 
or modest decrease of cognitive function occurs in up to 50% of 
MS patients. In quite rare instances full blown dementia may 
develop.

Just as there are scoring scales for the EAE models described 
below, there are rating scales for MS, used in clinical follow-up 
or during clinical drug trials. The best established is the expanded 
disability scale (EDSS), with which different neurological func-
tions are assessed and rated in a neuroexamination. These are added 
together to produce a score from 0 to 10 : 0 is no neurological 
dysfunction, 6 reflects decreased motor function with the patient 
able to walk 100  m with unilateral support, and 10 is death due to 
MS. The multiple sclerosis functional composite (MSFC) is a more 
recently introduced scale in which performance on a simple cogni-
tive test, motor function in the upper extremity, and walking ability 
are added together. There are numerous other scales, some based 
on patient self-report and some measuring quality of life.

MULTIPLE SCLEROSIS: HISTOPATHOLOGY MS his-
topathology is characterized by foci of inflammation, demyelina-
tion, and damage to neurons/axons. Initial periventricular lesions 
are composed of mononuclear cells, mainly macrophages, as well 
as an abundance of lymphocytes: CD4+, CD8+, T cells, and B 
cells. Demyelination ensues through macrophage attack. In addi-
tion, axons are damaged in this acute inflammatory attack.1 Further 
damage to axons also occurs more chronically.

Classical demyelinated plaques varying in size from millime-
ters to centimeters ensue; these also contain astroglial scarring. 
To a variable extent demyelinated axons may become remyeli-
nated by oligodendroglial precursors that are recruited.

PRESUMED IMMUNE PATHOGENESIS The formal proof 
for any autoimmune or alternative viral etiology is lacking. 
However, there is strong circumstantial evidence suggesting an 
autoimmune pathogenesis based on the following: (1) Increased 
numbers of myelin autoreactive T and B cells enriched to the 
cerebrospinal fluid can be detected in persons with MS. (2) Certain 
HLA class II alleles, gene products being restriction elements for 
CD4+ T cells, dispose for MS. (3) Genomic regions disposing for 
MS overlap regions defined in rodent models known to be autoim-
mune.2 (4) The organ specificity of the inflammatory attack in MS 
is most easily reconciled in the context of the immune system, 
perhaps the only system able to discriminate between such a broad 
variety of molecular targets. Finally, (5) some of the induced EAE 
models described in this chapter closely mimic both the clinical 
course and histopathological features of MS.

Based on immense numbers of studies in EAE and descriptive 
observations in human MS, a condensed sequential immunopatho-
genesis of MS can be described as follows.

For unknown reasons CNS autoantigen-reactive T cells become 
activated in the periphery (lymphoid organs/systemic circulation). 
Upon reaching the endothelium at the blood–brain barrier secre-
tion of proinflammatory cytokines such as tumor necrosis factor-α
(TNF-α) and interferon-γ (IFN-γ) cause endothelial upregulation 
of adhesion molecules such as intercellular adhesion molecule 
(ICAM) and vascular cell adhesion modules (VCAM). The latter 
seem of special importance as demonstrated in EAE.3 The very 
late activation (VLA)-4–VCAM interaction allows activated T 
cells to pass into the CNS parenchyma, and upon rerecognition 
of a specific CNS autoantigen the T cells become reactivated with 
secretion of proinflammatory cytokines, inducing a further infl am-
matory cascade with recruitment of macrophages, chemokine 
secretion, etc. There is also a potential role for myelin-specifi c 
autoantibodies binding to myelin with destructive potential in the 
form of complement-mediated lysis or opsonization for macro-
phage attack. Most likely a series of downmodulatory events later 
takes place involving an endogenous steroid response and 
cytokines such as tumor growth factor-β (TGF-β) and interleukin 
10 (IL-10).

One of the few experimental situations we have in human 
disease is during clinical trials against specific targets. The most 
effective treatment against MS hitherto demonstrated is blockade 
of VLA-4 with a humanized monoclonal antibody, reducing 
relapses by 68% and new MRI lesions by 90%. This is striking 
evidence in support of the idea that inflammation causes MS 
pathology, and not the opposite, which occasionally has been 
suggested. For this reason, experimental models built on induction 
of a systemic immune response attacking the CNS are relevant 
for MS pathogenesis.

Apart from a purely immunological pathogenesis, there is a 
growing interest in target-related factors. Thus, the CNS struc-
tures in the form of the blood–brain barrier, glial cells, and neuron 
axons take part in the pathogenesis of the disease, and there may 
well be genetically regulated differences in the function of these 
structures upon an inflammatory insult potentially explaining 
interindividual differences in outcome. For example, certain 
patients seem to do well despite intense inflammation in the CNS, 
while others suffer from severe sequelae after less intense infl am-
matory insults. It is likely that there is an important neurode-
generative aspect of MS in the chronic progressive forms of the 
disease.

THE GENETICS OF MULTIPLE SCLEROSIS Since the 
genetic background is well known to profoundly affect immune 
responses in general and also rodent MS models, we here provide 
a short note on what is known about the genetics of MS. Further-
more, if the particular genes disposing for MS can be found, they 
will denote primary causative pathogenic pathways, which will 
pave the way for therapy and prevention. As discussed below, 
rodent MS models may assist in the finding of such genes.

There is solid evidence for genes affecting the risk and course 
of MS, which is particularly clear from observations in twins, with 
an approximate concordance rate of 30% in monozygotic twins 
versus 2–4% in dizygotic twins.

The human leukocyte antigen (HLA) complex is the best 
established and proven genome region regulating MS. It contains 
around 200 genes, most of which are involved in immune 
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functions. Mapping of influences within the complex is diffi cult 
due to a strong linkage disequilibrium between genes in the 
complex. However, there is strong evidence that the class I and 
II genes are involved. Different alleles of HLA class II genes may 
either dispose for or protect against MS.4 Class I genes also affect 
MS.5 The basic reasons for these effects are not known, but 
current knowledge strongly suggests that the influence is related 
to the basic function of the HLA molecules, which is to bind 
antigenic peptides and present them to T cells. It can be argued 
that knowledge concerning those genes important for MS has 
been pivotal in the current focus on new therapies for MS directed 
toward interfering with T cell function.

The major histocompatibility complex (MHC; in humans equal 
to the HLA) molecules are among the most polymorphic genes 
existing in mammals, allowing a broad repertoire of peptides at 
the population level to be presented to the immune system; this 
in turn helps ensure that infectious agents do not develop strate-
gies to escape host immunity. Thus, preferential or promiscuous 
binding of myelin autoantigen peptides is an explanation for the 
MHC regulation of MS. In this context it is worth noting that these 
phenomena have instrumental impact on the handling of the 
experimental models discussed below.

Non-MHC genes also regulate MS. However, several linkage 
screens have failed to demonstrate any genome regions apart from 
the HLA complex with major impact on MS. This in turn suggests 
that many genes are involved and each has a low or modest 
impact, which in turn has impeded their positioning. Present 
speculation suggests odds ratios in the range 1–2. Only a few 
non-MHC genes, such as the PRKCA and IL-7 receptor and 
a chemokine gene cluster,6–9 have more definite evidence of 
support.

The outcome of human linkage screens discussed above as 
well as gene mappings in rodent models suggest that the number 
of genes with some degree of influence on MS may be around a 
hundred.10 This non-MHC genetics may also have relevance for 
experimental modelling of MS, especially when MS genes are 
better defined. It also relates to the probable genetic heterogeneity 
of MS, that is, different genes may predispose for the same 
end phenotype in the form of MS, and thus potentially result in 
very different mechanisms. This may require different therapeutic 
strategies. In the future it may be possible to utilize genetic infor-
mation for tailor-made therapy, in which individuals/families with 
particular sets of MS-disposing genes accordingly receive adapted 
therapies.

The non-MHC genetic background of different rodent strains 
is thus important to consider when evaluating the outcome of an 
experiment or experimental therapy. With time pharmacogeneti-
cally defined strains may be at hand (see more below).

EXPERIMENTAL AUTOIMMUNE ENCEPHALOMYELITIS: 
HISTORICAL NOTES AND CURRENT DEBATE EAE histori-
cally emanated from research devoted to understanding the cause 
of neuroparalytic accidents of rabies vaccination. Some individu-
als developed an acute or subacute encephalomyelitis weeks after 
the rabies vaccination. The virus was grown in brains and the 
inoculum was contaminated with CNS material. Experiments by 
Rivers and Schwentker tested the brain material alone, which 
gave rise to encephalomyelitis in a proportion of monkeys. Later, 
introduction of Freund’s adjuvant led to a much more reproduci-
ble disease induction. This experimental disease reflects acute 
disseminated encephalomyelitis (ADEM) rather than MS, which 

has a chronic relapsing course. As described below, there are now 
a series of chronic relapsing models that better mimic MS. For 
more than 50 years there has been continuous debate on EAE as 
a model for MS, relating to different views on the presumed etiol-
ogy, the predictability of data in the models versus validity for 
MS, and the “spontaneous” occurrence of MS versus the need for 
active induction in rodents. John Alvord, Jr., one of the pioneers 
in research on EAE and myelin basic protein, in 1984 presented 
a graph charting the ups and downs in his belief in EAE as a model 
for MS11; this varied from close to 100% when myelin basic 
protein (MPB) was found to be a discrete encephalitogen to 0% 
when antimeasles antibodies were found in MS cerebrospinal 
fl uid, suggesting measles as the cause of MS. In 1984 he was 80% 
convinced that EAE was a good model for MS.

Recently at least three studies have addressed these issues. 
First, a negative study argued that therapies developed in EAE do 
not work in MS.12 An opposing view was presented by Steinman 
and Zamvil,13 who argued that at least two therapies in MS, glati-
ramer acetate and anti-VLA-4 blockade, are completely based on 
EAE experiments and are of therapeutic use in MS. An intermedi-
ate view was presented by Ransohoff.14

It is often argued that EAE is not a good model for MS since 
it needs to be induced, whereas MS is spontaneous. However, 
twin data and epidemiological data strongly suggest that MS is 
also induced, or triggered by so far unknown events (infection is 
a common speculation). In particular, the 70% discordance rate 
in monozygotic twins suggests triggering by environmental 
factors.

PRINCIPAL MODELS OF EXPERIMENTAL 
AUTOIMMUNE ENCEPHALOMYELITIS AND 
A NOTE ON THE SELECTION OF SPECIES

EAE can be induced in practically all species, and most com-
monly in the mouse or rat. For very select questions nonhuman 
primate models may be used, for example, when testing reagents 
that are specific only for primates including humans.

The mouse species has a number of advantages: it is small and 
therefore inexpensive to keep and breed, accessible for gene dele-
tions, which is not yet possible in the rat, and transgenic expres-
sion of genes is easier. For genetics, the mouse displays a full 
genome sequence accessible on the internet, with single nucle-
otide polymorphism (SNP) and microsatellite maps. However, in 
our experience the models accessible in the mouse have been less 
reproducible and there is a paucity of chronic mouse models 
closely mimicking the course and histopathology of MS.

In this chapter we deal only with rat models, with which we 
have extensive experience. Here, a series of easily reproduced 
acute and chronic models are at hand. The rat genome sequence 
is now also available on the internet (ensemble.org), there is a 
microsatellite map, and SNP maps will appear. There is also 
access to a wide variety of EAE-susceptible and resistant inbred 
strains. Well-controlled acute monophasic as well as protracted 
relapsing EAE forms are at hand.

Many of these models are now routinely used by the pharma-
ceutical industry in evaluating new drug principles. A common 
problem in such experimentations is that drugs developed to fi t 
human structures, irrespective of whether the drug is a mono-
clonal antibody, soluble receptor structure, or a low-molecular 
compound, often either have no or much lower binding affi nities 
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to the rodent target. The solution to this is either parallel develop-
ment of rodent-specific compounds or transgenic expression of 
the human target in the rodent.

The following induction methods can be discerned in 
principle.

Adoptive Transfer Experimental Autoimmune Encephalo-
myelitis That EAE had a central T cell-mediated pathogenesis 
was demonstrated in the early 1980s.15,16 Myelin antigen reactive 
T cells were recovered from actively immunized mice or rats, 
cultured in vitro in the presence of stimulating antigen, and after 
several rounds of in vitro stimulation monospecific T cell lines 
and clones were obtained that upon transfer to naive syngeneic 
recipients caused EAE, in most cases with an acute monophasic 
disease course, with widespread inflammation in the CNS, but 
with little or no demyelination. This methodology has had 
enormous impact on the understanding of certain aspects of 
autoimmune disease, especially on questions such as T cell traf-
fi cking and the understanding of central features of T cell biology 
important for neuroinflammation. This form of EAE is therefore 
useful in studies of similar types of questions, but perhaps not 
in situations in which a disease course and pathology closely 
mimicking MS is required. We will not describe this form of 
EAE further.

Cotransfer Experimental Autoimmune Encephalomye-
litis For studies of the additive or synergistic role of autoanti-
bodies, research groups invented cotransfer models, in which 
autoimmune T cells were transferred along with myelin-specifi c 
antibodies. For example, in this way it was demonstrated that 
antibodies alone did not cause disease, but required the elicitation 
of CNS inflammation by the T cells.17 Consequently this type of 
methodology can be used to address similar questions on the role 
of antibodies. We will not discuss this methodology further.

Actively Induced Experimental Autoimmune Encephalo-
myelitis The experimental animal is immunized with a CNS 
autoantigen, in most cases together with an adjuvant (mineral oil 
+ mycobacteria, and sometimes also injection of pertussis toxin). 
This recruits an autoimmune T and B cell response causing EAE 
with either an acute monophasic or chronic relapsing course, 
depending on the autoantigen and/or the strain of rodent used. 
Detailed descriptions of this methodology will be provided 
below.

Certain viral infections in rodents, such as Theiler’s murine 
encephalomyelitis, are accompanied by recruitment of an autoim-
mune response, where there is strong evidence to support the idea 
that this autoimmune response may be responsible for the chronic 
relapses that ensue.18

Transgenic Induction of Experimental Autoimmune 
Encephalomyelitis With recent still more fine-tuned, elaborate 
use of transgenic techniques, “spontaneous EAE” may occur. 
Thus mice are constructed in which a high proportion of the T 
cells expresses human T cell receptors for myelin autoantigens. 
The mice can be further manipulated to express human MHC 
molecules and T cell costimulatory molecules. In addition, they 
can transgenically express B cells producing myelin-specific anti-
bodies. All these mouse variants, to a variable extent, display 
spontaneous EAE, which interestingly also varies depending on 
the laboratory environment in which they are kept. Naturally, 
these types of mice, although highly artificial, can be used for 
mechanistic studies.19–21 It is a semantic question as to whether 
these forms of EAE should be regarded as spontaneous or induced. 

We think that the genetic manipulation represents a form of active 
induction. Potentially, these mice could also be interesting to 
explore with regard to environmental triggers that may precipitate 
disease in extremely susceptible rodents. We will not explore 
these EAE models further.

ACUTE MONOPHASIC OR CHRONIC RELAPSING 
EXPERIMENTAL AUTOIMMUNE ENCEPHALOMYELITIS
One of the oldest and best characterized EAE models is induced 
in LEW rats by subcutaneous immunization with MBP (derived 
from guinea pigs), or MBPgp 63–88 peptide, emulsified in com-
plete Freund´s adjuvant (mineral oil and heat-killed Mycobacte-
rium tuberculosis). The first clinical signs of disease appear 
approximately day 9–10 postimmunization (pi) in the form of 
sudden weight loss. By approximately day 10–11 pi tail weakness 
is evident, progressing to hind leg weakness and eventually com-
plete paralysis of the hind legs at day 12–13 pi A recovery phase 
follows, with complete (or nearly complete) gain of hind leg and 
tail function at day 16–17 pi. A small number (0–10%) of animals 
may have a second relapse around day 22–24 pi, but otherwise 
they stay healthy, and are resistant to further attempts to induce 
EAE.22 Similar to MS, inflammatory infiltrates in the CNS are 
most common around small veins, but in the MBP-induced LEW 
rat model, lesions are found only in the spinal cord (they develop 
caudally to rostrally and parallel clinical signs of paresis) and not 
in the brain. At affected levels in the spinal cord, the whole paren-
chyma is infiltrated by CD4+ α-β cells and activated macrophages. 
Some CD8+ α-β cells, NK cells, γ-δ T cells, and B cells may also 
be present, and there are signs of activation of CNS resident cells 
(especially microglia).23 Most other EAE models are “variations 
on the theme” described above, but may include features such as 
a high frequency of relapsing disease and/or demyelination.

In contrast to MBP-induced EAE in the LEW rat, rMOG 
(aa 1–125)-induced EAE (MOG-EAE) in DA rats displays both 
a high frequency of relapsing disease and focal infl ammation 
with demyelination in the CNS.24,25

Clinically, relapsing-remitting signs of neurological dysfunc-
tion characterize MOG-EAE. However, there are also rats dis-
playing chronic (nonremitting) signs of disease, acute lethal 
disease, or mild, very late clinical disease [occasionally DA rats 
have displayed no signs of clinical disease until day 50–60 post-
immunization (unpublished observations)]. Therefore, MOG-
EAE is similar to MS in its diversity in individual clinical courses. 
Rats may present with only one lesion in the optic nerves and one 
lesion in the spinal cord, mimicking the MS subtype Devic´s 
disease. Active demyelination is associated with the deposition of 
immunoglobulins and complement component 9 (C9), indicating 
antibody-dependent demyelination. Immunologically, there are 
signs of activation of both cellular and humoral anti-MOG-
specifi c lymphocytes. This is again similar to MS, where both T 
and B cell responses to MOG and other myelin antigens are 
present.26,27

Due to the gradual release of antigen in actively induced 
disease, it is difficult to determine whether “chronic” EAE can be 
considered “truly chronic.” If chronicity is defined as a “self-per-
petuating” condition in which signs of disease continue indefi -
nitely even after the removal of the initial trigger, then actively 
induced EAE is not proven to be chronic. Another problem with 
chronicity in EAE is the occurrence of irreversible neurological 
defi cits. It is not difficult to devise a situation in which an acute 
infl ammation causes irreversible neurological deficits due to 
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destructive lesions in the CNS. Signs of disease may then persist 
indefi nitely after the disappearance of the acute infl ammation.

PRACTICAL CONSIDERATIONS
CENTRAL NERVE SYSTEM AUTOANTIGEN Autoanti-

gens for EAE-inductions may be purified (myelin) proteins, 
recombinant proteins, synthesized peptides, or even whole spinal 
cord and brain homogenates. There are pros and cons with all of 
these approaches. Purified myelin components may contain con-
taminations from other myelin proteins and a mixture of antigens 
is obviously also the case when whole spinal cord homogenates 
are utilized. Recombinant proteins circumvent the problem of 
contamination by other myelin proteins, but introduce potential 
immunologically active contaminations from the production 
system (often bacteria). Peptide-induced EAE may be compli-
cated by the nonphysiological tertiary structure of peptides28 and 
nonphysiological epitope selections.29

If a relapsing/remitting disease course is desired, rMOG seems 
to be the most consistent antigen to use, particularly with DA and 
LEW.AV1 rats. rMOG here denotes recombinant MOG aa 1–125 
(the N-terminal Ig-like extracellular domain), since full-length 
MOG is difficult to express due to its low solubility. If disease is 
induced by MBP peptides, monophasic EAE usually ensues.30,31

In adoptive transfer EAE, the antigen specificity of the transferred 
cells determines the topography of the CNS lesions and the extent 
of both parenchyma inflammation and macrophage activation.32

Thus, the choice of antigen determines both clinical and histo-
pathological disease expression.

DOSE OF ANTIGEN Although rarely discussed in studies 
on EAE, the dose of antigen may dramatically affect disease 
expression. Usually, titration experiments with three or four doses 
of antigen are necessary to set up experimental conditions before 
the actual experiment is started. In MOG–EAE, a reduction of the 
amount of antigen in the immunization may result in conversion 
of an acute lethal disease to a chronic disease, or to no disease.24

Suggested immunization protocols are discussed in the section on 
Immunization below.

ADJUVANTS The minimum adjuvant utilized in most EAE 
studies is incomplete Freund´s adjuvant (IFA). IFA is a mixture 
of mineral oils, and it has by itself a complex impact on the 
immune system, including triggering of oil-induced arthritis in 
DA rats.33,34 IFA protects the antigen from rapid degradation and 
thereby prolongs its exposure to the immune system. Macrophage 
phagocytosis may also be facilitated by a more particulate physi-
cal state of the antigen.35

Heat-killed Mycobacterium tuberculosis may be added to the 
IFA, resulting in complete Freund´s adjuvant (CFA).36 CFA is a 
classical adjuvant, and has been utilized extensively to boost both 
cell-mediated and humoral immune responses to antigens with 
which it has been emulsified. The downside of using CFA as 
adjuvant is that it adds complexity; mycobacterial antigens inter-
act with the immune system at several levels and responses to 
mycobacteria are genetically regulated.37 In most EAE induction 
protocols, CFA is required to induce disease, while IFA induces 
protective immunity. The ability to induce EAE in DA rats with 
rMOG/IFA alone is therefore unique and reflects both the strong 
sensitivity to adjuvants in rats (especially DA rats)38,39 and the 
potent encephalitogenic properties of MOG.

EMULSION The relation between encephalitogenicity and 
the size of the water/oil emulsion droplets in the inoculum has 

been studied by Maatta et al.40 Increased encephalitogenicity was 
associated with the small size of the droplets (achieved by sonica-
tion instead of extrusion). A small droplet size corresponded to a 
large surface area, which preferentially contained antigen. In the 
extruded emulsion, the antigen was buried in the droplet interior. 
Even so, most EAE induction protocols do not favor sonication, 
and a proper emulsion is acquired by mixing the water/oil emul-
sion in a syringe, or rather two connected syringes. Glass syringes 
are preferable to plastic, since plastic syringes tend to “clog” from 
the emulsion. At the beginning of mixing, the emulsion is easily 
passed through the syringe, but after a while, the texture changes 
and it takes more force to compress the syringe. The emulsion is 
then ready to be used. However, before use, the emulsion may be 
tested by putting a drop in a beaker filled with water. The drop 
should not immediately dissolve in the water, but rather remain 
as a drop, or dissolve very slowly.

IMMUNIZATION In our hands, subcutaneous EAE induc-
tion is less effective than intradermal immunization. However, it 
is not always easy to achieve a completely intradermal location, 
especially with a volume of 200  µl, which is a common injection 
volume. If CFA adjuvant is utilized, rather than IFA, the immu-
nization must always be subcutaneous, to avoid local infl amma-
tion and formation of a wound at the site of injection. A needle 
diameter of 0.6  mm is most often our choice. Thinner needles are 
diffi cult to use due to the consistency of the emulsion. It is advis-
able to make extra emulsion (for 5–10 extra animals) to avoid 
having to repeat the procedure if spills or other mistakes occur 
during the emulsification or immunization. It is also important to 
avoid self-injections, since it may trigger neuroinfl ammatory 
disease in certain individuals. We are aware of one such case in 
which the needle penetrated the skin of the hand with a minimal 
deposition of inoculum, and the person developed a subacute 
EAE-like disease. We therefore recommend a minimal surgical 
excision of the injection site if self-injection indeed occurs.

STRESS An old, but seldom systematically studied observa-
tion is that nonspecific stress may profoundly suppress EAE. 
When designing EAE experiments, care should be taken to avoid 
disturbances such as noise, changes in animal caretaker staff/
routines, and experimental manipulations such as blood samples. 
Stress effects seem to be most pronounced before the appearance 
of clinical signs of EAE.41,42 It has been suggested that differences 
in neuroendocrine function may constitute part of the non-MHC 
regulation of strain susceptibility/resistance in EAE.43

SEASONAL EFFECTS Seasonal effects are not well recog-
nized in the EAE literature, but there are some reports. In 2004, 
Teuscher et al. reported increased susceptibility in mice immu-
nized during the summer.44,45 In contrast, our own experience is 
that EAE susceptibility (and fertility) in rats is reduced during the 
summer months (unpublished observation). It is unclear if the 
difference is due to the different types of animals or if the local 
environment is more important.

AGE AND WEIGHT Very young animals with immature 
immune systems differ in their response to EAE induction.46 We
avoid using rats weighing less than 150  g. In adult animals, age 
may be a factor of importance, in turn intimately linked to weight. 
Weight is important mainly with “mild” induction protocols, i.e., 
low doses of rMOG in IFA, while induction protocols with high 
doses of autoantigen and adjuvant are less sensitive to differences 
in animal weight. Since age-dependent weight increases differ in 
different rat strains, it is particularly important to consider weight 
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when comparing different strains. Among the common strains 
utilized in rat EAE experiments, LEW and PVG rats gain weight 
faster than DA and ACI rats. Also, male rats gain weight faster 
than female rats, so all gender comparisons need to consider this 
factor.

GENDER The impact of gender differs depending on the 
EAE model studied. In monophasic LEW rat EAE, induced by 
guinea pig spinal cord homogenate, males are usually more sus-
ceptible than females.47 In SJL mice injected with PLP 139–151-
specifi c T cells, female donor cells mediated more severe EAE 
than male donor cells.48 In our own experience, monophasic MBP 
or MBP peptide-induced EAE is more severe and reliable 
in males, while MOG-EAE is more severe and reliable in 
females.24,49,50 Mechanisms for gender influences in EAE may 
include direct hormonal effects on T cells and/or regulation by 
gender-specifi c non-MHC loci.51,52 The Y-chromosome itself has 
been implicated as harboring such loci in mouse EAE.53 In MS, 
the female-to-male ratio is 2 : 1.54

BREEDER AND SUBSTRAIN Inbred strains are, by defi ni-
tion, genetically homogeneous. However, if identical inbred 
strains are bred separately for several generations, accumulation 
of spontaneous mutations (“genetic drift”), residual heterozygos-
ity, and/or accidental contamination by genetic material from 
other rat strains may well result in the establishment of 
“substrains.”55,56 Substrains are well known to differ in their sus-
ceptibility to EAE (and other autoimmune diseases).57 Among the 
strains commonly utilized in EAE studies, LEW and BN rat sub-
strains differ in their susceptibility to EAE, while there has been 
fewer problems regarding substrain differences in DA, PVG, and 
ACI rats.

MAJOR HISTOCOMPATIBILITY COMPLEX AND NON-
MAJOR HISTOCOMPATIBILITY COMPLEX GENES Classi-
cally a series of different rat strains, differing in both their MHC 
and non-MHC genes has been divided into resistant or susceptible 
strains, mainly based on susceptibility to MBP or whole spinal 
cord-induced disease.

First, resistance or susceptibility should be used as relative 
terms since use of stronger immunization protocols can overcome 
genetic barriers.

Second, both features may reside in both the MHC complex 
and among non-MHC genes. As an example, the classical MBP 
EAE-resistant strain, the BN rat, is relatively resistant to EAE due 
to both non-MHC genes and an MBP nonresponder MHC haplo-
type.58,59 However, the BN rat MHC (RT1N) is strikingly respon-
sive to MOG, as demonstrated with RT1N on the EAE-susceptible 
Lewis non-MHC background.24

In the following section we discuss these matters in some 
detail.

WHY IS THE RAT STRAIN CRUCIAL IN SETTING 
UP AN EXPERIMENTAL AUTOIMMUNE 
ENCEPHALOMYELITIS MODEL?

MAJOR HISTOCOMPATIBILITY COMPLEX GENE 
IMPACT ON RAT EXPERIMENTAL AUTOIMMUNE ENCEPH-
ALOMYELITIS The influence of the MHC gene on EAE was 
recognized in the early 1970s,60 as well as the influence of the 
HLA gene on MS.61–63 The full genetic composition and distribu-
tion of rat genes are known in detail.64 There are about 200 genes 
in the rat species, with the region divided into classical class I 

(Ia), class II, class III, and nonclassical class I (Ib) genes, situated 
in that order on rat chromosome 20. The nomenclature for the rat 
MHC is RT1, in which RT1A corresponds to classical class Ia 
genes, which corresponds to HLA A in humans. RT1B denotes 
class II genes corresponding to human HLA-DQ and mouse H2-
A. The rat RT1D corresponds to HLA-DR and mouse H2-E.

Rat strains can be selected according to their MHC, based on 
their response to particular autoantigens (Table 56–1). Thus, there 
are different MHC restriction patterns depending on the particular 
autoantigen used for immunization. It is possible to select inbred 
rat strains with varying MHC on different genetic backgrounds, 
either with a relative non-MHC resistance or susceptibility.

In addition, there are strains with recombinations within the 
MHC providing options for a rough positioning of MHC regula-
tion within the MHC complex. Use of such rats has positioned 
the major EAE regulation to the class II genes, with additional 
infl uences from other parts of the MHC.24,5865 Mechanistically, the 
infl uence of class II is perhaps most easy to understand, especially 
with regard to peptide-induced EAE.

Starting with the most classical rat EAE, induced with MBP 
in the Lewis rat (RT1L), immunodominant stretches of the mole-
cule have been defined. These comprise the MBP 63–88 region 
and the 89–101 region. Classically heterologous MBP of guinea 
pig origin has been most effective in inducing EAE in the Lewis 
rat. Interestingly, on the RT1U haplotype the rat sequence is as 
effective.66 There is only a one amino acid difference in the core 
region of the peptide-binding site at position 79, by a single 
exchange of threonine (T) to serine (S). Despite the heterologous 
character of this guinea pig peptide, the fact that disease ensues 
must mean that recruited T cells recognize endogenous rat MBP. 
With these peptides, the use of intra-MHC recombinant strains 
between responder and nonresponder MHC has resulted in the 
mapping of major influences to the class II genes.59 Use of peptide-
binding assays has demonstrated that RT1B molecules restrict the 
response to the 63–88 peptide, while RT1D restricts the MBP 
89–101 response.67 Similar studies with MOG peptides on a series 
of rat MHC haplotypes have shown that MOG 91–108 is domi-
nantly encephalitogenic.68

Since the basic function of class II genes is to present peptides 
to CD4+ T cells, the regulation of class II MHC is likely to depend 
on differences in the peptide-binding abilities of the different class 
II variants. Peptide-binding studies with purified class II mole-
cules from different MHC haplotypes have shown that dominantly 
immunogenic peptides in the rat bind with high or moderate affi n-
ity.67 Peptides that bind poorly tend to be nonimmunogenic. This 
may be a difference compared to one example in the mouse in 
which the encephalitogenic MBP 1–10 is a poor class II binder. 
In addition, only a fraction of immunogenic peptides in the rat is 
encephalitogenic, suggesting that there are additional factors, 
perhaps in the quality of a class II-regulated immune response, 
that determine pathogenicity of the ensuing immune response, a 
topic that still is unresolved in autoimmunology.

Use of intra-MHC recombinant rats has also evidenced a func-
tion of the class I-CD8+ T cell pathway in EAE, in which certain 
alleles may recruit a protective disease downregulatory immune 
response.65

Less well studied are influences from the class III region on 
EAE. However, there are indications that genes in this region may 
infl uence histopathological features of MOG EAE, such as the 
degree of axon loss and demyelination.69
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Finally, with the profound influences of the MHC on EAE 
induced with different myelin autoantigens, the selection of strain 
is of utmost importance when planning an experiment.

NON-MAJOR HISTOCOMPATIBILITY COMPLEX GENE 
REGULATION OF EXPERIMENTAL AUTOIMMUNE ENCE-
PHALOMYELITIS The use of rat strains with differing non-
MHC background genes but the same MHC enables demonstration 
of a non-MHC gene regulation of EAE. This has been demon-
strated in the rat for both whole spinal cord-induced disease70 and 
MOG-induced EAE.49 Common rat strains that are relatively non-
MHC gene EAE resistant include the BN, PVG ACI, and E3 
strains. Susceptible strains include the LEW and DA strains. Natu-
rally this has practical implications when selecting strains for 
experiments.

A long-term goal in EAE research, also extrapolated to human 
MS, has been to exactly position the non-MHC genes, both for 
the understanding of pathogenic pathways and for the selection 
of an appropriate model for mechanistic as well as therapeutic 
studies. Hypothetically, a particular experimental manipulation or 
drug treatment could have drastically different outcomes depend-
ing on the genetic makeup at the EAE regulating loci.

These gene mapping efforts have so far resulted in a number of 
quantitative trait loci (QTLs) with statistical probability for regu-
lating disease. Typically F2 crosses between resistant and suscep-
tible strains are immunized and phenotype–genotype comparisons 
are made. In total, 19 whole-genome scans of rat or mouse crosses 
have been published resulting in a total of approximately 50 QTLs. 
Further experiments in advanced intercross lines have demon-
strated that these may well be composed of several sub-QTLs, 

which contain more than one polymorphic gene.71,72 Unfortunately, 
subsequent work to exactly position the responsible genes within 
the QTLs is much more laborious. At the moment, only a few 
examples of exact gene positioning have been achieved: in the 
rat the NCF1 gene regulating both arthritis73 and EAE74 and in the 
mouse IL-2.75 Such gene positioning is achieved by creating con-
genic strains through selective backcrossing a selection of recom-
binants with phenotypic differences until very small fragments are 
achieved. Ideally overlapping congenics with only one gene ensues, 
thus providing formal proof. However, the positioning can be 
assisted by gene sequencing and expression analysis. The resulting 
congenic rats represent pharmacogenetically defi ned strains.

Studies of the type described represent a particular line of EAE 
research. For practical purposes in context with use of EAE as a 
model in general, it is important to know that the outcome of 
particular experiments can be profoundly influenced by non-MHC 
genes.

SCORING AND ETHICAL CONSIDERATIONS
EXPERIMENTAL AUTOIMMUNE ENCEPHALOMYELITIS 

PHENOTYPES The most common phenotype in EAE is the 
“clinical score.” Most studies use a scale in which Grade 0 equals 
an unaffected animal; Grade 1, tail weakness or tail paralysis; 
Grade 2, hindleg paraparesis or hemiparesis; Grade 3, hindleg 
paralysis or hemiparalysis; and Grade 4, paresis in three or more 
extremities (tetraparesis), a moribund state, or death. There are 
also more detailed scales, such as Grade 0 normal, 1 tail weak-
ness, 2 tail paralysis, 3 tail paralysis and mild waddle, 4 tail 
paralysis and severe waddle, 5 tail paralysis and paralysis of one 

Table 56–1
Selected EAE models: strains, MHC haplotypes, and autoantigensa,b

Strain MHC Haplotype Autoantigen Type of EAE Comment

DA AV1 rMOG(1–125) Relapsing MS-like model
MBPrat69–87 Protracted in some rats
MBP 87–101 Protracted in some rats Rat and gp sequence identical
PLPbovine Severe EAE
Spinal cord 
 homogenate

Prolonged, relapses Simple, robust

LEW L MBPgp63–88 Monophasic Classic model, robust
MBPrat63–88 Monophasic Less severe than with the gp peptide
MBP 89–101 Monophasic Rat and gp sequence identical
rMOG(1–125) Resistant Resistance is relative in EAE; may be overcome
PLPbovine <50% develop clinical signs CNS pathology includes demyelination

LEW.AV1 AV1 rMOG(1–125) Relapsing/chronic
LEW.N N rMOG(1–125) Severe, lethal Chronic with low doses of autoantigen

MBPgp63–88 Resistant
MBP 89–101 Monophasic
MBP 87–110 Relatively resistant CD8+ cells involved in the relative resistance

LEW.W U rMOG(1–125) Semiresistant
MBPgp63–88 Monophasic
MBPrat63–88 Monophasic Similar severity as with the gp peptide

PVG C rMOG(1–125) Resistant
PVG.AV1 AV1 rMOG(1–125) Semiresistant
ACI AV1 rMOG(1–125) Resistant

aSee references 24, 30, 31, 38, 59, 77, 78, and 79.
bEAE, experimental autoimmune encephalomyelitis; MHC, major histocompatibility complex; MS, multiple sclerosis; CNS, central nervous system; 

r, recombinant; PLP, proteolipid protein; gp, guinea pig.
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limb, 6 tail paralysis and paralysis of a pair of limbs, 7 tetrapare-
sis, and 8 premorbid or deceased.76 Regardless of the number of 
grades, none of the scales is linear or parametric. Median values, 
percentiles, and nonparametric statistics are thus preferred. Some-
times, EAE grades are added for the entire observed disease 
period in a single animal, to create a “cumulative score.” This is 
not correct since the scores are not linear; when it comes to 
disease severity Grade 1 for 3 days does not necessarily equal 
Grade 3 for 1 day. However, EAE rarely affects individual animals 
with higher scores for just single days, so in “real life” cumulative 
scores actually give a quite good overall approximation of how 
severe the disease has been throughout the experiment. An overall 
value for the clinical score for the whole experiment also avoids 
problems of multiple comparisons with associated loss of power, 
if scores are compared each day between experimental groups. 
Other obvious EAE phenotypes include incidence (usually Grade 
1 is required for at least 2 days to score an animal as clinically 
EAE affected, to avoid “false positives”) and maximum EAE 
score. Day of onset and the number of days with disease may be 
further phenotypes.

It is often simple to score animals with EAE during the initial 
bout of disease, when the disease often progresses from Grade 1 
(tail paralysis) to Grade 2 (paraparesis, normally with tail paraly-
sis), etc. In relapsing disease, it may be more complicated, because 
certain individuals, for instance, may recover from the tail paraly-
sis, but still have a residual mild deficit in one hindleg. Usually 
such rats are scored as “2” (if the most common scoring scale is 
used), even if they have a normal tail.

There is, unfortunately, no common consensus on how to 
report EAE scores and several studies indeed report mean EAE 
scores, also with standard error bars! Regardless of how the EAE 
scores are reported, it is vital to remember that all scoring scales 
represent a gross simplification of the expression of the neuroim-
munological disease. It is recommended that qualitative data 
(appearance, behavior) be added to EAE scoring sheets, when 
needed, to not overlook phenotypes not normally included in the 
classical EAE scoring scales.

Weight during the course of EAE may be a complementing 
phenotype. Usually, animals with EAE start to lose weight (com-
pared to the normal slow weight increase) 1 day before the appear-
ance of clinical signs of EAE. The weight loss during disease then 
roughly follows the disease course. However, weight is a complex 
phenotype and it may be affected by other factors besides the EAE 
itself. Thus, weight is not commonly reported in EAE papers, 
even if most centers indeed weigh animals daily during EAE 
experiments.

In addition to clinical scoring and weighing, there are a wide 
variety of histopathology, immunology, electrophysiology, and 
imaging techniques available to measure various aspects of EAE. 
It is beyond the scope of this chapter to list all available 
techniques.

All animal experiments should be guided by the three Rs: 
replace, reduce, and refi ne.77 Most research animal departments 
and/or ethical review boards also have clear rules about when to 
euthanize animals, and they must of course be obeyed. As a 
general rule, animals reaching grade 4 EAE (tetraparesis) should 
be euthanized. However, it is important to also stress that reduc-
tion and refinement really need to be carefully thought through, 
since it is not ethical to perform underpowered experiments with 
too mild clinical disease expression. True replacement, refi ne-

ment, and reduction, require careful planning of each experiment, 
to maximize the information obtained from every animal.

IMMUNIZATION PROTOCOLS
MBPGP63–88 PEPTIDE-INDUCED EXPERIMENTAL AUTO-

IMMUNE ENCEPHALOMYELITIS IN LEW RATS For each rat 
use 100  µg of peptide in 100  µl of phosphate-buffered saline 
(PBS) and 500  µg of Mycobacterium tuberculosis (MT) h57 
(Sigma) in 100  µl of IFA. For 20 rats this equals 100  µl of stock 
peptide (20  mg/ml) in 1900  µl of PBS and 25  mg MT in 2000  µl
of IFA. For immunization use 200  µl per rat subcutaneously at 
the tail base.

RMOG (AA 1–125)-INDUCED EXPERIMENTAL AUTO-
IMMUNE ENCEPHALOMYELITIS IN DA RATS For each rat 
use 20  µg of rMOG in 100  µl of PBS and 100  µl of IFA. For 20 
rats this equals 308  µl of stock rMOG (1.3  mg/ml) in 1692  µl of 
PBS and 2000  µl of IFA. For immunization use 200  µl per rat 
intradermally at the tail base.
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ABSTRACT
The knowledge we have gained from the study of many dis-

eases that affect humans comes from the study of disease pro-
cesses in different animal species, and this has enhanced our 
understanding of the pathogenesis of the disease in humans. The 
American Medical Association says almost every advance in 
medical science in the twentieth century, from antibiotics and 
vaccines to antidepressant drugs and organ transplants, has been 
achieved either directly or indirectly through the use of animals 
as models of disease. In this chapter a brief overview of the uses 
of animal models for research on human viral diseases is 
presented.

Key Words: AIDS, Animal models, Cell biochemistry, Cell-
based assays, Cervical cancer, Comparative medicine, Ebola 
virus, Genetic alterations, Genetic make-up, Hantavirus, Hepatitis 
C, Human papilloma virus, Influenza virus, Intracellular parasites, 
Mimicry, Nipah virus, Nonhuman primates, SARS, Transgenic 
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INTRODUCTION
Animal models are used in almost every field of biomedical 

research. Almost all advances in medical knowledge and treat-
ment, especially those in the past century, has involved work with 
laboratory animals. Two-thirds of the Nobel prizes awarded since 
1901 have been for discoveries requiring the use of laboratory 
animals.

DEFINITION OF VIROLOGY Viruses are small infectious 
obligate intracellular molecular parasites. The most basic defi ni-
tion is that viruses are composed of a genome and one or more 
proteins coating that genome.

The simplest definition of virology is the study of viruses and 
viral diseases. What then is a virus? Viruses are small infectious 
obligate intracellular molecular parasites. Today the most basic 
defi nition is that viruses are composed of a genome and one or 
more proteins coating that genome. The virus genome is com-
posed of either DNA or RNA. The genetic information for such 
a protein coat and other information required for replication are 
encoded in that genome. The HIV virus is a good example (human 
immunodefi ciency virus/structure).1,2 Virology is a work in prog-
ress. With much left to learn even about extensively studied 

viruses, we are also certain to be challenged by new, emerging 
viruses.3,4 At first, virologists focused on the essential interactions 
of viruses with cultured cells in which they are grown. However, 
the strategies of viruses are often focused on interactions with 
systems of the host animal, notably the immune system. Present 
and future research in virology involves unraveling the many 
details of the virus–host relationship. We are likely to be frus-
trated over and over by the subtlety of the mechanisms that have 
evolved both to replicate viruses and to defend against host 
responses. In some cases we will see new examples of viral 
mimicry of cellular functions. Meanwhile, intracellular locations 
of viral activities and associations of viral proteins and nucleic 
acids with cellular counterparts will continue to illuminate details 
of cellular organization and regulation. Animal models of many 
human viral diseases are still needed to help elucidate the paths 
of viral dissemination and specific interactions of certain cells or 
organs with viruses.

SPECIFIC ROLES ANIMALS HAVE PLAYED IN RESEARCH 
IN HUMAN MEDICAL VIROLOGY There are several exam-
ples of specific roles animals have played in research in virology; 
one of the best examples is the virus that causes AIDS. The sci-
entifi c literature is filled with numerous examples of the specifi c 
roles animals have played in viral research both in humans 
and animals.5–8 Animal models are essential for investigating and 
studying diseases in humans and that includes viral diseases. In 
the very early 1980s, when reports of a lethal immunodefi ciency 
disease began circulating, the news at first generated deep fears 
because no one knew what was causing the disease. The causative 
agent is a retrovirus, human immunodeficiency virus (HIV).9 In 
fact, the reverse transcriptase in the viral particle provides the 
signal that was used to isolate the virus for the first time. Tremen-
dous advances in our understanding of HIV have been made 
through the use of animal models.9–13

While there are several examples of specific roles animals have 
played in research in virology, one of the best examples is the 
virus that causes AIDS. However, there are limitations inherent 
in many of the current models, whether they are nonhuman pri-
mates or other models such as feline immunodeficiency virus 
(FIV). An exhausting review of the literature clearly shows that 
while there is no ideal model for HIV, the accumulating knowl-
edge obtained from these models have made major contributions 
to understanding the pathogenesis of HIV.14,15 As stated by Robert 
Gallo, “With animals, we may have a cure for AIDS, without 
animals we will never cure AIDS in my lifetime.”16

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Scientists are also using a number of different animal models 
to obtain information that can have application to HIV. FIV, trans-
genic mice, and rats that contain part of the HIV genome or 
coreceptors for viral entry, and severe combined immune defi -
ciency (SCID) mice reconstituted with human immune system 
cells or tissues are some of the animal models being used to study 
the pathogenesis of HIV.17–19

Other examples of specific roles of animals in viral are the 
coronavirus, severe acute respiratory syndrome (SARS), in which 
the ferret and domesticated cat are susceptible to infection by 
SARS.20,21 The scientific literature is filled with numerous exam-
ples of the specific roles animals have played in research in 
virology.22–24

HISTORICAL PROSPECTIVE OF ANIMAL MODELS 
IN VIROLOGY

Viruses have historically provided and continue to provide the 
basis for much of our knowledge and understanding of modern 
biology, genetics, and medicine. An understanding of viral 
genomes and viral replication provides basic information con-
cerning cellular processes in general.

HISTORY OF RESEARCH ON SELECTIVE VIRAL 
DISEASES Virology’s history began over a century ago; viruses, 
including bacteriophage, have been the source for much of today’s 
molecular biology. In the past 40 years of research on animal 
virology, we have watched the field go from just growing and 
identifying animal viruses to a highly sophisticated branch of 
science. In fact, viruses, including bacteriophage, are the source 
for much of today’s molecular biology. This personal and, of 
necessity, somewhat limited record reflects how far virology has 
come and where it still needs to go.

The early definition of a virus was any infectious agent that 
passed through a filter that caught bacteria. Nonetheless, as early 
as 1927, visionaries such as Hermann Muller recognized that the 
small size of viruses had profound implications. There simply was 
not enough room inside a virus for much more than its genetic 
material. Of course, no one then knew what genetic material 
was.

Most studies in virology until the 1950s focused on laboratory 
animals such as mice, chickens, and ferrets. A pathfi nding 
exception was the work of John Enders and his colleagues at 
Harvard Medical School who, in 1949, adapted poliovirus to grow 
in cell culture. This achievement not only revolutionized the 
production of vaccines, but it set the path for the biochemical 
analysis of this and other viruses. Virology and immunology—
those twins of offense and defense—are generally in a fi ne 
balance, but the story of HIV shows that the balance can be 
tipped against the immune system by a particularly cunning 
agent. Under the leadership of Dr. Robert Gallo, the Institute 
of Human Virology is dedicated to the discovery, research, 
treatment,and prevention of chronic viral diseases, including 
HIV/AIDS.16

The study of viruses has historically provided and continues 
to provide the basis for much of our most fundamental under-
standing of modern biology, genetics, and medicine. Virology has 

had an impact on the study of biological marcromolecules, pro-
cesses of cellular gene expression, mechanisms for generating 
genetic diversity, processes involved in the control of cell growth 
and development, aspects of molecular evolution, the mechanism 
of disease and response of the host to it, and the spread of disease 
in populations. In essence, viruses are collections of genetic infor-
mation directed toward one end: their own replication. The viral 
genome contains the “blueprints” for virus replication enciphered 
in the genetic code, and must be decoded by the molecular 
machinery of the cell that it infects to gain this end. Viruses are 
obligate intracellular parasites dependent on the metabolic and 
genetic functions of living cells. The replication and propagation 
of a given virus in a population are frequently (but not always) 
manifest with the occurrence of an infectious disease that spreads 
between individuals.

The historic reason for the discovery and characterization of 
viruses, and a continuing major reason for their detailed study, 
involves the desire to understand and control the diseases and 
attending degrees of economic and individual distress caused by 
them. As science progressed, it became clear that there were many 
other important reasons for the study of viruses and their replica-
tion. Since viruses are parasitic on the molecular processes of 
gene expression and its regulation in the host cell, an understand-
ing of viral genomes and virus replication provides basic informa-
tion concerning cellular processes in general (Table 57–1).

There is archeological evidence in Egyptian mummies and 
medical texts of readily identifiable viral infections, including 
genital papillomas (warts) and poliomyelitis. There are also 
somewhat imperfect historical records of viral disease affecting 
human populations in classical and medieval times. While the 
recent campaign to eradicate smallpox has been successful and 
it no longer exists in the human population (owing to the effec-
tiveness of vaccines against it, the genetic stability of the virus, 
and a well-orchestrated political and social effort to carry out 
the eradication), the disease periodically wreaked havoc and 
had profound effects on human history over thousands of years. 
Smallpox epidemics during the Middle Ages and later in Europe 
resulted in significant population losses as well as changes in 
the economic, religious, political, and social life of individuals. 
The effectiveness of vaccination strategies gradually led to the 
decline of the disease in other parts of the world until after World 
War II. Recently fears have arisen that the high virulence of the 
virus and its mode of spread might make it an attractive agent for 
bioterrorism.24

Depending on the infection and the focus of study, other 
animals have proven to be useful in infectious disease research. 
These animals include the rabbit, rat, guinea pig, pig, dog, and 
monkey. The latter, in particular, has been utilized in the study of 
AIDS, as primates are the genetically closest relatives to humans. 
The advent of molecular techniques of genetic alteration has made 
the development of genetically tailored animal models possible. 
Thus, for example, mouse models exist in which the activity of 
certain genes has been curtailed. These are known as transgenic 
animals. The involvement of the gene product in the infectious 
process is possible on a scale not possible without the use of the 
animal.25
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Table 57–1
Human diseases caused by viruses

Acute hemorrhagic conjunctivitis
Acute hemorrhagic cystic
AIDS/acquired immune deficiency syndrome—human immunodeficiency virus
Bronchiolitis—respiratory syncytial virus
California encephalitis—California encephalitis virus
Cervical cancer—human papilloma virus
Chickenpox—varicella zoster virus
Colorado tick fever—Colorado tick fever virus
Conjunctivitis—herpes simplex virus
Cowpox—vaccinia virus
Group, infections—parainfluenza viruses
Dengue—dengue virus
“Devil’s Grip”—coxsackie B
Eastern equine encephalitis—EEE virus
Ebola hemorrhagic fever—Ebola virus
Gastroenteritis—Norwalk virus
Genital HSV—herpes simplex virus
Gingivostomatitis—HSV-1
Hantavirus hemorrhagic fever/Hantaan-Korean hemorrhagic fever—Hantavirus
Hepatitis
Hepatitis A—hepatitis A virus
Hepatitis B—hepatitis B virus
Hepatitis C—hepatitis C virus
Hepatitis D—hepatitis D virus
Hepatitis E—hepatitis E virus
Herpangina—coxsackie A
Herpes, genital—HSV-2
Herpes labialis—HSV-1
Infectious myocarditis—coxsackie B1–B5
Infectious pericarditis—coxsackie B1–B5
Infl uenza—infl uenza viruses A, B, and C
Keratoconjunctivitis—adenovirus
Lass hemorrhagic fever—Marburg virus
Measles—rubella virus
Meningitis, aseptic—coxsackie A and B (enterovirus), lymphocytic choriomeningitis virus
Mononucleosis—Epstein–Barr virus
Mumps—mumps virus
Pharyngitis
Respiratory syncytial virus
Infl uenza virus
Parainfl uenza virus
Adenovirus
Epstein–Barr virus
Pleurodynia—coxsackie B
Pneumonia, viral—respiratory syncytial virus
Polio, poliomyelitis—Poliovirus
Progressive multifocal leukoencephalopathy—JC virus
Rabies—rabies virus
Roseola—HHV-6
Rubella—rubivirus
Severe acute respiratory syndrome (SARS)—a human coronavirus
Shingles (zoster)—varicella zoster virus
Urethritis—herpes simplex virus
West equine encephalitis—WEE virus
Yellow fever—Yellow fever virus
Zoster—varicella zoster virus
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ASSESSMENT OF CURRENT AND POTENTIAL 
ANIMAL MODELS IN VIROLOGY

A number of potential useful models exist that may facilitate 
and improve the understanding of the pathogenesis and treatment 
of viral infection. A good example is HIV-1 disease.

Animal models have provided a controlled setting for the 
study of human immunodeficiency virus-1 (HIV-1) disease, the 
preclinical testing of novel antiviral compounds, and the evalua-
tion of vaccines. Because the animals serve as models for humans 
they should be closely reflective of human physiology and patho-
physiology. Moreover, their use must be complementary to, and 
not replaceable by, experimental approaches that do not require 
animals. For any given experiment, the critical question is which, 
if any, model is most useful—and why?

ADVANCES MADE IN BIOMEDICAL RESEARCH 
IN VIROLOGY USING ANIMALS

Viruses are collection of genetic information directed toward 
replication. The viral genome contains the blueprint for virus 
replication encoded in the genetic code and must be decoded by 
molecular biology. Exploitation of viral diseases of animals may 
ultimately provide a useful means of understanding human viral 
diseases.

The literature on the history of the use of animals in human 
medical virology is somewhat sketchy and not well organized. 
This clearly indicates that the study of viruses as a pathogen in 
animal models is a relative new field and in most cases, due to 
molecular biology and genomic research studies, is now coming 
into its own.

Most of the major advances in modern virology during the past 
25 years have been due principally to the development of refi ned 
laboratory techniques and tools and have provided an array of new 
knowledge and information about the nature of viral infection and 
pathogenesis.

Changing their role from hunters of microbes to biochemists 
probing the nature of life, virologists are simultaneously refl ecting 
and leading the revolution in biomedical research. By using the 
post-World War II tools of tissue culture, radioactive isotopes, 
chromatography, density gradient centrifugation, and the electron 
microscope, they have acquired vast knowledge about the way 
viruses infect cells and cause disease. Unexpectedly, the viruses 
themselves have emerged as powerful probes into the nature of 
cellular and life processes. Because of the necessarily close rela-
tionship between viruses and their host cells, the understanding 
and control of viral infections depend almost wholly on knowl-
edge of the biochemistry of cells.

Vaccines and sera have been powerful aids in the prevention 
of viral diseases such as polio, measles, mumps, rubella, yellow 
fever, and hepatitis, but they are only extensions of the fundamen-
tal principles of Jenner’s smallpox vaccine and Pasteur’s rabies 
vaccine. Compared with the modern treatment of established dis-
eases by means of specific chemotherapy, the management of 
viral diseases lags behind all other forms of chemotherapy.

ACHIEVEMENTS OF ANIMAL RESEARCH 
IN VIROLOGY

Several animal models, primarily rodents and monkeys, have 
been developed that recapitulate many aspects of the disease seen 
in humans. Studies reviewed here demonstrate how these models 

have played a vital role in understanding and developing thera-
peutics for these viral diseases.

HUMAN PAPILLOMAVIRUS AND CERVICAL CAN-
CER As the scientific community continues to make new dis-
coveries about factors contributing to the development of cancer, 
viral pathogens have been found to play an important role. In the 
development of cervical cancer, one specific type of abnormal cell 
growth (neoplasia), DNA from human papillomavirus (HPV), has 
been detected in 50–95% of lesions. It is estimated that women 
with HPV have 10–30 times the risk of developing cervical neo-
plasia than those not infected. Using this system as a model, many 
questions on how viral infections influence the development of 
cancer have been explored experimentally.26

INFLUENZA VIRUS The animal models presently available 
for the study of the pathogenesis of influenza virus disease have 
limitations.27,28 Infl uenza A virus will experimentally infect a 
number of Old World and New World primates. The gibbon and 
baboon develop clinical illness with nasal application of the virus, 
and the squirrel, cynomolgus, and rhesus monkeys develop illness 
when the virus is inoculated intratracheally. Primate models suffer 
from a number of disadvantages, including the limited availability 
of expensive animals. In addition, these animals are outbred and 
the models lack many of the reagents necessary to characterize 
the host response in detail. Mammals such as horses and pigs that 
are natural hosts for influenza have also been used experimentally. 
However, their large size and the limited number of reagents 
available preclude their use in the laboratory.

Small-animal models that have been used to study infl uenza 
virus pathogenesis include the ferret, in which human infl uenza 
virus was originally isolated.29 Adult ferrets become ill after infec-
tion with unadapted influenza A viruses, exhibiting fever, leth-
argy, and weight loss. The ferret model has been used in recent 
studies of H5N1 viruses, the transmission of influenza, and the 
development of resistance to antiviral therapy. Unfortunately, 
ferrets are outbred and reagents are not available for dissecting 
the correlates of protective immunity.

There has been one report, published in Polish and largely 
overlooked, of the use of outbred cotton rats (Sigmodon hispidus)
for pathogenesis experiments with influenza viruses. Nasal admin-
istration of virus in lightly anesthetized cotton rats resulted in 
virus replication, the production of pulmonary lesions, and a 
strong immune response. Results suggest that the cotton rat may 
serve as a useful model for the study of influenza pathogenesis. 
The animals are small, inbred, easy to handle, and relatively 
inexpensive to purchase and maintain.30

Infl uenza virus strains that cause worldwide outbreaks (pan-
demics) are classic examples of emerging viruses that are main-
tained in other animal hosts before transmission to humans. 
Infl uenza viruses are isolated from a variety of animals, including 
humans, pigs, horses, wild and domestic birds, and even sea 
mammals.31 The most devastating viral infection in this century 
was not caused by HIV, but by Spanish influenza, which killed 
more than 20 million people worldwide. Genetic studies suggest 
that the Spanish influenza virus originally was derived from birds. 
Furthermore, the causative viruses from the 1957 and 1968 infl u-
enza pandemics were hybrids between human and avian infl uenza 
viruses. Because humans did not have immunity to avian infl u-
enza viruses, the hybrid viruses produced devastating conse-
quences (70,000 and 46,500 deaths globally in the 1957 and 1968 
pandemics, respectively). Thus, it is critical to understand the 
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mechanisms by which new influenza strains capable of causing 
pandemics emerge. Animal models will play a critical role in 
understanding the mechanisms.

HANTAVIRUS Hantavirus is segmented RNA viruses 
belonging to the genus Hantavirus in the family Bunyaviridae. 
Hantaviruses are maintained in various rodent reservoirs, in which 
the hosts are persistently infected without disease symptoms. 
Specifi c hantaviruses transmitted from the contaminated urine and 
feces of infected rodents cause two important human diseases, 
hemorrhagic fever with renal syndrome (HFRS) and hantavirus 
pulmonary syndrome (HPS). Annually, hundreds of thousands of 
cases of HFRS are reported throughout Euro-Asia, whereas hun-
dreds of cases of HPS are reported in countries in North and South 
America. Because rodents act as the natural reservoir for hanta-
viruses and human-to-human infections are rare, understanding 
the ecology of hantavirus within their natural reservoir is im-
portant for preventing and controlling the emergence of such 
diseases.32

The comparison of may hantavirus genomes form different 
rodent species has shown a clear correlation between the rodent 
species and the virus genotype, suggesting that hantavirus have 
coevolved with their natural hosts for >20 million years, since 
before the first humans evolved. It remains unclear how hantavi-
rus exist within a rodent reservoir, particularly how they establish 
a persistent infection. In experiments with laboratory rats and 
mice, several groups have shown that an experimentally infected 
newborn animal readily develops a persistent infection, whereas 
an adult animal develops only a transient infection and re-
covers completely. On the other hand, epizootiological investiga-
tions have demonstrated that virus is transmitted between adult 
animals through wounds, and the adults develop a persistent 
infection.

EBOLA VIRUS Ebola virus is a nonsegmented RNA virus, 
which, together with Marburg virus, makes up the filovirus family. 
This now notorious group of viruses was discovered in 1967 when 
Marburg virus was identified as the etiological agent of a hemor-
rhagic fever outbreak in research facilities in Europe, which 
handled tissues from African green monkeys imported from 
Uganda. Subsequently, Ebola viruses were shown to be the cause 
of simultaneously occurring hemorrhagic fever outbreaks in 1976 
in the Democratic Republic of Congo (DRC, formerly Zaire) and 
Sudan. These outbreaks were shown to be caused by two different 
subtypes of Ebola virus, which became known as the Zaire and 
Sudan subtypes. Mortality rates of up to 80% were recorded in 
these and more recent outbreaks in DRC and Gabon in 1995–
1996. Epidemiological data from recent outbreaks indicate that 
close contact is necessary for efficient transmission of Ebola virus 
from one individual to another, and little evidence can be found 
for aerosol transmission of the virus. Despite considerable efforts 
to identify the natural reservoir for Ebola and Marburg viruses, 
the host species remains an enigma. Although nonhuman primates 
have been implicated as the source of the introduction of the virus 
into humans during several of the identified outbreaks, they are 
not considered likely to represent reservoir species because of 
their susceptibility to high-mortality hemorrhagic disease similar 
to that seen in humans.

NIPAH VIRUS Nipah virus is a newly discovered member 
of the paramyxovirus family of nonsegmented RNA viruses. This 
virus was responsible for a viral encephalitis outbreak in Malaysia 
that was first recognized in October 1998 and ended in midsummer 

1999. This outbreak resulted in almost 300 confirmed infections, 
and the mortality rate for hospitalized cases was approximately 
35%. Initially, Malaysian authorities thought the outbreak was 
caused by Japanese encephalitis (JE virus, a mosquito-borne RNA 
virus). However, JE vaccination and mosquito control efforts 
failed to halt the epidemic. The virus appeared to be first intro-
duced into pigs, where close contact caused by intensive farming 
practices led to efficient pig-to-pig transmission, and subsequently 
pig-to-human transmission. Most human cases were in close prox-
imity to the infected pigs. Genetic analysis showed Nipah virus to 
be closely related to Hendra virus, which recently was discovered 
in Australia as a cause of disease in horses and humans and also 
is maintained in Pteropus species fruit bats.

These examples highlight the subtle balance of environmental 
and genetic factors that can mold the diverse evolutionary patterns 
observed for RNA viruses and illustrate the complexity of these 
systems, which makes it difficult to predict future viral disease 
emergences. Much more research is needed and animal models 
will continue to be needed to ultimately understand and control 
these diseases.

RELEVANT ANIMAL MODELS
Use of animals as models for human disease has been indis-

pensable in understanding the cause, biology, and prevention of 
disease. The Animal Model Division at the Institute of Human 
Virology has developed several relevant animal models, particu-
larly for the study of AIDS and AIDS-associated cancers.

Animal models are required for the study of human diseases. 
However, the relevance of small animal models such as mice to 
natural human in vivo physiological and metabolic kinetics 
remains unclear. Large animal species may provide far more 
appropriate preclinical models that will more closely refl ect 
human physiological characteristics and behavior. Among large 
animals, nonhuman primates may provide the best models because 
of their close phylogenetic relationship to humans It is essential 
to develop animal models for human diseases to reveal its mecha-
nisms and to develop new therapeutic interventions.

Led by the author of this review at the Institute of Human 
Virology, the Animal Models Division is a unique feature of the 
Institute, enabling scientists to work with relatively inexpensive 
models to study AIDS and new drugs or therapies without risk to 
humans. Developing animal subjects for use in viral research is a 
science unto itself, and it is essential in taking a discovery from 
laboratory to clinic. The use of animals as models for human 
disease has been indispensable in understanding the causes, 
biology, and prevention of disease. “To my knowledge, almost all 
major scientific successes on unraveling and conquering human 
diseases have been with the use of animal models. AIDS and 
AIDS-associated diseases, will be no exception” (J.L. Bryant, 
personal communication).

VIRAL DISEASE IN SEARCH OF AN 
ANIMAL MODEL

Hepatitis viruses belong to different families and have in 
common a striking hepatotropism and restrictions of propagation 
in cell culture. Viral hepatitis represents a global public health 
problem. Over the past 20+ years, the chimpanzee model has 
served as the backbone for advancements in the hepatitis C virus 
(HCV) research field. Despite this remarkable progress, the chim-
panzee model has some important disadvantages. Perhaps most 
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importantly, chimpanzees are rare, expensive, and difficult to 
handle. Limitations to the chimpanzee model have stimulated 
progress toward developing alternative animal modes for HCV 
research. Transgenic technology, coupled with the relative ease 
and low cost by which mice can be reared and maintained, along 
with the availability of inbred mouse strains, have made the labo-
ratory mouse an attractive animal model for HCV research.

For some human viruses [e.g., hepatitis B (HBV) and HCV], 
no satisfactory cell culture or animal model exists, and in these 
cases, inhibition of an essential viral function or activity against 
related viruses can be used to indicate potential activity. When no 
satisfactory cell culture or animal model exists for the target human 
virus, it is particularly important to know whether a drug’s active 
moiety enters cells, if it has a proposed intracellular site of action, 
and if the intracellular concentration is consistent with biochemical 
studies to identify an inhibitory concentration. Cell-based assays 
and host cell lines for studying viruses such as HBV and HCV 
replication may advance and improve, but at the present time are 
limited. For analysis of HCV replication, a replicon system has 
been developed that permits studies of viral replication and can be 
used to assess antiviral activity of some anti-HCV drugs.

More than 200 million people worldwide are now believed to 
be infected with HCV, including 4 million individuals within the 
United States. HCV accounts for the deaths of at least 8000 to 
10,000 Americans each year and is now one of the most common 
indicators for adult liver transplants in developed countries. 
Before the introduction of anti-HCV screening in mid-1990, HCV 
accounted for 80–90% of new cases of posttransfusion hepatitis 
in the United States. Currently, injection drug use is probably the 
most common risk factor for HCV infection, with approximately 
80% of this population seropositive for HCV. A high rate of HCV 
infection is also seen in individuals with bleeding disorders or 
chronic renal failure, groups that have had frequent exposure to 
blood and blood products.

HCV is a global public health problem, with approximately 
3% of the world population now infected. The clinical course of 
HCV often involves chronic infection, which can lead to liver 
dysfunction and hepatocellular carcinoma. Because HCV cannot 
be efficiently propagated in cell culture, research has relied heavily 
on animal models to study the physical characteristics of HCV 
and the course of events associated with HCV infection. The 
chimpanzee is the only nonhuman primate actually proven to be 
susceptible to HCV infection and has commonly been used to 
study viral hepatitis induced by HCV. Molecular cloning of the 
HCV genome has now allowed HCV transmission studies in 
chimpanzees to progress from the early work of characterizing 
infectious serum to a current focus of characterizing infectious 
HCV molecular clones. Moreover, the cloned HCV genome has 
paved the way for the development of alternative animal models 
for HCV, most notably transgenic mouse models for the study of 
HCV pathogenesis.33 The expression of specific viral protein 
products in these animal models will provide important insights 
into the structure–function relation that specific HCV genome 
sequences impart on virus replication and pathogenesis.

Despite this remarkable progress, the chimpanzee model has 
some important disadvantages. Perhaps most importantly, chim-
panzees are rare, expensive, and difficult to handle, and must be 
housed and cared for in appropriate nonhuman primate research 
facilities. Such research facilities must possess proper surgical 
support and specialized veterinary care. Moreover, the chimpan-

zee has been listed as an endangered species since 1988, and 
appropriate safeguards must be considered whenever selecting 
such a model for research.

These and other limitations to the chimpanzee model have 
stimulated progress toward developing alternative animal models 
for HCV research. Transgenic technology, coupled with the 
relative ease and low cost by which mice can be reared and 
maintained, along with the availability of inbred mouse strains, 
have made the laboratory mouse an attractive animal model for 
HCV research.34 An HCV infection cannot be propagated in 
mouse tissues, which obviously limits the research application of 
mouse models. However, expression of the HCV genome or sub-
genomic fragments of HCV within inbred strains of mice has 
demonstrated the utility of mouse models for research geared 
toward understanding mechanisms of HCV pathogenesis.

Transgenic mice expressing HCV proteins are only beginning 
to provide insights into the pathobiology of HCV infection. From 
the studies presented, it is clear that expression of HCV proteins 
per se is not directly cytopathic to hepatocytes, even when expres-
sion levels are greater than those observed in HCV-infected indi-
viduals. This evidence supports the notion that the host immune 
response to HCV may play a significant role in HCV pathogene-
sis. The use of conditional transgenic expression systems, such as 
the Cre/LoxP system, offers exciting prospects to study the 
immune-mediated mechanisms of HCV-related liver injury in 
transgenic mice. However, the recent development of mice immu-
nocompetent for the HCV proteins using this system awaits full 
characterization. It is clear that in some transgenic mouse strains, 
expression of the HCV genome or the core protein alone results 
in the development of steatosis and HCC. How does the core 
protein induce these pathologies, and how may the other HCV 
proteins contribute to this phenotype? It is unclear whether this 
phenotype is a result of HCV protein expression directly or 
whether it occurs in combination with environmental or host-
derived factors leading to chronic liver cell injury. Importantly, 
steatosis and HCC are relevant clinical manifestations seen in 
HCV-infected individuals. These transgenic mice should there-
fore play a pivotal role in elucidating the molecular mechanisms 
of HCV-related liver pathology.

CONCLUSIONS
There should be no doubt that the knowledge gained form the 

study of viral diseases in humans in different animal species has 
enhanced our knowledge and understanding of the pathogenesis 
of the diseases in humans. One important component of the value 
of using animals in viral research is that the pooling of knowledge 
of diseases in different animal species has led to more rapid prog-
ress in understanding the pathogenesis of diseases.

It was not the intent here to discuss comprehensively the 
contribution of animals in viral research but to historically 
acknowledge that they have played and will continue to play a 
major role in solving many health problems, including viral dis-
eases in humans. A review of the literature clearly shows that 
depending on the training and background of the scientists con-
cerning the use of animals in viral research, there are numerous 
differences of animal models in viral research. It is clear that the 
more knowledge the scientist has of diseases in animals the better 
the understanding of how a model can be used. For example, the 
direct application of knowledge of a disease in an animal, scrapie 
in sheep, has led to a better understanding of a human disease, 
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kuru. It was a veterinarian and pathologist, Dr. W. J. Hadlow, who 
through his experience with scrapie in sheep and goats noted the 
similarities of the histological lesions in the brains of kuru patients 
and those of sheep and goats. He suggested the inoculation of 
brain material from kuru patients into animals. Dr. Carlton 
Gajdusek, using chimpanzees, produced a fatal disease in these 
animals after a long inoculation period. This established a viral 
etiology for kuru and led to the prevention of the diseases. This 
is one of numerous examples of how applying the knowledge of 
veterinary medicine and human medicine can lead to the preven-
tion and treatment of diseases caused by viruses.

Our understanding of emerging and reemerging viruses from 
an evolutionary perspective offers clear directions to follow. If we 
seriously plan to develop efficient and reasonable control strate-
gies, an international concerted effort involving a thorough survey 
of the genetic diversity of viruses in time and space is a must. 
This will also help in understanding several processes that take 
place at the molecular level in a comparative context. More 
emphasis on multidisciplinary sciences is needed. Molecular 
biology and systematics, bioinformatics, data mining, and analy-
sis are all becoming considerably sophisticated lately. Hepatitis 
C and HIV-1 are glaring proof that disease knows no national 
borders. The use of and development of animal models for study-
ing viral diseases of humans will continue to be a necessary part 
of biomedical research in understanding the current viral diseases 
that affect humans and the new emerging viruses.
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ABSTRACT
Since the discovery of acquired immune deficiency syndrome 

(AIDS) and the human immunodeficiency viruses HIV-1 and 
HIV-2 in patients 25 years ago, efforts have been directed toward 
identifying or developing appropriate models for this disease. 
Several species of nonhuman primates can be productively 
infected with primate lentiviruses HIV-1, HIV-2, SIV, and genetic 
chimeras of HIV and SIV (SHIV), and the ensuing pathology has 
many elements in common with HIV infection of humans. This 
chapter summarizes the key features of the nonhuman primate 
models that have been developed for AIDS research as of 2006. 
It focuses on (1) the major contributions and limitations of these 
models to our understanding of HIV infection and pathogenesis 
and (2) uses of the models to test prophylactic and therapeutic 
approaches to prevent infection and/or limit disease. It is intended 
as a reference for investigators in the field as well as for those 
considering utilizing the models to address specific questions in 
AIDS research. In an overview of this type, comprehensive ref-
erencing of studies is not possible, and key examples are included 
in an effort to cite some of the many important studies performed 
to date. Many excellent comprehensive and focused reviews on 
the subject of nonhuman primate models for AIDS have been 
written in the past several years, and readers are encouraged to 
consult these reviews for details, examples, and additional 
references.

Key Words: HIV-1, HIV-2, SIV, SHIV, AIDS, Baboons, 
Chimpanzees, Macaques.

GENERAL CHARACTERISTICS
HISTORY OF AIDS MODELS Since the discovery of the 

etiological agent of AIDS, human immunodeficiency virus (HIV), 
efforts to combat the HIV/AIDS epidemic have been focused on 
the development of vaccines and drug treatment, as well as on 
behavioral interventions. Because the disease is known to be a 
caused by a blood-borne virus, some of the earliest efforts were 
directed to developing tests for screening the human blood supply. 
Recombinant viral antigens that were developed for diagnostic 
tests were also tested for their suitability as early vaccine candi-
dates. The early vaccine work was bolstered with signifi cant 

private and government-sponsored research funding commit-
ments in the United States, Canada, the United Kingdom, and 
Europe, in part due to misplaced optimism about the ease of 
developing HIV vaccines. Much of this funding was directed 
toward the discovery and development of appropriate animal 
models to study antiviral immunity and to evaluate vaccine can-
didates and strategies. Although natural lentiviral infections in 
nonlaboratory animal species are known, none develops into an 
AIDS-like illness. Attempts to create transgenic mice or rats that 
develop AIDS have been unsuccessful to date.

Importantly, early research in academic laboratories and in 
industry did lead to anti-HIV, or antiretroviral (ARV) drug devel-
opment in the absence of animal models. These early drugs 
targeted viral enzymes such as reverse transcriptase (RT) and 
protease (PR) with no human counterparts, and drugs could be 
screened for activity against the virus using in vitro enzymatic 
inhibition assays. Because this type of drug research did not 
require an animal model to demonstrate drug potency, nearly all 
of the ARVs in use at present were approved without animal 
model efficacy testing. With the development of PR inhibitors 
and their use in a cocktail of anti-RT inhibitors, patients could 
expect to experience significant, sustained control of virus replica-
tion and in many cases delay or prevention of opportunistic infec-
tions. These combination drug regimens were termed highly 
active antiretroviral treatment, or HAART.1 Various improved 
formulations and combinations of HAART are the current stan-
dard of care in the developed world, and there are continuing 
efforts to find economic mechanisms to make these drugs avail-
able worldwide.

Despite success in developing HAART, the epidemic contin-
ues to spread worldwide through sexual transmission, primarily 
heterosexual, via mother-to-child transmission, and drug use via 
blood-contaminated needles. As with other epidemics, an impor-
tant public health goal is to develop vaccines that can prevent the 
acquisition or limit the spread of a lethal or seriously debilitating 
infection. These vaccines, once discovered, can then be utilized 
in concert with campaigns to limit transmission via behavioral 
changes. AIDS vaccine research has been far more challenging 
than drug research due to a number of factors. First, HIV-1 is a 
lethal virus that persists in the host due to its integration into the 
genome. Therefore the use of human challenge models is prohib-
ited, even after the development of relatively effective ARV 
drugs. Second, the virus targets many of the very immune cells 
that are needed to eliminate or control it, leading to death by 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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infection with opportunistic agents. Thus, vaccines will need to 
be provided prior to or early in infection to stimulate maximal 
immunity before the loss of key immune cells. Finally, animal 
models described to date are imperfect and do not recapitulate all 
aspects of the infection. This is a particular irony, as the viruses 
HIV-1 and HIV-2 certainly were endemic to nonhuman primates 
before bridging the gap to productive infection of humans.2 Non-
human primates were imported to the United States and other 
European countries from Africa and Asia during the 1960s con-
tinuing through the 1980s to provide animals for testing in cancer 
and other biomedical research. In the early 1980s, investigators 
observed that some of their Asian macaques that had been exposed 
to African sooty mangabey monkeys harboring their own lentivi-
rus (SIVsm) were succumbing to a disease that had remarkable 
similarities to AIDS in humans. This disease was termed “simian 
AIDS.” The etiological agent was a blood-borne virus that showed 
morphological similarities to HIV-1 in electron micrographs and 
was designated SIVmac to indicate its origin in macaque monkeys. 
This fortuitous observation was the genesis of today’s models that 
are in wide use for vaccine,3–5 microbicide, transmission,6 patho-
genesis and treatment,7,8 and behavioral research.9,10 As noted in 
the abstract, many fine reviews have been published to describe 
the models and their uses, and the reader is encouraged to pursue 
these for additional information.

COMPARISON OF HUMAN AND SIMIAN LENTI-
VIRUSES In addition to animal passage of infectious blood and 
tissues, molecular cloning was a key technology in the identifi ca-
tion of virus isolates for use in nonhuman primate studies.11,12

Fulfi lling Koch’s postulate, it was demonstrated directly that 
blood from simian immunodeficiency virus (SIV)-infected 
macaques13 as well as cloned SIV was the causative agent of this 
nonhuman primate version of AIDS in Asian macaques.12 Like 
HIV-1, this SIV is a member of the lentivirus group of retrovi-
ruses, characterized by the presence of regulatory genes in addi-
tion to the standard retroviral gag, pol, and env genes. These 
viruses cause a persistent infection and a relatively slow disease 
course. It was subsequently demonstrated through molecular 
cloning of viruses from various African species including chim-
panzees, sooty mangabeys, and African green monkeys that the 
SIVs are endemic to many African primates14,15 and are by defi ni-
tion well adapted, failing to cause disease in their natural host. 
While there are a variety of different SIVs that are classified based 
on their African primate of origin, this chapter focuses on the 
SIVmac/SIVsm strains that are most widely used in vaccine and 
pathogenesis research. This research to determine the etiology of 
the simian disease was performed in parallel with early work to 
establish an animal host for HIV-1 and HIV-2. Originally imported 
for research in other diseases, the macaque models arose by acci-
dental exposure to other endemic viruses, as noted above. Some 
of these monkeys (sooty mangabeys) harbor an endemic non-
pathogenic virus, SIVsm, which was transmitted to the Asian 
macaques.16 More comprehensive searches have shown that this 
group of viruses is widespread in many species of African pri-
mates. Painstaking field work to obtain samples and detailed phy-
logenetic analyses of viruses found in these samples17 have led to 
our current understanding of the sources of HIV-1 and HIV-2 in 
humans. HIV-1 arose by exposure of humans to a virus endemic 
in chimpanzees, and HIV-2 from similar exposure to macaques 
infected with SIV, most likely SIVsm.18 Susceptibility of specifi c 
cell types to viral entry by the nonhuman primate lentiviruses is 
enabled by the envelope glycoprotein, which binds to the cellular 

receptor (CD4, found on monocytes, macrophages, and subpopu-
lations of T cells) and one or more of the 7-transmembrane che-
mokine coreceptors (typically either CCR5 or CXCR4).19 HIV-1 
laboratory isolates that are adapted for growth in tissue culture 
utilize CD4 and the chemokine receptor CXCR4, while primary 
HIV-1 isolates utilize CCR5.20 SIV is known to utilize CCR5 and 
potentially other coreceptors as yet uncharacterized.21 Mutations 
in the gene encoding CCR5 can confer partial or full resistance 
to HIV-1 infection in humans who are heterozygous and homo-
zygous, respectively, for a 32-base pair deletion in gene that pre-
vents expression of functional CCR5.22 Despite conservation of 
receptor and some coreceptor utilization, the primate lentivirus 
envelope proteins, while structurally similar, differ as much as 
20% in sequence, limiting cross-protective immunity. Recent 
studies have identified two important restriction factors unique to 
different primate species that operate at a cellular level to inhibit 
HIV or SIV viral replication. These are APOBEC3G, which 
exerts a late block to retroviral replication,23 and TRIM5α, which 
exerts a dominant block to infection immediately after entry.24

Further studies of how these restriction factors limit the acquisi-
tion of the ancestors of our current human epidemic will no doubt 
cast light on changes that accrued during cross-species transmis-
sion and important adaptations of the current viruses to increase 
transmission to humans.25

SPECIES UTILIZED FOR AIDS RESEARCH Early work to 
develop an infectivity model focused on infection of chimpanzees 
(Pan troglodytes) with HIV-1,26 since they are the closest genetic 
relative of Homo sapiens. Although this species is readily infected 
with HIV-1 and there is a robust antiviral immune response, there 
was a puzzling lack of evidence for disease progression. Evidence 
for disease was found only recently in captive chimpanzees 
infected with one or more HIV-1 isolates for 10 years or more.27

In retrospect, this finding makes sense, as the viruses being used 
to infect the chimpanzees had been selected and adapted for 
growth and pathogenesis in humans. There was a significant effort 
in the 1980s to expand the number of captive chimpanzees avail-
able for AIDS research via breeding programs, since the U.S. 
laboratory population was severely limited in number, and addi-
tional importation from Africa was prohibited. However, even 
with increased breeding, the cost of performing experiments with 
even a small number of chimpanzees was prohibitive for all but 
a few groups. These studies were limited to testing approaches 
that could block infection, such as an early study that showed an 
envelope-specifi c monoclonal antibody directed to the third 
hypervariable region could block intravenous infection with HIV-
IIIB.28 Although baboons (Papio species) were not productively 
infected with HIV-1, they could be infected with HIV-2, and some 
efforts were directed at developing a pathogenic HIV-2 via 
passage in vivo.29 Macaque (Macaca nemestrina)-passaged HIV-2 
led to a model characterized by high peripheral and tissue virus 
and rapid, irreversible loss of CD4+ T cells.30 Species that are 
susceptible to infection with SIV include Macaca fascicularis
(cynomolgus), Macaca mulatta (rhesus), and M. nemestrina (pig-
tailed). An excellent discussion of the merits and limitations of 
each of these species can be found in the review by Hu.5

PATHOGENESIS In humans, HIV infection with a single or 
small number of variants quickly expands with viral replication 
to a group of genetically31 and biologically distinguishable 
viruses.32 Different virus–host combinations lead to differing 
degrees of pathology, with some of the equation dependent upon 
the virus and some dependent upon the host. Typically, macaques 
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experience high viral loads and loss of CD4+ T cells within 6 
months to 2 years of infection, a course that is significantly fore-
shortened compared with HIV-1 or HIV-2 in humans. In compara-
tive infection studies with SIVsmE660, for example, the time to 
loss of CD4+ T cells and disease from opportunistic infection is 
signifi cantly shortened in M. nemestrina compared with M.
mulatta. Experiments with a shorter duration using host and virus 
pairs with high pathogenicity are less expensive and can provide 
greater throughput at primate centers. Therefore these models are 
frequently favored. A number of AIDS-inducing SIV isolates and 
molecular clones have been derived as detailed in Table 58–1. 
These include the SIVmac239 and SIVmac251 viruses originally 
described by investigators at Harvard, SIVmne from the National 
Cancer Institute and University of Washington research groups, 
and related strains SIVsmm9, SIVsmB670, SIVsmE543, and 
SIVsmE660 isolated by investigators at the Yerkes Primate Center 
and Tulane University.7,33 The pathogenesis of disease is similar 
between these viruses and is characterized by (1) an acute phase 
of high viremia in which rapid loss of mucosal CD4+ memory T 
cells occurs, (2) the development of cellular and humoral immune 
responses and a long, relatively asymptomatic period in which a 
gradual decline in immune function and loss of CD4+ T cells 
occurs, and (3) the development terminally of opportunistic infec-
tions. Most of these viruses also cause SIV encephalitis, which 
has provided a model for AIDS dementia.34 Loss of gut-associated 
lymphoid tissue (GALT) in SIV-infected macaques is a hallmark 
of pathogenesis35,36 and was shown prior to such studies in 
humans.37,38 Two important findings were derived from nonhuman 
primate studies: (1) the pathogenic nature of live attenuated vac-
cines in newborn rhesus macaques, despite lack of pathogenesis 
in juveniles;39,40 and (2) the reemergence of virus from vaccinated 
“protected” macaques after several years, underscoring the diffi -
culty of detecting some infections41 as well as the permanence of 
lentivirus infection and the potential for lethal outcomes after 
years of control despite years of viral control.42–44

TRANSMISSION One of the most useful applications of the 
nonhuman primate models has been to explore the routes of infec-
tion by various isolates and clones. Early research involved intra-
venous inoculation of chimpanzees, baboons, or macaques with 
blood or infected tissues, and later infectious molecular clones. 
Each of the known routes of transmission in humans has been 
demonstrated in the monkey for both SIV45 and for SHIV46: oral,47

vaginal,48 rectal,49 and perinatal.6,50 The importance of hormonal 
changes in susceptibility of transmission could be explored in a 
controlled manner, demonstrating higher susceptibility during 
different stages of the menstrual cycle.51 Using these models, it 
has been possible to quantify the difference in infectiousness of 
various stocks by different routes, thereby showing that SIV and 
SHIV are approximately 1000-fold more infectious by the intra-
venous route than by any mucosal route.48 Mucosal transmission 
of HIV-1 in chimpanzees was shown to be relatively ineffi -
cient,52,53 leading to loss of CD4 cells.54 Viral divergence was seen 
with dual infection in chimpanzees,55 foreshadowing findings in 
the clinic56 that have shown intersubtype and even intrasubtype 
recombination to be an important outcome of infection. Impor-
tantly, the nonhuman primate models allow the comprehensive 
investigation of cells that are infected in the genital tract57 as 
well as investigations as to how the virus spreads following 
infection.58

HUSBANDRY/AVAILABLE STOCKS OF 
NONHUMAN PRIMATES AND LENTIVIRUSES

LOCATIONS OF MAJOR RESEARCH CENTERS USING 
NONHUMAN PRIMATES FOR AIDS RESEARCH Scientists 
working in nonhuman primate models for AIDS perform this 
research in academic, nonprofit, industrial, and government-
sponsored laboratories and centers. Numerous private concerns 
provide purchase, care, and infrastructure for nonhuman primate 
work for investigators throughout the world. In the United States, 
there are eight National Primate Research Centers (NPRCs) for 

Table 58–1
Nonhuman primate models for human AIDS

Virus Animal Comments

HIV-1 Chimpanzee Replicates but usually no disease, or disease in >10 years
  Chimps are limited in number, expensive, and require 

long-term care
Pigtailed macaque Very poor replication, not a useful model for disease

HIV-2 Baboon Moderate replication, not a useful model for disease
Pigtailed macaque One pathogenic strain replicates to a high level and 

causes an acute CD4+ T cell loss 
 (HIV-2–287)

SIVsm/mac Rhesus macaques
Pigtailed macaques
Cynomolgus
 macaques

Various strains that induce AIDS in macaques 
  (SIVmac251, SIVmac239mc, SIVsmB670, 

SIVsmE660, SIVsmE543mc, SIVsmm9, SIVsmPBj)
Rhesus macaques of Indian origin the most frequently 

used model
SHIV Rhesus macaques The majority of strains use the CXCR4 coreceptor 

expressed on naive T cells and cause an acute 
CD4+ T cell loss (SHIV-SF33, SHIV-KU1, SHIV-
89.6P, SHIV-DH12)

Pigtailed macaques One pathogenic strain uses the CCR5 coreceptor on 
  memory T cells and causes more of an AIDS-like 

disease (SHIV-SF162)



568 SECTION V  /  MODELS OF BEHAVIOR

which long-term core support is provided by center grants from 
the National Center for Research Resources (NCRR) of the United 
States National Institutes of Health. Their locations, academic 
affi liations, and websites are listed in Table 58–2. The mission of 
these centers is to provide nonhuman primate resources, relevant 
scientifi c expertise, and biological samples to the research com-
munity, and each of the centers has active research in AIDS 
pathogenesis, vaccines, and treatments. Because of their historical 
involvement in AIDS research, these centers remain important 
resources to the research community worldwide. A current list of 
contact information for the NPRC, and an overview of how 
outside investigators may access these resources, is maintained at 
www.ncrr.nih.gov/ncrrprog/cmpdir/PRIMATES.asp. For specifi c 
experiments, specific pathogen-free (SPF) rhesus and pigtailed 
monkeys initially free of SIV, simian retrovirus D, STLV-1, and 
monkey herpes B virus are available from the eight NPRCs and 
from the Caribbean primate center in Puerto Rico (http://rcmi.
rcm.upr.edu/docs/primate.html). In addition to these centers, 
many academic institutions, pharmaceutical and biotechnology 
companies, and the U.S. National Institutes of Health maintain 
primate colonies for in-house research. In Europe, the German 
Primate Center and the Biomedical Primate Research Center in 
the Netherlands house primates and have historically been major 
centers for AIDS research. This is by no means an exhaustive list; 
rather its objective is to acquaint the investigator seeking possible 
research collaborations with the national centers in the United 
States as a starting point.

VIRAL STOCKS The HIV-1 stocks that have been tested in 
chimpanzees and subsequently in macaques were derived from 
the early, laboratory-passaged viruses such as HIV-IIIB or HIV-
BRU, HIV-LAI, HIV-MN, or HIV-SF2. These viruses replicated 
to high titers in vivo and elicited robust antiviral antibodies, 
including neutralizing antibodies. Although attempts were made 
by several investigators to infect macaques with HIV, sustained 
replication and pathogenesis were not observed. Today, it is 
strongly suspected that restriction by TRIM5α in cells from most 
macaque species was responsible for prevention of cross-species 

transmission. HIV-2 isolates were serially passaged in baboons 
with some efficient replication, but little or no pathogenesis.59

After the observation that SIV infection caused pathogenesis in 
the Asian macaques, a number of virus isolates were derived from 
the blood and tissues of serially infected macaques. These three 
major types of SIV are based on SIVsm (naturally found in sooty 
mangabeys), SIVmac (from an experimental infection of M.
mulatta), and SIVmne (from an experimental infection of M.
nemestrina). Members of these isolates were further characterized 
by obtaining full-length infectious molecular clones that could 
recapitulate the pathogenic capacity of the isolate. Subsequently 
other members of the SIV family have been identified from 
naturally infected African green monkeys (SIVagm), mandrills 
(SIVmnd), colobus monkeys (SIVcol), and almost all of the 
various African monkeys, but not baboons. For the most part, the 
SIV/macaque model has utilized SIVsm or SIVmac in M. mulatta
or M. fascicularis; other groups have favored the use of SIVmne 
in M. fascicularis or M. nemestrina.

Hayami and colleagues made a seminal contribution to the 
fi eld when they constructed the first viral chimera between HIV-1 
and SIV.60–62 This virus consisted of the SIV “backbone” with the 
env gene replaced by that from HIV-1. Since this first SHIV con-
struct, several additional SHIVs have been described.63 However, 
the development of chimeric viruses has not been a trivial pursuit, 
and only one virus to date, SHIV-SF162P3, bears an HIV-1 enve-
lope that utilizes the CCR5 coreceptor.64 This virus was shown to 
cause depletion of CD4+ T cells in the GALT, unlike CXCR4-
utilizing SHIVs.65 These chimeras have been very useful for 
vaccine efforts that target the development of neutralizing anti-
bodies, since the env genes of SIV and HIV-1 are poorly cross-
neutralized, if at all. SHIVs may also be useful in the pursuit of 
live attenuated vaccines.66 Other important constructs have 
included replacement of other SIV genes, such as the RT gene, 
with that from HIV-1, in order to test RT inhibitors in vivo.67

Many investigators have developed stocks of SIV and SHIV 
that are made widely available to researchers who wish to perform 
challenge studies. The expense of preparing and titering these 

Table 58–2
National Primate Research Centers in the United States, 2006

Primate center name and website Academic affi liate City and state

California National Primate Research Center
 http://www.cnprc.ucdavis.edu

University of California at Davis Davis, CA

New England National Primate Research Center
 http://www.hms.harvard.edu/nerprc/

Harvard University Southborough, MA

Oregon National Primate Research Center
 http://onprc.ohsu.edu/

Oregon Health and Sciences University Portland, OR

Southwest National Primate Research Center
 http://www.sfbr.org/pages/snprc_index.php

Southwest Foundation for Biomedical Research San Antonio, TX

Tulane National Primate Research Center
 http://www.tpc.tulane.edu/

Tulane University Covington, LA

Washington National Primate Research Center
 http://www.wanprc.org/WaNPRC/

University of Washington Seattle, WA

Wisconsin National Primate Research Center
 http://www.primate.wisc.edu/

University of Wisconsin Madison, WI

Yerkes National Primate Research Center
 http://www.yerkes.emory.edu

Emory University Atlanta, GA
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large scale (300 vials or greater) stocks in vivo in the relevant 
nonhuman primate host is quite high, certainly well above 
$100,000 (U.S.). Typically a full in vivo titration requires purchas-
ing, infecting, and housing at least 6 and up to 10 animals for up 
to 1 year in BSL-2 or BSL-3 containment, in order to support 
statistically robust outcomes.68 In part to defray this cost, several 
primate centers have prepared and titered stocks that are widely 
distributed, and the NIH Division of AIDS also has made several 
stocks available, including a recent stock of SHIV-SF162P3 
grown in M. mulatta. Clearly the use of identical challenge stocks 
is a variable that can be controlled by this judicious sharing 
of resources. The U.S. NIH has developed a shared resource 
for qualified investigators that is entitled the AIDS Research 
Reference Reagent Repository (http://www.aidsreagent.org/
ecommerce/). This resource provides a very comprehensive and 
well-referenced set of viral stocks, cell lines for growing virus, 
monoclonal antibodies, recombinant antigens, etc. to investigators 
who are registrants and can show that their laboratories have met 
any required biological and biosafety containment criteria.

ADVANTAGES/DISADVANTAGES
There are many advantages to the utilization of nonhuman 

primate models for AIDS research. Some examples include 
increased understanding of viral and host factors that affect patho-
genic outcomes, infectiousness via diverse routes of entry, and 
the roles of specific factors in limiting infection. The use of these 
models allows investigators to compare outcomes of infection in 
multiple individuals using the identical, characterized—in many 
cases cloned—virus stock. By this type of study, it is apparent 
that there are host factors contributing to pathogenic outcomes. 
Conversely, viruses derived at different times of infection can 
themselves have differential pathogenic potential.69 Direct inocu-
lation of virus at various mucosal sites has allowed a clearer 
understanding of the differential infectivity of stocks given by 
different routes. Similarly, the ability to perform timed necropsies 
of primates infected with well-characterized and genetically iden-
tical stocks has facilitated the identification of specific cell types 
involved in the earliest stages of infection by SIV and SHIV, as 
well as the rates of mutation that accrue after infection. Informa-
tion about neurovirulence has been much more approachable in 
the SIV model than in infected humans.70 The contribution of 
regions of the genome to the pathogenic potential of a given virus 
has been demonstrated with viral chimeras, and more recently the 
study of changes in the viral envelope over time has yielded 
interesting information about the inherent ability of the HIV-1 
envelope to tolerate mutations in vivo.71 One of the key questions 
in vaccine research is how neutralizing antibodies are generated, 
particularly those with the ability to neutralize multiple viruses. 
Neutralizing antibodies with broad capacity can be generated by 
infection with the primate lentiviruses, but they are rare, as in 
humans.72 These models may offer insights into the mechanisms 
of development of key immune responses, including innate, 
cellular, and humoral immunity. Laboratory nonhuman primate 
models for AIDS allow comprehensive studies of the events 
occurring in the days immediately following exposure and infec-
tion, and experiments with various combinations of competing 
microbes, which cannot be accomplished for exposed humans.

Another area that can be addressed much more easily in the 
nonhuman primate than in humans is the evaluation of vaccines 
and therapies to limit mother-to-child transmission. Some new 

models were developed in recent years to test active and passive 
approaches for vaccination in very young primates. These include 
breast milk transmission,73 perinatal transmission,74 and the oral 
inoculation of newborns with SIV75 or SHIV.76 Risky approaches 
that would be prohibited in humans, such as live attenuated vac-
cines39 and passive antibody transfer,77–79 have been important 
tools to understanding host immunity and protection. Even with 
less than fully effective vaccines, it is possible to test how well 
newborns and infants respond to vaccination. Newborn rhesus 
macaques have been vaccinated with live attenuated vaccines or 
recombinant viral vectors expressing SIV antigens in the first few 
weeks of life and they have been able to mount significant immune 
responses and control pathogenic viral challenge,80 which is 
encouraging news for the future once more effective vaccines are 
developed. Important information about passive immunity81 such 
as dosing and timing82 and active vaccination of newborns80 can 
be derived from these models without risking human infants.

These advantages are balanced by a number of disadvantages. 
Obviously, the absence of a model that uses HIV-1 as the infec-
tious agent is the most glaring problem for the field. Although 
certain aspects of this problem can be overcome by the use of 
SHIV clones and isolates, there is as yet no substitute for clinical 
work to understand human immune responses to the virus and 
pathogenic sequelae of the resulting immune depletion. Most non-
SPF adult macaques in captivity harbor a virus that is lethal to 
humans, herpes B. This problem has led to the development of 
safety regulations to prevent exposure, but there have still been 
rare infections of animal handlers. One approach is to develop 
SPF breeding colonies, and many of the centers are making great 
strides in this area, eliminating (as noted above) SIV, simian ret-
rovirus (SRV), simian T-lymphotropic virus-1 (STLV-1), and 
herpes B. The lack of complete genotyping, specifically with a 
focus on MHC Class I, has made the use of nonhuman primates 
more challenging for both pathogenesis and vaccine studies. 
Certain alleles in macaques that allow responses to key epitopes 
in SIV Gag, for example, were very useful in understanding 
escape from cytotoxic T cell (CTL) control of SIV.83 This problem 
is complicated by the use of multiple species of macaques by 
different investigators, at a time when genetic characterization of 
the different species is not well developed. To some degree, the 
use of certain species to the exclusion of others (e.g., M. mulatta
of Indian origin) has created a shortage that can be alleviated only 
by expanded breeding or acceptance of other species and subspe-
cies. Differential virus replication in rhesus macaques of Indian 
and Chinese origin calls into question the interchangeability of 
the two populations for research.84 Certainly, another major dis-
advantage is the expense of purchase and maintenance of these 
valuable primates, which has limited the size of studies. Thus, 
analyses of subtle differences in immune parameters in immuno-
genicity studies, for examples, have been much easier to evaluate 
in clinical studies in humans. Some of the recent efforts from the 
HIV Vaccine Enterprise include infusing HIV vaccine research 
with funding that can support much larger nonhuman primate 
studies that may have sufficient statistical power to inform the 
choice of immunogens for clinical development. However, most 
of the primate facilities are not designed to handle multiple large 
(>100 animal) experiments at one time, which will require careful 
planning and shepherding of resources. Finally, research in non-
human primates requires an appreciation of the model at many 
levels, and for the first time investigator there are many complex 
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issues to consider. This last problem is one of the easiest to 
address, as seasoned investigators can be found to collaborate, 
and the NPRCs have as their mandate to serve the research com-
munity. Diverse samples of blood, tissues, and organs are avail-
able to all research investigators. Pilot studies are available by 
competitive application, and these can serve to match an investi-
gator with a primate modeler, facilitating the development of 
preliminary data for a larger study or grant. Although the NCRR 
provides core support for the eight NPRCs, scores of additional 
grants from other Institutes of NIH that are awarded to numerous 
academic and research institutions provide the majority of the 
funding for the NPRC work. An additional resource to consider 
is attendance of the yearly Nonhuman Primate Models for AIDS 
Symposium, presently having completed its 24th Annual con-
ference (http://www.hivatlas.org/24th_Annual_Symposium_on_
Nonhuman_Primate_Models_for_AIDS) where current results 
and future collaborative efforts and opportunities are discussed.

PREDICTIVE VALUE OF THE MODELS As noted above, 
the uses of the nonhuman primate models are diverse, thus making 
the careful choice of the appropriate model for a particular study 
absolutely key to understanding the outcome(s). In addition, fre-
quently due to availability of species and particular virus stocks, 
the same experimental design has been tested in different labora-
tories with divergent outcomes. Thus, one of the major issues 
confounding AIDS research has been the interpretation of results 
obtained utilizing different virus–primate pairs. These differences 
have also been compounded by the unfortunate limitations in 
nonhuman primate funding during the first 10 years of the epi-
demic, which led to use of sizes of experimental arms that were 
very small (three or four animals per group), insufficient to 
provide statistical power unless there were all-or-none outcomes. 
Recent studies have utilized much larger groups (6–10), allowing 
the interrogation of more subtle questions and comparisons 
between groups receiving different vaccines, for example. The 
current primate models for AIDS, as well as future models, would 
be considerably less expensive, allow greater throughput at the 
primate centers, and reduce the number of monkeys used yearly, 
if surrogate markers of vaccine success could be assessed before, 
or instead of, live virus challenge. Surrogate markers currently 
include both T cell and antibody responses in blood and at mucosal 
sites.

The most compelling question for the nonhuman primate 
models is their predictive value for human studies. In cases in 
which direct comparison can be made such as drug development 
or transmission studies, it appears that the predictive value is 
strong.85 A great deal of our understanding about the biology of 
infection and dissemination via mucosal routes has been obtained 
from nonhuman primate studies, where both qualitative and quan-
titative data are forthcoming. Three recent reviews have touched 
on this point of predictive value for vaccine studies: Staprans and 
Feinberg,3 Haigwood,85 and Hu5. Once there is an HIV vaccine in 
humans with some efficacy, it will be possible to validate one or 
more of the nonhuman primate animal–virus pairs and to proceed 
with some confidence to use this model for future development. 
Until that time, these models will continue to serve as important 
adjuncts to clinical studies to understand the issues in transmis-
sion, persistence, and pathogenesis,86 to elucidate innate and adap-
tive parameters of viral control,87 and to serve as testing grounds 
for vaccine strategies.
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59 Use of Congenic Mouse Strains for 
Candidate Disease Gene Identification in 
Complex Traits
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ABSTRACT
Genetic analysis aims to establish the relationship between a 

gene and a specific trait through the parallel study of phenotype 
and underlying genetic variation. Current tools for genetic analy-
sis in the mouse extend from standard matings such as inter-
crosses and backcrosses to the use of more specialized resources 
such as recombinant inbred (RI) strains and recombinant congenic 
(RC) strains. Both RI and RC strains are characterized by the 
fi xation of a genome-wide admixture of novel genetic combina-
tions subsequent to meiotic recombination and segregation. Other 
resources of particular interest for the analysis of complex traits 
include consomic and congenic strains. In consomic or chromo-
some substitution strains, the genetic admixture is restricted to a 
single chromosome, and in congenic strains it is restricted to a 
single chromosomal region. Consomic and congenic mouse stocks 
have played a pivotal role in the genetic analysis of complex dis-
eases that are often under the control of both environmental and 
multiple genetic factors and include type 1 diabetes, multiple 
sclerosis, obesity, and cancer. This chapter will provide an over-
view of the different tools available in the mouse for the genetic 
analysis of complex traits, with particular emphasis on different 
aspects of the use of congenic mouse strains.

Key Words: Consomic, Congenic, Inbred mice, Complex 
disease, Quantitative trait locus (QTL), Gene.

TOOLS AND SYSTEMS OF GENETIC ANALYSIS 
IN THE MOUSE

The mouse is the organism of choice for modeling human 
disease with not only many thousands of mutations already iso-
lated and projects to inactivate all mouse genes well underway,1

but also with 450 described inbred strains,2 a wealth of genetic 
and phenotypic diversity.

It is this collection of inbred strains, rather than the collection 
of mutations, that has provided the raw material for studying 
phenotypes under complex genetic control. This has, in recent 
times, been facilitated by the Mouse Phenome project (see data-
base links), which aims at garnering and curating, through a 
coordinated international effort, baseline phenotypic data on most 
of the common inbred strains.

The breeding systems underlying the development of key 
genetic resources are shown in Figure 59–1. Each recombinant 
inbred (RI) strain contains a unique admixture of genetic contribu-
tions—in approximately equal proportions—from its two original 
progenitor inbred strains. Traditionally, such RI strains are estab-
lished by crossing animals of two inbred strains, followed by 
20 or more consecutive generations of brother/sister matings.3

Recombinant congenic (RC) strains are also established by an 
initial crossing between two inbred strains, but this is followed by 
a few, usually two, backcrosses of the resulting F1 hybrids to one 
of the parental strains, called the “recipient” strain, with subse-
quent brother/sister intercrossing as for RI lines.4 In both RI and 
RC strains the result is a mosaic genetic structure with blocks of 
genetic material from one parent interspersed with blocks of 
genetic material from the other parent. RI and RC strains differ, 
however, in the relative contribution of the two parents to the fi nal 
strains. The Complex Trait Consortium5 represents the largest 
community effort to date to generate and maintain collections of 
RI lines having sufficient analytical power to allow for systematic 
quantitative trait locus (QTL) analysis. The current project aims 
to generate some 1000 RIs from eight different parental strains to 
sort out the genes behind different complex disorders.

Consomics and congenics are special types of inbred strains in 
which part of the genome of one mouse strain is transferred to 
another by backcrossing the mouse strain acting as the donor to 
the recipient strain followed by intercrossing in later generations 
to ensure fixation and homozygosity. Selection is systematically 
practiced to ensure retention of the desired genetic material from 
the donor strain. The method was first introduced by Snell who 
produced histoincompatible congenic strains, which he originally 
called “congenic resistant” strains.6 In the case of a consomic, a 
whole chromosome is transferred.7,8 In the case of a congenic 
strain it is a defined chromosomal segment, also termed the dif-
ferential segment that is transferred9,10 (Figure 59–1). Such con-
genic strains will normally carry differential regions of 10–20  Mb 
in size11 unless specific efforts are made to reduce the size of the 
differential segment. Several hundred congenic strains currently 
exist. Many of these can be retrieved directly from the Jackson 
Laboratories. Congenic strains need to be distinguished from 
coisogenic strains that differ at only a single locus from their 
parental strain.12 Coisogenics can be derived by both gene 
targeting involving homologous recombination or mutagenesis 

From: Sourcebook of Models for Biomedical Research
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approaches. RI and RC consomic and congenic strains all have in 
common the advantage that they allow repeat phenotyping of 
large numbers of genetically homogeneous animals under defi ned 
environmental conditions.

APPROACHES TO THE IDENTIFICATION OF A 
GENETIC INTERVAL CONTROLLING A 
COMPLEX TRAIT

The starting point for the identification of a genetic locus 
controlling a complex trait, or QTL, is most often the generation 
of an F1 intercross from two parental inbred strains differing in 
phenotype for the trait under study and the subsequent intercross-
ing of F1 progeny to produce an F2 generation that can be subject 
to genetic analysis. Alternative analytical schemes may involve 
the backcrossing of the F1 progeny to either one or the other 
parental strains, to generate first-stage backcross generation 
animals (BC1) and/or eventually backcross 2 animals (BC2). The 
number of animals needed for the F2, BC1, or BC2 analysis 
depends on the strength of the phenotypic effect conferred by each 
QTL under study and also on the size of the genetic interval(s) to 
be identified. Generally, experimental cohort sizes are in the range 
of several hundred animals. Most of the currently identified QTL 
genes are slightly atypical in presenting rather extreme pheno-
types that confer above average contributions to the overall phe-
notype. Contributions of the average single QTL to the overall 
phenotype has been estimated to be 5% or less.13 While increasing 
the number of F2 or BC animals under study and using a higher 
marker density may increase statistical power and allow the can-
didate region to be better localized, the additional effort would 
sometimes be better directed elsewhere, for example, to fi ne 
mapping and use of congenic strains (see the discussion below).

Alternatives to the generation of de novo crosses involve the 
use of sets of RI lines and/or RC strains. The analytical power of 
an RI line set depends on the number of available sublines and 
the degree of genetic/phenotypic variation in the parental strains. 
While RI sets can deliver higher mapping resolution than F2 
mice,13 current RI sets will often have insufficient power to iden-

tify genes encoding small-effect QTLs. In contrast to RI sets, sets 
of RC strains have the property of limiting the amount of the 
genome that has to be searched for multiple genes involved in 
quantitative traits as long as they have been selected for the phe-
notype of interest. The genome of a standard RC strain comprises, 
on average, only 12.5% from the donor strain.14

Irrespective of the approach used in the initial QTL localiza-
tion, moving on to subsequent candidate gene identification and 
characterization will often prove difficult with both genetic com-
plexity and genetic background effects hampering progress. 
Consulting the Mouse Genome Informatics (MGI) database (see 
below) reveals, for example, that while an initial localization has 
been described for some 2000 quantitative trait loci, in less than 
1% of the cases has the gene underlying the QTLs been identifi ed. 
Recent advances have on occasion been linked to the use of inno-
vative in silico “Hapmap” type strategies, but mostly to the 
exploitation of consomic and especially congenic strains, which 
are increasingly playing a pivotal role in the dissection of 
QTLs.

HAPLOTYPE MAPPING AS AN IN SILICO
ALTERNATIVE AND COMPLEMENTATION

In silico mapping is a powerful computational-based method 
for predicting chromosomal regions regulating phenotypic traits.15

The discovery based on the distribution of single nucleotide 
polymorphisms (SNPs) in different inbred mouse strains of an 
alternating mosaic pattern of relatively large, typically 1–2  Mb, 
genomic regions (blocks) of low or high polymorphic variation 
(SNPs)16,17 is the foundation for this approach. Regions that are 
poor in polymorphic markers have been designated as regions of 
common ancestry. Haplotype blocks are conceptually defined as 
genomic segments harboring sets of coupled polymorphisms that 
refl ect a common ancestral origin.18,19 Genome-wide association 
studies involving the correlation of a phenotype, for instance, 
disease prone and disease resistant, over a wide selection of dif-
ferent inbred mouse strains to patterns of genetic variation in these 
same strains have provided powerful indications of potential can-
didate regions.15 QTL genes are likely, although not necessarily, 
to be found in regions of different ancestry among pairs of 
differentially affected strains, while a given phenotype observed 
in common in different strains will likely be controlled by a region 
that is held in common between these strains.20 The approach 
requires that well-standardized parental phenotype data are avail-
able for many inbred strains. The PHENOME project was estab-
lished in part with this type of application in mind.

Applied to congenic strain analysis, knowledge of the haplo-
type block structure within a congenic interval may focus interest 
on a particular subregion within the congenic candidate region 
(Figure 59–2). There are several examples in the literature 
that have demonstrated the value of this type of combined 
approach.21–23

In whatever way in silico mapping is applied, the success of 
the strategy depends on the size of the underlying haplotype 
blocks and the panel of relevant mouse strains. The approach also 
depends on rates of mutation within regions of shared haplotype 
being sufficiently low as to not obscure the underlying patterns of 
haplotype variation. Recent work indicates that the definition of 
haplotype blocks is not that robust and that methods for QTL 
mapping may fail if they assume a simple block-like structure.19

Figure 59–1. Genetic admixture in recombinant inbred strains, con-
somics, and congenics. Recombinant inbred strains are generated by 
intercrosses of F1 mice and subsequent brother–sister interbreeding. 
Consomic strains are generated by repeated backcrossing of F1

animals to the parental receiver strain, but only one chromosome is 
derived from the donor strain. In congenic strains only the differential 
chromosome segment is derived from the donor strain.
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USING CONSOMICS AND CONGENICS FOR 
DISSECTING QUANTITATIVE TRAIT LOCI 
INTO GENES

Consomic and especially congenic strains are proving to be 
key resources for the dissection of QTLs whose genetic control 
is very distant from the simplicity of characters showing single-
gene dominant or single-gene recessive Mendelian inheritance. 
Understanding the role of an individual QTL is often hampered 
by the complexity of its genetic and phenotypic interactions with 
other participating QTLs. As an example, consider susceptibility 
to type 1 diabetes and the well-known disease model for type 1 
diabetes, the nondiabetes (NOD) mouse.24,25 It turns out that 
diabetes-sensitive strains such as NOD carry not only diabetes 
sensitivity loci but also QTL loci conferring diabetes resistance. 
Conversely, diabetes-resistant strains such as C57BL/6 carry loci 
conferring diabetes susceptibility as well as diabetes resistance 
genes. It is the overall balance and interactions that determine the 
fi nal phenotype.26 Some idea of the overall complexity is given 
by the 30 or more murine insulin-dependent diabetes loci (Idd)
that have been genetically identified. In this complex situation, 
congenic strains often carrying segments derived from the 
diabetes-resistant C57BL/6 mouse strain have been of critical 
importance for breaking down the overall genetic complexity, for 
ensuring reproducibility of the detailed phenotyping studies, and 
for the comparative transcriptional profiling approaches used to 
narrow down the candidate region. Among non-major histocom-
patibility complex (MHC) Idd genes that have been cloned using 
a congenic strategy are Idd3, where Il2 has been implicated,22

Idd5.1, where Ctla4 and Icos were suggested,27 and Idd5.2, where 
Nramp is a likely candidate.28

The second reason to generate congenic strains is to study the 
effects of a gene mutation, knockout, knockin, or transgene on 
one or several different genetic backgrounds. This approach is of 
particular interest for studies on genetic modifi ers.29,30 The use of 
congenics, although often onerous, remains less time consuming 
than introducing the same modification in parallel onto different 
genetic backgrounds by gene targeting or transgenesis. Indeed, in 
many cases the latter approach may be impossible as the appropri-
ate ES cell lines may not be available. When congenic construc-
tion is used, it should, however, be borne in mind, as already 
pointed out, that it is not a single gene that is being transferred 
but a gene and its surrounding genetic region. There have been 
examples showing that such genomic fragments can contribute to 

the phenotype or in a worst-case scenario even confer a new 
phenotype. Different breeding strategies to minimize such prob-
lems have been discussed.31

CLASSICAL AND SPEED BREEDING STRATEGIES 
FOR CONGENIC STRAINS

Congenic strains are derived by repeated backcrossing of the 
desired donor strain to the recipient strain with selection for the 
differential segment. This breeding is then followed by sister/
brother interbreeding of the backcrossed progeny. In practice, 
female F1 animals are mated with recipient strain males to estab-
lish the BC1 generation. Males heterozygous for the selected 
chromosome region are then repeatedly backcrossed to recipient 
females during congenic strain derivation. Congenic strains are 
then rendered homozygous for the genetic intervals under study 
by intercrossing heterozygous males and females of the same 
genotype and subsequently maintained by brother and sister 
mating. When repeated backcrossing is used to establish a con-
genic strain a minimum of nine generations of backcrossing is 
normally recommended to remove 99.9% of the unlinked and 
unwanted donor material,32 though the exact number of required 
backcross generations appears somewhat arbitrary.33 A genome 
scan, minimally, for other known loci relevant to the disease 
under study should be carried out before fixing the congenic 
interval so that if further backcrossing is necessary to remove a 
contaminating genomic fragment this can be carried out before 
the congenic strain is rendered homozygous.

Alternative congenic breeding schemes have been established 
that involve both positive selection for the desired differential 
segment and selection against the rest of the donor genome during 
early backcross generations. In such breeding schemes, called 
“speed congenics,” the genetically “best” animals, i.e., those car-
rying the differential segment and minimal detectable donor strain 
material elsewhere in the genome, are selected. Theoretically the 
process can lead to the creation of a congenic strain with less than 
0.5% contaminating donor genome unlinked to the differential 
segment within a total of five generations or four backcrosses.34

Simulations suggest that screening between 16 and 20 male 
progeny per generation with markers spaced every 25  cM most 
effi ciently reduces unlinked contaminating donor genome and 
represents an effective organizational strategy. Use of larger 
progeny cohorts and higher marker density seems of little advan-
tage in reducing the contaminating donor genome until later back-

Figure 59–2. Haplotype mapping. Comparison 
of the SNP distribution within the candidate inter-
val between disease-sensitive and -resistant strains 
may allow a candidate region to be further 
reduced.
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cross generations. High-density genotyping of the differential 
segment in later generations is, however, necessary to reduce the 
size of the target region below the 20–30  cM otherwise obtained 
at the N4 generation.10 Experience suggests that both “best” and 
“second best” males should routinely be kept for breeding, in 
particular when intersubspecies congenic strains are being con-
structed and poor breeding performance may occur.

Recent simulation studies have suggested that marker-assisted 
breeding strategies can lead to increased background heterogene-
ity, or “gaps,” in the recipient genetic background as compared 
to standard breeding procedures. This suggests that additional 
backcrossing may still be required in order to reduce the number 
and length of such gaps.35 On the assumption of putative remain-
ing gaps, it may be of interest to derive a given set of congenic 
strains from a single breeding pair and to generate at least one 
congenic strain carrying no differential fragment as an internal 
control for phenotyping.

When choosing recombinants to fix genetic intervals we recom-
mend ensuring the highest possible density of markers within the 
differential fragment (1–2  cM) to avoid partial heterozygosity.

While the genetic interval conferring a particular phenotype in 
a given congenic strain can often be reduced and refined by iden-
tifi cation of new recombinants during further backcrossing, it 
becomes increasingly difficult to obtain the necessary recombi-
nants as the genetic distance under study is reduced and much 
larger breeding populations are needed. Several studies have 
shown the existence of sex-specific differences in recombination 
frequency36–38 and it can, therefore, on occasion, be of use to 
change the direction of the cross and use heterozygous females 
instead of males or vice versa. It should be noted that recombina-
tion does not occur with random efficiency throughout the genome 
and is often higher at so-called hotspots. Certain theories predict 
that recombination will occur more often in regions in which gene 
density is higher and less often in “gene deserts,” an expectation 
borne out for the human genome, where recombination rates are 
found to be higher in regions of the genome with higher gene 
density.39 The informative polymorphic markers necessary to 
characterize the recombinants can be normally identified from the 
MGI database. Current densities of available markers ensure that 
only rarely will additional comparative sequencing efforts be 
required to identify additional SNPs.

When analyzing congenic strains, it has been observed that the 
phenotypic effects often get smaller as the genetic interval is 
reduced and subcongenics are generated. This most often occurs 
when the original effect was due to the combination of several 
genes and may reflect the relatively frequent occurrence of QTLs 
as haplotype blocks. In other cases, genetic interactions may lead 
to the suppression of phenotypes when intervals are combined and 
in such cases the generation of subcongenics is accompanied by 
an increase in the penetrance of the trait.40 In theses cases, com-
plexity within the genetic interval can normally still be success-
fully addressed, although it may require larger numbers of animals 
to be phenotyped and studied.

The benefit that can be obtained from a panel of congenic 
strains is critically dependent on the quality of the phenotyping 
available, which, in turn, is obviously dependent on the disease 
under study. The availability of subphenotypes for characteriza-
tion is often critical to the fine dissection of the trait. Analysis 
often starts with the most robust and basic phenotype before pro-

ceeding to more subtle analysis of subphenotypes. Phenotyping 
methods often employed range from histology, behavioral studies, 
and the evaluation of physiological parameters to metabolomics 
and transcriptional profiling. At this stage of the project, the 
efforts employed in the construction of the congenic strains are 
usually rewarded.

CANDIDATE GENE IDENTIFICATION 
AND VALIDATION

Once a candidate region has been defined and characterized, 
the crucial difficulty of identifying and validating the causative 
gene(s) arises. It is important to realize that there is rarely one 
single approach, but rather a spectrum of complementary 
approaches that can be used to identify without ambiguity the 
gene(s) underlying a QTL.

The identification of changes in the primary nucleotide 
sequence, which is powerfully diagnostic in the case of mutations 
in monogenic disorders, is of much less certain value in the case 
of QTL characterization. First, because nonsense or stop codons 
that completely abolish gene function are much less likely to 
underlie QTL variation than in mutations affecting monogenic 
traits. Second, because the investigator cannot, a priori, know 
whether to expect changes in coding sequences or in noncoding 
regulatory sequences. And third, because extensive nucleotide 
variation may occur outside of the exon sequences of some genes, 
which renders the identification of causal polymorphisms in such 
regions potentially perilous. This indeterminacy may moreover be 
compounded if the causal gene lies within a region that shows a 
high degree of polymorphism between the parental strains. In 
such cases the polymorphism within the genomic sequence of the 
causal gene will likely be no more marked than that of the sur-
rounding genes. Such regions of elevated polymorphism are to be 
found throughout the mouse genome and reflect the breeding 
history of mouse inbred strains (see above). Such caveats suggest 
that resequencing of entire regions in the donor and recipient 
strains is an approach that can help to exclude a certain proportion 
of candidate genes rather than lead to the unambiguous identifi ca-
tion of the responsible gene.

The use of expression profiling for candidate gene identifi ca-
tion is based on the idea that in many cases the QTL will refl ect 
quantitative changes in the expression of the underlying gene(s). 
This approach has proven to be particularly fruitful in cases in 
which the phenotype of the disease under study has provided clues 
as to the class(es) of genes or to the tissues in which the candidate 
gene is likely to be expressed. Annotated lists of genes for the 
region under study obtained from Ensembl, MGI, or NCBI data-
bases, including in silico expression profiling approaches based 
on exploiting data from sources such as Serial Analysis of Gene 
Expression (SAGE) libraries, microarray analysis-based datasets, 
and cumulative data on expressed sequence tags (ESTs) (see 
Table 59–1), allow the tissue expression profiles of the genes to 
be established. Where necessary these data are then validated for 
the most promising candidates by comparative expression profi l-
ing of the discriminatory congenic strains using techniques such 
as quantitative real-time polymerase chain reaction (PCR). A 
complementary variant of this approach uses genome-wide micro-
array-based expression profiling to identify possible genetic 
pathways.41 The efficiency of both strategies depends on the 
completeness of the gene annotations and the exhaustiveness of 
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the gene representation that is being exploited and is infl uenced 
by both the cellular complexity of the target tissue and relative 
transcript expression levels. In the case of complex tissues sensi-
tivity may be increased by analyzing cellular subpopulations of 
the tissue in question.42,43

Neither the identification of sequence variation nor of altered 
expression profiles is of itself sufficient to establish causality. For 
this, techniques of gene inactivation, gene overexpression, and the 
gold standard, replacement of the allele of one strain by that of 
the other strain—referred to here as “allele shuffl ing”—are 
required. Ongoing programs for inactivation or mutating all 
mouse genes will increasingly provide “off the shelf” ES cells 
carrying a knockout for the candidate genes under study. Database 
links that provide information about existing knockouts and 
mutants are listed in Table 59–1. Exploiting such resources for 
QTL validation may in many cases be complicated by the need 
to cross the knockout onto the relevant genetic background. Inter-
estingly, some of the constructs used in these global knockout 
programs may facilitate application of a knockin strategy, which 
would enable the integration of alternative functional allelic forms 
of the gene at the disabled locus to be undertaken.44

An alternative and potentially very efficient strategy for gene 
disabling is the use of small interfering RNA (siRNA) to inhibit/
knock down gene expression. RNA interference (RNAi) is a highly 
evolutionary conserved process of posttranscriptional gene silenc-
ing (PTGS) in which double-stranded RNA (dsRNA), when 
introduced into a cell, causes sequence-specific degradation of 
homologous mRNA sequences.45 Double-stranded RNAs of around 
21 nucleotides in length inhibit the expression of specific genes and 
can work effectively both ex vivo and in vivo.46–48 The RNAi WEB 

database provides a good summary of such studies and excellent 
practical advice. The long-term and stable inhibition of gene func-
tion normally necessary for assessing the effect of a QTL implies 
that delivery systems capable of supporting stable and persistent 
expression in vivo are necessary. Cloning of stable interfering short 
hairpin (sh) RNA molecules and use of several viral vectors and 
transposon-based nonviral vectors have been reported that fulfi ll 
this requirement.49,50 Interestingly, such RNAi approaches can be 
used with embryos circumventing the strain restriction bottleneck 
associated with ES cell use. Although there are problems associ-
ated with off target non-specificity of RNAi that require stringent 
control, RNAi can be engineered to be specific for particular allelic 
forms of a given gene. Providing technical problems can be over-
come, experiments aimed at targeting RNAi to alleles of a candi-
date gene in F1 animals from two discriminatory congenic strains 
should prove particularly informative.

Overexpression studies provide an alternative if less stringent 
way to either further reduce the size of the candidate region or 
to validate formally candidate genes, when the trait under con-
sideration is dominantly or codominantly expressed.51,52 Such 
approaches are often carried out using BAC clones, which may 
be one to several hundred kilobases in size and therefore allow 
the gene to be tested along with many of the cis-acting sequences 
necessary for its regulated expression. Such studies are being 
facilitated by the construction of BAC libraries for many mouse 
strains other than C57BL/6 and 129/Sv.53 The fingerprinting of 
these libraries and the ready availability of both mouse genomic 
draft and finished sequences54 and of strain resequencing pro-
grams allow the DNA hybridization probes necessary for BAC 
isolation to be easily designed. Although BAC transgenesis is an 

Table 59–1
Some useful web links

Mouse Genome Informatics (MGI) database http://www.informatics.jax.org/
Complex Trait Consortium http://www.complextrait.org/
Mouse Phenome Database http://www.jax.org/phenome
Center of Rodent Genetics http://www.niehs.nih.gov/crg/
Mouse Genome Resequencing and SNP Discovery Project http://www.niehs.nih.gov/crg/cprc.htm
Online books on mouse genetics and human molecular genetics http://www.informatics.jax.org/silver/index.shtml

http://www.ncbi.nlm.nih.gov/books/bv.fcgi?rid=hmg
Single nucleotide polymorphisms (SNPs) http://www.broad.mit.edu/snp/mouse/

http://mousesnp.roche.com/
Mouse sequence databases http://www.ncbi.nlm.nih.gov/

http://www.ensembl.org/
http://mrcseq.har.mrc.ac.uk/
http://www.genome.ucsc.edu/

Gene expression data http://www.informatics.jax.org/menus/expression_menu.shtml
http://www.ncbi.nlm.nih.gov/UniGene/clust.cgi?ORG=Mm
http://bodymap.ims.u-tokyo.ac.jp/

BAC mapping http://www.bcgsc.ca/lab/mapping/mouse
The RNAi WEB http://www.rnaiweb.com/
Transgenic animal web (links) http://www.med.umich.edu/tamc/links.html
Knockout mouse project http://www.nih.gov/science/models/mouse/knockout/index.html
Available mouse models http://jaxmice.jax.org/index.html
Standard genotyping protocol http://www.jax.org/mmr/Standard_mapping_protocol.html
Online Mendelian Inheritance in Man, OMIM http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=OMIM
Human/mouse relationships http://www.ncbi.nlm.nih.gov/Omim/Homology/
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effi cient process, it should be noted that both copy number varia-
tion and variation in the site of integration in the genome leading 
to position effects may lead to modifications in gene expression 
profi les that might hamper or obscure the identification of the 
gene when subtle phenotypes are concerned.

COMPARATIVE GENOMICS BETWEEN 
MOUSE AND HUMAN

Humans and mouse have both evolved from an ancestral small 
mammal that split into two species toward the end of the dinosaur 
era. Despite 75 million years of separate evolution, only about 
300 genes—1% of the 25,000–30,000 genes in the mouse 
genome—were found to be without an obvious counterpart in the 
human genome and vice versa,55,56 leading to the idea that in the 
majority of cases the underlying biology and physiology of pro-
cesses occurring in humans and mouse will be similar or identical. 
Most studies of mouse models of human disease are predicated 
on this. Diseases under monogenic control most often, although 
not necessarily always, provide support for the assumption.57

Where the assumption fails to hold, because mutations in a given 
gene fail to produce the same phenotype in both species, the dif-
ferences are mainly imputable to differences in physiology, to 
subtle differences in the gene regulation, and or/to differences in 
the specific mutation itself rather than to the absence of the gene. 
The predictive value of QTLs identified in one species for the 
other is generally considerably weaker. This is almost certainly 
due to the genetic heterogeneity underlying most complex traits, 
to differences in penetrance even when the same gene may be 
concerned, and to differences in the spectrum of naturally occur-
ring variation at a given locus in humans and mouse. This, 
however, does not imply that the underlying genetic networks are 
highly divergent and if we take the case of type 1 diabetes this is 
clearly not the case. Indeed, the identification of causative genes 
for the autoimmune disease type 1 diabetes (T1D) in humans and 
candidate genes in the NOD mouse has shown that susceptibility 
or resistance to type 1 diabetes, involving genes and pathways 
contributing to autoimmune pathogenesis, are primarily held in 
common by the two species. To cite but one example, gene vari-
ants for the interacting molecules IL2 and CD25, members of a 
pathway that is essential for immune homeostasis, are present in 
mice and humans.58 In this context, identifying the mouse genes 
involved in type1 diabetes by consolidating our knowledge of the 
pathway underlying the pathogenesis will both indirectly and 
directly identify novel targets, which can be studied for their pos-
sible role in the human pathogenic process.

Congenic strains have and will continue to play a central role 
in the panoply of genetic tools available to the research scientist. 
Indeed, their importance and pivotal role are likely to rise as the 
tools necessary for high-throughput systematic functional testing 
of candidate genes lying within the candidate regions defined by 
using congenic strains become more widely available.
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60 Animal Models of Sudden Infant 
Death Syndrome

JANE BLOOD-SIEGFRIED

ABSTRACT
Sudden infant death syndrome (SIDS) is the most common 

cause of postneonatal infant mortality in the developed world. It 
is a diagnosis of exclusion, defined as the sudden and unexplained 
death of an infant between 1 month and 1 year of life. Examina-
tion of specific pathology may be possible only in an animal 
model. The three animal models most commonly used in SIDS 
research to examine risk factors are the piglet, neonatal rabbit, 
and neonatal rat. We also describe a developmental rat model of 
sudden unexplained death in response to viral and bacterial infec-
tions. This model offers a unique way to evaluate the role of 
immune development and its relationship to potential risk factors 
believed to be important in the etiology of SIDS.

Key Words: Animal model, Cytokine, Endotoxin, Infl am-
mation, Influenza virus, Neonatal rabbit, Neonatal rat, Piglet, 
SIDS.

INTRODUCTION
Sudden infant death syndrome (SIDS) is the most common 

cause of postneonatal infant mortality in the developed world.1,2

It is a diagnosis of exclusion, often defined as the sudden death 
of an infant not explained by a thorough autopsy, review of the 
clinical history, and examination of the death scene.2,3 SIDS 
occurs from 1 month to 1 year with the peak incidence between 
2 and 6 months of age. Although infants dying of SIDS appear 
normal and healthy, there is often a history of a mild viral illness 
that is not thought to be the cause of death.1,2

Epidemiological research has helped establish risk factors for 
SIDS including ethnicity, maternal smoking and drug use during 
pregnancy, environmental tobacco smoke exposure, concurrent 
viral illness, overheating, and sleep position; in addition, the inci-
dence is highest in the winter months.4 Before 1990, prone sleep-
ing was considered the greatest risk factor for SIDS. With the 
decrease in SIDS due to the campaign to put infants to sleep on 
their backs, the most significant risk factor has become maternal 
smoking. Although passive smoke exposure can cause respiratory 
problems in infants, maternal smoking during gestation is the 
most important risk for SIDS.5–7

The etiology of SIDS is thought to be multifactorial, and it is 
quite likely that many different means can cause the unexplained 
death. Several theories of causation are prevalent in the animal 

model literature, in particular, pathology related to respiration. 
Changes, both central and systemic, that can affect oxygenation, 
rebreathing of carbon dioxide, and recurrent apnea are a prime 
focus of animal research.8–11

Other animal studies have focused on damage to the fetal 
neurological system. Autopsy evaluation of many SIDS cases 
reveals histological and chemical changes that indicate abnormal 
development in the brain.12,13 These abnormalities are located 
primarily in the brainstem but are found throughout the brain as 
well. They reflect possible damage from anoxia, but are not 
limited to that particular insult. For example, prenatal nicotine 
exposure without hypoxia may cause structural and neurochemi-
cal changes in the brain.14–18 An animal model offers a way to 
examine the developing nervous system and damage from pos-
sible insults.

A more recent area of animal research focuses on mechanisms 
that challenge cardiovascular responsiveness through overheat-
ing, hypoglycemia, infection, and toxins. Risk factors such as the 
increased incidence of SIDS in winter months parallel closely 
those associated with these cardiovascular challenges.19

Prone sleeping position is thought to play a significant role in 
risk because of changes in gas exchange; however, elevated body 
temperature may also be a factor. It is believed that the fatal event 
involves the inability to compensate for a vital physiological chal-
lenge to a compromised infant during sleep. Compensatory mech-
anisms of gasping ability, arousal, and efforts to overcome lowered 
blood pressure and heart rate are currently being examined.13,20

Some autopsy findings observed in SIDS infants have been 
diffi cult to explain. Many SIDS infants have characteristic intra-
thoracic petechiae and liquid blood in the heart.21,22 These could 
be associated with efforts to overcome hypoxia, respiratory dis-
tress, suffocation, or resuscitation; however, they could also be 
due to coagulation problems associated with infection and infl am-
mation.23,24 Autopsy findings are varied, but there are often signs 
of inflammation and response to infection that are out of propor-
tion to preexisting symptoms. Thymic involution, a sign that the 
infant has been responding to excessive stress, is observed in more 
than half of SIDS cases.25

A good animal model must reflect the characteristics of an 
uneventful history without a clear cause for death. Careful con-
sideration must be given to associations between the human con-
dition and the findings in the model. Insults should be plausible 
and compatible with daily living, and they cannot be so severe 
that they are obviously the cause of the death.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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ANIMAL MODELS OF SUDDEN INFANT 
DEATH SYNDROME

Many animals have been used to study sudden unexplained 
death in cats,26,27 chick embryo,28–31 dogs,8 ferrets,32,33 guinea 
pigs,34 mice,35–37 and several primates.38,39 Although primates are 
more like humans than the other species, they present diffi culties 
for researchers. Primates have fewer offspring and much longer 
gestations than other laboratory animals. In addition, many species 
of primates are endangered, adding moral and legal reasons not 
to subject them to science that involves the death of offspring. 
Therefore the majority of research on sudden unexplained death 
has been done using the piglet, neonatal rabbit, and neonatal rat 
(Table 60–1). This chapter therefore focuses on models developed 
in these three species.

PIGLET The piglet is commonly used in neonatal research, 
in part because it is a large animal, which allows easy manipula-
tion of equipment and procedures. The piglet also has a tracheal 
morphology that is very similar to a newborn infant.40 Many pro-
cesses have been well characterized in perinatal swine models. 
Piglets have been used primarily for respiratory research in SIDS, 
but they have also been used to examine the effects of heat and 
heat stress, reflux, and cardiac development.

A large study published in 1994 evaluated the natural history 
of a group of 1921 piglets, examining all animals that died for 
cause of death. Eight animals died suddenly or unexpectedly; 
however, only one animal represented a “SIDS-like” death. It was 
concluded that although there was a high incidence of mortality, 
the incidence of sudden unexplained death in the piglet was very 
low, and thus it would be pointless to study the piglet in the 
natural state.41

Nevertheless, studies in piglet models have been very produc-
tive in focusing on specific systems. Galland and colleagues,42,43

for example, in an early study, looked at the effects of hyperther-

mia and oxygen consumption and tested the hypothesis that a cold 
face and hot body might increase hyperthermia and drop O2 con-
sumption in a cold climate. They found that face cooling could 
also increase rapid eye movement (REM) sleep, a time of risk for 
SIDS.42 Additionally, this study supported the idea that head cov-
ering does not increase CO2 or decrease O2 but has its primary 
effect by increasing body temperature.44

In another study, heated piglets developed tachycardia, hypo-
tension, and metabolic acidosis. They also became tachypneic, 
with hypocapneic alkalosis and neutrophil leukocytosis. Interest-
ingly, these animals had excessive hemorrhage in the lungs and 
alveolar edema, similar to that seen in SIDS cases.45 In addition, 
piglets have been shown to have a delayed response to airway 
obstruction while they are recovering from fever.46

Xia and colleagues used decerebrated, vagotomized piglets 
to evaluate the combined effects of hyperthermia and apnea in 
sudden death. They found that respiratory inhibition associated 
with chemoreflex was prolonged when body temperature was 
elevated,47 and these changes were probably mediated by the 
central nervous system (CNS).48

It has been proposed that reflux during sleep has a negative 
effect on the ability of the human infant to autoresuscitate.49 The 
piglet model allows for manipulation of the gastrointestinal (GI) 
tract and artificial instillation of a mildly acidic compound to 
stimulate airway protective responses in naturally sleeping and 
sedated animals.49,50 Richardson and Adams examined lung 
changes postmortem following laryngeal chemoreflux and found 
that these piglets had petechiae in their lungs.51 Togari and col-
leagues examined the compensatory role of cerebral circulation 
in respiratory control in a high CO2 environment and found that 
reduction of cerebral blood flow caused respiratory suppression 
in hypercarbic piglets.52

The piglet model has also been used to examine hypoxic 
responses to infection and smoking. Pretreatment with nicotine 

Table 60–1
Animal models examining risk factors for sudden infant death syndrome in the piglet, neonatal rabbit, and neonatal rat

Risk factors Animal Conclusion Reference

Hyperthermia Piglet Head covering does not decrease O2 or increase CO2 but has its primary effect by 
increasing body temperature

42–44

Piglet Piglets have a delayed response to airway obstruction while recovering from fever 46
Piglet Respiratory inhibition in response to chemoreflex was prolonged with elevated body 

  temperature; these changes are probably mediated by the central nervous system 
(CNS)

47, 48

CNS Piglet The reduction of cerebral blood flow caused respiratory suppression in hypercarbic 
 piglets

52

Rabbit Maternal cocaine exposure alters the maturation of centers in the brain important for 
autonomic and respiratory function

58–60

Autonomic tone Piglet Imbalance in autonomic tone favoring parasympathetic tone could cause a problem in 
the developing piglet

55–57

Nicotine Piglet Nicotine and infection interfere with autoresuscitation from chemoreflex or hypoxia 53, 54
Rat Prenatal nicotine exposure decreases autoresuscitation in response to apnea; this 

appears to be related to the affect on autonomic nervous system development
72–79

Toxins and infection Rabbit Intravenous administration of different bacterial toxins increased catecholamine 
levels, and induced bradycardia, hypotension, and apnea in neonatal rabbits

62, 65

Rat Combinations of bacterial isolates were lethal to rat pups 66, 83, 84
Development Rat There is a transitory period of imbalance in brainstem respiratory control in the 12-

day-old rat
86–88

Rat Lethal response to influenza A and endotoxin challenge in the 12-day-old rat pup 83, 84



CHAPTER 60  /  ANIMAL MODELS OF SUDDEN INFANT DEATH SYNDROME 585

and endotoxin has been shown to interfere with autoresuscitation 
and produce prolonged apnea in experimental piglets exposed to 
a subglottic acidified saline solution.53 Nicotine and interleukin 
(IL)-1β had synergistic effects, decreasing the animal’s ability to 
respond to apnea.53 This response was also stimulated by intermit-
tent hypoxia down to 6% O2, then reoxygenation. Nicotine and 
infl ammatory mediators appear to act as cofactors in hypoxic–
ischemic neurological injury.54 Froen and colleagues did not 
examine the synergy between endotoxin and nicotine; however, 
their work suggests a relationship between either nicotine or an 
infl ammatory response to infection and lethal apnea.53

SIDS infants may succumb to a fatal cardiac arrhythmia that 
is not detectable on autopsy, and researchers have used the piglet 
to examine the development of cardiac sympathetic innervation 
and evaluate arrhythmia.55 These studies have established that an 
imbalance in the maturation of autonomic function favoring a 
parasympathetic response could pose a problem to the developing 
piglet.56 They have also shown that the piglet can be used to 
evaluate prolonged QT syndrome in swine.55,57 This syndrome can 
cause lethal arrhythmias in all age groups and may possibly be a 
mechanism of SIDS.

RABBIT The rabbit allows researchers to do larger scale 
manipulations than are possible in rodents. In SIDS research, 
rabbits have been used primarily to examine the effects of respira-
tory insults, infectious agents, and gastric refl ux.

In an early study, a series of experiments examined the effect 
of maternal cocaine use in pregnancy on respiratory response in 
neonatal rabbits.58,59 The researchers exposed rabbit pups to dif-
ferent levels of FiO2 and found that prenatal cocaine changed the 
maturational response of respiratory control.60 This supported the 
basic hypothesis that cocaine use alters the maturation of centers 
in the brain important for autonomic and respiratory function.

Gastrointestinal pathogens are known to be a leading cause 
of morbidity and mortality in children under the age of 5 years.61

Siarakas and colleagues examined the effects of intravenous 
administration of six common bacterial toxins on the cardiorespi-
ratory system in 1–3  kg rabbits. They observed bradycardia, 
hypotension, and apnea with sudden death and concluded that 
under the right conditions, bacteria could produce toxins that 
cause inflammatory responses similar to those associated with 
endotoxin-induced shock.62

The rabbit has also been used to evaluate the response to acid 
refl ux by instilling an acid solution in the larynx of neonatal 
rabbits, inducing obstructive, central, and mixed apnea.63 Simi-
larities between the gastrointestinal tract of the young rabbit and 
the human infant provide a good model for evaluating potential 
effects of toxigenic bacteria.64 A study using this model measured 
catecholamine responses to intravenous and intraluminary expo-
sure in the gastrointestinal tract to bacterial toxins. With increas-
ing intravenous doses, the study found a dose-related increase in 
catecholamine levels and sudden death. However, intraluminal 
doses did not increase sudden death. It appears that a healthy gut 
provides a good protective barrier.65

RAT The rat is a wonderful research animal because it is 
large enough to allow manipulation using standard equipment and 
it has the added advantage of large litters and fast turnover of 
progeny. A drawback to rat research is that there are fewer anti-
bodies available for immune studies, and knockout strains are 
much less developed than with mice. In spite of this, the rat has 
often been used in SIDS research. Rat models have been devel-

oped to examine both infectious and respiratory insults, and 
current work is focusing on neurological changes in the brain 
following prenatal nicotine exposure.

Building on a body of work showing that infectious insults 
could cause unexplained death, Lee and colleagues showed that 
following subcutaneous injection of nasopharyngeal bacterial iso-
lates cultured from human SIDS infants, 21-day-old weanling rats 
died rapidly without terminal signs of illness and with minimal 
infl ammatory changes in lungs, liver, and heart.66 When pathogen 
samples were paired (Escherichia coli and Staphylococcus aureus)
mortality occurred much more abruptly, demonstrating the 
synergy between pathogens.

The identification of Helicobacter pylori DNA in postmortem 
tissues of SIDS infants led to the use of a rat model to examine 
fatal apnea as a response to gastroesophageal reflux in infants.67,68

There is little evidence that H. pylori is the primary cause of SIDS; 
however, this model is consistent with the infectious challenge 
theories of SIDS.69,70

Maternal smoking is an independent risk factor for SIDS.71

Passive exposure to environmental tobacco smoke increases 
risk,5,6 but the risk of SIDS doubles with maternal smoking and 
is three to four times higher if the mother smokes more than 10 
cigarettes per day.7 Nicotine is currently considered a neuroterato-
gen and thus it is possible that maternal smoking during preg-
nancy is more harmful than postnatal exposure to environmental 
tobacco smoke.5,72

Prenatal exposure to nicotine has been shown to cause a 
decreased response to apnea and respiratory insult; in addition, it 
is believed that nicotine affects the development of autonomic 
responsiveness and delays maturity in the newborn, increasing the 
risk of SIDS.73 The rat offers an excellent model in which to 
evaluate the effects of nicotine on development of the respiratory 
and central nervous systems.

Perinatal nicotine has been shown to impair respiratory function 
and response to hypoxia in neonatal rats during the first week of 
life.73–75 More recently, investigators have used the rat model to 
evaluate changes in autonomic function as a result of perinatal 
nicotine exposure, as well as its effects on the heart,76 brain,77 and 
respiration.78,79 The changes appear to last well into adulthood.15,80

A DEVELOPMENTAL MODEL OF SUDDEN 
UNEXPLAINED DEATH

The studies reviewed above did not always address the consis-
tent observation that the peak incidence of SIDS occurs between 
2 and 4 months in all countries for which accurate data are avail-
able.1 The factors underlying the increased susceptibility of this 
particular age range need to be examined. Developmental 
responses to infectious challenges may be crucial in this regard.

Animal models have been important for developing and testing 
ideas about the physiological events leading to SIDS; however, it 
is difficult to show a direct connection to human immune develop-
ment. We think that rat immune development may provide a 
useful model for human infants. The rapid development of the 
immune and neurological systems in the rat makes each day a 
signifi cant time point for comparison to human infants.

There may be changes in the development of immune responses 
that turn a minor illness into a lethal event.81 We have addressed 
this issue by assessing an age-dependent model of susceptibility 
in rats to a nonlethal strain of influenza A virus and a sublethal 
dose of endotoxin.
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Initial experiments were done on postnatal day (PND) 10 to 
ascertain mortality, timing between doses, and dose response. 
Pups were treated with 25  µl of a rat-adapted influenza virus 
(RAIV) given intranasally.82 One to 5 days post-RAIV treatment, 
fi ve pups per day, per dose, were given an intraperitoneal dose of 
endotoxin (2  mg/kg, 0.5  mg/kg, 0.2  mg/kg, or 0.05  mg/kg). A 
second control group of RAIV-naive pups were given the same 
dose of endotoxin at each time point. RAIV controls received 
virus only on PND 10. Pups were examined every 4  h postendo-
toxin for morbidity and mortality.83

The animals died quietly without significant symptoms 8–10  h 
postendotoxin. This model produced 20% mortality on PND 10, 
70–80% mortality on PND 12, but no mortality after PND 14.83,84

This narrow window of susceptibility on PND 12 is similar to the 
narrow window of susceptibility to SIDS in human infants between 
2 and 4 months of age.

Additional studies were conducted to establish the critical age 
at which the dual challenge resulted in unexplained death. Pups 
were treated intranasally with RAIV on day 8, 10, or 14 of 
life and then given endotoxin (0.5  mg/kg, 0.2  mg/kg, 0.1  mg/kg, 
or 0.05  mg/kg) intraperitoneally 2 days later. RAIV-naive pups 
were given endotoxin in the same doses and time interval as the 
fi rst group. Additional controls were treated with RAIV only 
on PND 8, 10, or 14. Pups were examined every 4  h for morbidity 
and mortality, and deceased animals were removed for 
necropsy.83

Adult (8-week-old) rats were similarly challenged with the 
established adult dose of 100  µl of RAIV intranasally and endo-
toxin (2  mg/kg, 0.5  mg/kg, 0.2  mg/kg, 0.1  mg/kg) intraperitone-
ally 2 days post-RAIV treatment.85 There was no morbidity or 
mortality in the adult animals.83

Interestingly, Liu and Wong-Riley showed developmental 
changes in the respiratory center in the brainstem of rats in the 
susceptible period.86–88 On PND 12 rat pups had an abrupt switch 
in the expression of GABAA receptor subunits in the pre-
Botzinger complex in the rat brain, the key area for respiratory 
control in the brainstem. The transitory period of imbalance 
between inhibitory and excitatory drives may leave the respiratory 
system vulnerable to respiratory insults, including an immune 
response to a significant infectious stimulus.86–88

These experiments have helped us to establish a model of 
sudden unexplained death in neonatal rats. Influenza administra-
tion on PND 10 followed by an endotoxin challenge of 0.2  mg/kg 
on PND 12 caused the highest mortality and the lowest morbidity 
in these animals. The model was used in all subsequent experi-
ments, described below.

MATERIALS AND METHODS
ANIMALS Fischer-344 rat dams were obtained from Charles 

River Laboratories (Raleigh, NC).
Procedure
1. Animal cages were placed in Illinois isolation cubicles for 

all of the studies.
2. Dams were housed in individual flat bottom plastic cages 

at 72ºF ± 2, humidity 50% ± 10, in with 12-h light–dark 
cycles.

3. All animals received food and water ad libitum.
4. Within 48  h of birth, rat pups were randomly cross-

fostered and litters standardized to eight pups per dam.

5. A vigorous sentinel animal program was in place to evalu-
ate viral spread. However, it has been shown that there is 
no between-cage contamination and little within-cage 
cross-infection using RAIV.89

6. In developmental studies each litter is considered a single 
group (n = 1); therefore for the experiments, only one pup 
was removed from each cage for each treatment group.

INFLUENZA We developed our model based on work done 
by Burleson, who showed that an influenza strain could be adapted 
to induce an immune response in rats without causing signs 
of illness.89 RAIV was developed from Influenza A/Port-
Chalmers/1/73 (H3N2) virus. It had been initially purchased from 
American Type Culture Collection and adapted by 10 successive 
passages in allantoic fluid of chicken eggs.89,90 A detailed descrip-
tion of this model and methods can be found in Methods in 
Immunotoxicology.89

For our studies, the virus was a gift from Gary Burleson (Bur-
leson Research Technologies, Raleigh, NC). The virus was pas-
saged in adult male F-344 rats using isoflurane anesthesia, as 
described by Burleson.89 One day after infection the lung tissues 
were removed and homogenized in Eagle’s minimal essential 
medium (EMEM) solution diluted to a 10% weight/volume sus-
pension. The virus was washed and frozen in 0.5-ml aliquots at 
−70ºC.89 Viral content was analyzed using the Madin–Darby 
canine kidney plaque assay.89 Prior to use, the virus was deemed 
clear of mycoplasma, bacterial, viral, and fungal contaminants.

Procedure
1. On PND 10, stock virus was mixed with phosphate-

buffered saline (PBS) in a 1:100 dilution and held on ice 
until used. The viral content of the 1:100 diluted solution 
was 1.9 × 104 plaque-forming units (PFU)/ml.

2. Pups were removed from the dam and given 25  µl of 
RAIV intranasally using a pipetteman. The viral solution 
was dripped on the nare and inspired by the pup.

3. Pups were allowed to recover before they were placed 
back with the dam.

4. All pups in five cages were RAIV treated and those in 
another five cages were treated with PBS. This was done 
to ensure five subjects in each treatment group.

ENDOTOXIN E. coli endotoxin 0127:B8 was obtained from 
Sigma (St Louis, MO).

Procedure
1. On PND 12, endotoxin was diluted with PBS to a concen-

tration of 0.02  mg/ml.
2. Individual pups were weighed, and the average weight for 

these studies was 20 ± 2  g.
3. Endotoxin dilution was given in a single intraperitoneal 

dose of 0.2  ml.
4. At 2, 4, 6, or 8  h postendotoxin administration, five pups 

were removed from five dams in each treatment group and 
sedated using a 2:10 dilution of Nembutal 50  mg/ml mixed 
in PBS (0.2  ml intraperitoneally = 0.01  ml/g).

5. Dams were kept in cages with the pups until the end of 
the experiment for pup warmth and feeding.

COLLECTION OF SERUM FROM A 
CARDIAC PUNCTURE

Procedure
1. After establishing that the animal was adequately sedated, 

a 25-gauge needle and syringe were used to collect blood 
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from the heart. Prior to starting, the plunger of the syringe 
was pulled to the 0.05  ml position.

2. Placing the needle at the zyphoid process, the needle was 
inserted, then angled at 15–20º and advanced slowly 
toward the left axillae until blood appeared in the 
syringe.

3. Blood was slowly removed and placed in a serum separa-
tor collection tube.

4. The tubes were spun according to the package 
directions.

5. The serum was collected, placed in a cryotube, and frozen 
at −70ºC.

HARVESTING OF ORGANS FROM EACH PUP
Procedure

1. The spleen was removed and placed in RPMI to be pro-
cessed for cell phenotyping.

2. One kidney with adrenal gland, one lobe of lung, one lobe 
of liver, one half thymus, one half heart, and a small piece 
of spleen were placed in cassettes for histology.

3. The other half of each organ was placed in a cryotube, 
fl ash frozen in liquid nitrogen, then stored at −70ºC to be 
used for reverse transcriptase polymerase chain reaction 
(RT-PCR) assay.

4. All remaining animal tissues were placed in biohazard 
bags and treated as infectious waste.

CHARACTERISTICS OF THE MODEL
Characteristic findings reflected increased inflammation and 

the release of nitric oxide, stimulated by the dual infectious chal-
lenge. At each time point following endotoxin, the RAIV-treated 
animals were more severely affected than the RAIV-untreated 
animals. At 6  h postendotoxin, the pups were mildly cyanotic and 
cool, and adequate cardiac blood samples were difficult to obtain. 
These animals have been shown to be hypotensive and brady-
cardic using a tail cuff measuring device (Hatteras Instruments, 
Inc., Raleigh, NC). Following cardiac puncture at 6  h, RAIV-
treated pups continued to bleed without clotting, suggesting 
disorder of the clotting mechanisms, often seen with severe 
infection.

Gross examination revealed petechiae in the lungs, subendo-
cardial hemorrhage, lymphoid cell necrosis of the thymic cortex, 
and pale kidneys in endotoxin-treated RAIV-treated animals. All 
pups still had milk in their stomachs, suggesting a rapid progres-
sion to death. The RAIV-treated animals died between 8 and 10  h 
postendotoxin. No other animals died.

HISTOLOGY Tissues (liver, spleen, thymus, heart, lung, 
kidney) were processed, embedded in paraffin, sectioned at 5–
6 µm, and stained with hematoxylin and eosin (H&E) for micro-
scopic examination, as described by Blood-Siegfried.83,91 All 
RAIV-treated animals at 6 and 8  h postendotoxin injection had 
signs of inflammation and oxidative stress. The infl ammatory 
component was minor compared to the prominent necrotic process. 
In addition, there were signs of altered clotting processes.83

CELL PHENOTYPING (FLUORESCENCE-ACTIVATED CELL 
SORTER) Cells were double stained for surface antigen ex-
pression, as described in Blood-Siegfried.83,92 The macrophage 
cell population started migrating out of the spleen by 2  h after 
endotoxin administration in the RAIV-treated animals. This 
occurred in RAIV-untreated animals between 2 and 4  h posten-

dotoxin administration. A similar change also occurred in T-
lymphocyte populations, both CD4 and CD8. Migration out of the 
spleen started at 2  h postendotoxin administration in the RAIV-
treated animals, which responded 2  h before the RAIV-untreated 
animals.83

BRONCHEOALVEOLAR LAVAGE FLUID Alveolar cells 
and fluid were harvested by lavaging the lungs of five animals per 
group in situ at least five times with 2  ml of ice-cold Ca2+, Mg2+-
free PBS as described in Blood-Siegfried.83,85 Cell populations 
identifi ed on Wright stain from broncheoalveolar fluid (BALF) 
showed a predominance of alveolar macrophages with little fluc-
tuation in cell numbers across time or between groups. RAIV 
treatment did not appear to increase inflammatory changes in the 
lungs of these animals.83

ENZYME-LINKED IMMUNOASSAY Commercial rat cyto-
kine enzyme-linked immunosorbent assay (ELISA) kits (Bio-
source, Camarillo, CA) were used to measure tumor necrosis 
factor (TNF)-α, interferon (IFN)-γ, and interleukin (IL)-12 in 
serum, BALF samples, and liver homogenates.83,84 The only cyto-
kine showing a statistically significance change was IFN-γ with 
RAIV-untreated pups demonstrating a 2-fold greater increase at 
6  h than RAIV-treated animals. There was no significant differ-
ence in TNF- α, IL-12, and IFN-γ in BALF or liver tissue cyto-
kines across time or between groups; however, there was an 
increase in inflammatory cytokines in all endotoxin-exposed 
animals.83,84

REVERSE TRANSCRIPTASE POLYMERASE CHAIN REAC-
TION ASSAYS Total RNA was isolated from flash frozen liver 
and lung samples according to the methods described by the 
manufacturer for the RNeasy kit (Quiagen, Valencia, CA).84

Endotoxin administration stimulated a brisk upregulation of 
infl ammatory cytokine mRNA in RAIV-treated animals and this 
occurred several hours earlier than in the animals not exposed to 
RAIV. The same pattern occurred with nitric oxide synthase 
mRNA. RAIV treatment thus appears to prime the immune system 
in these animals to respond very quickly to the endotoxin 
challenge.84

IMMUNOHISTOCHEMISTRY Tissues were fixed in 10% 
neutral buffered formalin, processed routinely, and embedded in 
paraffi n. Serial sections (6  µm) of liver were stained for NF-κB,
COX-2, or inducible nitric acid synthase (iNOS).84,93 The same 
pattern of rapid response of iNOS was verified by immunohisto-
chemical staining at 6  h postendotoxin; higher levels of iNOS 
staining were found in liver samples in animals not treated with 
RAIV, substantiating the PCR findings. No differences in immu-
nostaining for NF-κB or COX-2 were noted between liver sec-
tions from RAIV-treated or untreated animals at any time points 
examined.84

CONCLUSIONS
Animal models provide a useful tool for evaluating potential 

mechanisms of sudden unexplained death in infants. Indeed, 
examination of specific pathology may be possible only in an 
animal model. Comparisons between species may be difficult, but 
some characteristics of SIDS can be evaluated in these systems.

In our model, RAIV treatment appears to prime the immune 
response in 12-day-old rat pups, and the response is specific to 
this age group. Our model thus offers a unique way to evaluate 
the role of immune development and its relationship to potential 
pathogens in the etiology of SIDS.



588 SECTION VI  /  MODELS OF OTHER HUMAN DISEASES

REFERENCES

1. Blackwell CC, Weir DM. The role of infection in sudden infant death 
syndrome. FEMS Immunol Med Microbiol 1999;25:1–6.

2. Willinger M, James LS, Catz C. Defining the sudden infant death 
syndrome (SIDS): Deliberations of an expert panel convened by the 
National Institute of Child Health and Human Development. Pediatr
Pathol 1991;11:677–684.

3. Rognum TO. Definition and pathologic features. In: Byard RW, 
Krouse HF, Eds. Sudden Infant Death Syndrome: Problems, Prog-
ress and Possibilities. London: Hodder Arnold, 2001:4–30.

4. American Academy of Pediatrics. The changing concept of sudden 
infant death syndrome: Diagnostic coding shifts, controversies 
regarding the sleeping environment, and new variables to consider in 
reducing risk. Pediatrics 2005;116:1245–1255.

5. Alm B, Milerad J, Wennergren G, et al. A case-control study of 
smoking and sudden infant death syndrome in the Scandinavian 
countries, 1992 to 1995. The Nordic Epidemiological SIDS Study. 
Arch Dis Child 1998;78:329–334.

6. Klonoff-Cohen HS, Edelstein SL, Lefkowitz ES, et al. The effect of 
passive smoking and tobacco exposure through breast milk on sudden 
infant death syndrome. JAMA 1995;273:795–798.

7. MacDorman MF, Cnattingius S, Hoffman HJ, Kramer MS, Haglund 
B. Sudden infant death syndrome and smoking in the United States 
and Sweden. Am J Epidemiol 1997;146:249–257.

8. Duke SG, Postma GN, McGuirt WF, Ririe D, Averill DB, Koufman 
JA. Laryngospasm and diaphragmatic arrest in immature dogs after 
laryngeal acid exposure: A possible model for sudden infant death 
syndrome. Ann Otol Rhinol Laryngol 2001;110:729–733.

9. Gershan WM, Becker CG, Forster HV, Besch NS, Lowry TF. Apnea 
and bradycardia due to anaphylaxis to tobacco glycoprotein in the 
infant rabbit. Environ Res 2004;94:152–159.

10. Huang YH, Brown AR, Costy-Bennett S, Luo ZL, Fregosi RF. Infl u-
ence of prenatal nicotine exposure on postnatal development of 
breathing pattern. Respir Physiol Neurobiol 2004;143:1–8.

11. Kahraman L, Thach BT. Inhibitory effects of hyperthermia on mech-
anisms involved in autoresuscitation from hypoxic apnea in mice: A 
model for thermal stress causing SIDS. J Appl Physiol 2004;97:
669–674.

12. Kinney HC, Filiano JJ, Harper RM. The neuropathology of the 
sudden infant death syndrome. A review. J Neuropathol Exp Neurol
1992;51:115–126.

13. Harper RM, Kinney HC, Fleming PJ, Thach BT. Sleep influences on 
homeostatic functions: Implications for sudden infant death syn-
drome. Respir Physiol 2000;119:123–132.

14. Abdel-Rahman A, Dechkovskaia A, Mehta-Simmons H, Guan X, 
Khan W, Abou-Donia M. Increased expression of glial fi brillary 
acidic protein in cerebellum and hippocampus: Differential effects 
on neonatal brain regional acetylcholinesterase following maternal 
exposure to combined chlorpyrifos and nicotine. J Toxicol Environ 
Health 2003;66:2047–2066.

15. Abdel-Rahman A, Dechkovskaia AM, Mehta-Simmons H, et al.
Maternal exposure to nicotine and chlorpyrifos, alone and in combi-
nation, leads to persistently elevated expression of glial fi brillary 
acidic protein in the cerebellum of the offspring in late puberty. Arch
Toxicol 2004;78:467–476.

16. Abdel-Rahman A, Dechkovskaia AM, Sutton JM, et al. Maternal 
exposure of rats to nicotine via infusion during gestation produces 
neurobehavioral deficits and elevated expression of glial fi brillary 
acidic protein in the cerebellum and CA1 subfield in the offspring at 
puberty. Toxicology 2005;209:245–261.

17. Huang ZG, Wang X, Evans C, Gold A, Bouairi E, Mendelowitz D. 
Prenatal nicotine exposure alters the types of nicotinic receptors that 
facilitate excitatory inputs to cardiac vagal neurons. J Neurophysiol
2004;92:2548–2554.

18. Lichtensteiger W, Ribary U, Schlumpf M, Odermatt B, Widmer HR. 
Prenatal adverse-effects of nicotine on the developing brain. Prog
Brain Res 1988;73:137–157.

19. Blackwell CC, Moscovis SM, Gordon AE, et al. Cytokine res-
ponses and sudden infant death syndrome: Genetic, developmental, 

and environmental risk factors. J Leukoc Biol 2005;78:1242–
1254.

20. Harper RM. Autonomic control during sleep and risk for sudden 
death in infancy. Arch Ital Biol 2001;139:185–194.

21. Berry PJ. Pathological findings in SIDS. J Clin Pathol 1992;45:
11–16.

22. Krous HF. Sudden infant death syndrome: Pathology and pathophysi-
ology. Pathol Annu 1984;19:1–14.

23. Harrison M, Curran C, Gillan JE. Mast-cell degranulation suggests 
nonimmune anaphylaxis as a cause of deaths in SIDS—an electron-
microscopy study. Lab Invest 1992;66:P5.

24. Holgate ST, Walters C, Walls AF, et al. The anaphylaxis hypothesis 
of sudden infant death syndrome (SIDS): Mast cell degranulation in 
cot death revealed by elevated concentrations of tryptase in serum. 
Clin Exp Allergy 1994;24:1115–1122.

25. Rambaud C, Guibert M, Briand E, Grangeot-Keros L, Coulomb-
L’Hermin A, Dehan M. Microbiology in sudden infant death syn-
drome (SIDS) and other childhood deaths. FEMS Immunol Med 
Microbiol 1999;25:59–66.

26. Toth LA, Chaudhary MA. Developmental alterations in auditory 
arousal from sleep in healthy and virus-infected cats. Sleep 1998;21:
143–152.

27. Harper RM, Woo MA, Alger JR. Visualization of sleep infl uences 
on cerebellar and brainstem cardiac and respiratory control mecha-
nisms. Brain Res Bull 2000;53:125–131.

28. Sayers NM, Drucker DB, Morris JA, Telford DR. Lethal synergy 
between toxins of staphylococci and enterobacteria: Implications 
for sudden infant death syndrome. J Clin Pathol 1995;48:929–
932.

29. Sayers NM, Drucker DB, Morris JA, Telford DR. Significance of 
endotoxin in lethal synergy between bacteria associated with sudden 
infant death syndrome: Follow up study. J Clin Pathol 1996;49:
365–368.

30. Drucker DB, Aluyi HA, Morris JA, Telford DR, Oppenheim BA, 
Crawley BA. Possibility of separating toxins from bacteria associated 
with sudden infant death syndrome using anion exchange chroma-
tography. J Clin Pathol 1992;45:802–805.

31. Drucker DB, Aluyi HS, Morris JA, Telford DR, Gibbs A. Lethal 
synergistic action of toxins of bacteria isolated from sudden infant 
death syndrome. J Clin Pathol 1992;45:799–801.

32. Jakeman KJ, Rushton DI, Smith H, Sweet C. Exacerbation of 
bacterial toxicity to infant ferrets by influenza virus: Possible 
role in sudden infant death syndrome. J Infect Dis 1991;163:35–
40.

33. Lundemose JB, Smith H, Sweet C. Cytokine release from human 
peripheral blood leucocytes incubated with endotoxin with and 
without prior infection with influenza virus: Relevance to the sudden 
infant death syndrome. Int J Exp Pathol 1993;74:291–297.

34. Bonham AC, Chen CY, Mutoh T, Joad JP. Lung C-fiber CNS refl ex: 
Role in the respiratory consequences of extended environmental 
tobacco smoke exposure in young guinea pigs. Environ Health 
Perspect 2001;109:573–578.

35. Nakamura A, Fukuda Y, Kuwaki T. Sleep apnea in mice. FASEB J
2003;17:A1212.

36. Nakamura A, Fukuda Y, Kuwaki T. Sleep apnea and effect of che-
mostimulation on breathing instability in mice. J Appl Physiol
2003;94:525–532.

37. Nakamura A, Fukuda Y, Kuwaki T. Mouse as an animal model of 
sleep apnea. Sleep 2003;26:A232–A233.

38. Hendrickx AG, Tarantal AF. Infant-mortality—the role of the macaque 
as a model for human disease. Am J Primatol 1994;34:35–40.

39. Emery MJ, Hlastala MP, Matsumoto AM. Depression of hypercapnic 
ventilatory drive by testosterone in the sleeping infant primate. J Appl 
Physiol 1994;76:1786–1793.

40. Post EJ, Wood AK, Page M, Jeffery HE. A method for simultaneous 
physiological and radiographic recordings from sleeping neonatal 
piglets. Sleep 1995;18:309–316.

41. Lavoue S, Dagorne M, Morvan H, Madec F, Durigon M. Is the piglet 
a useful animal-model of sudden-infant-death-syndrome. Biol
Neonate 1994;65:310–316.



CHAPTER 60  /  ANIMAL MODELS OF SUDDEN INFANT DEATH SYNDROME 589

42. Galland BC, Peebles CM, Bolton DPG, Taylor BJ. Sleep state orga-
nization in the developing piglet during exposure to different thermal 
stimuli. Sleep 1993;16:610–619.

43. Galland BC, Peebles CM, Bolton DPG, Taylor BJ. Oxygen-
consumption in the newborn piglet during combined cold face hot 
body exposure. J Paediatr Child Health 1992;28:S33–S35.

44. Galland BC, Peebles CM, Bolton DPG, Taylor BJ. The microenvi-
ronment of the sleeping newborn piglet covered by bedclothes—
gas-exchange and temperature. J Paediatr Child Health 1994;30:
144–150.

45. Elder DE, Bolton DP, Dempster AG, Taylor BJ, Broadbent RS. 
Pathophysiology of overheating in a piglet model: Findings com-
pared with sudden infant death syndrome. J Paediatr Child Health
1996;32:113–119.

46. Voss LJ, Bolton DPG, Galland BC, Taylor BJ. Effects of prior 
hypoxia exposure, endotoxin and sleep state on arousal ability to 
airway obstruction in piglets: Implications for sudden infant death 
syndrome. Biol Neonate 2005;88:145–155.

47. Curran AK, Xia L, Leiter JC, Bartlett D. Elevated body temperature 
enhances the laryngeal chemoreflex in decerebrate piglets. J Appl 
Physiol 2005;98:780–786.

48. Xia L, Leiter JC, Bartlett D. Laryngeal water receptors are insensitive 
to body temperature in neonatal piglets. Respir Physiol Neurobiol
2006;150:82–86.

49. Jeffery HE, Page M, Post EJ, Wood AKW. Physiological-studies of 
gastroesophageal reflux and airway protective responses in the young 
animal and human infant. Clin Exp Pharmacol Physiol 1995;22:
544–549.

50. McKelvey GM, Post EJ, Wood AK, Jeffery HE. Airway protection 
following simulated gastro-oesophageal reflux in sedated and sleep-
ing neonatal piglets during active sleep. Clin Exp Pharmacol Physiol
2001;28:533–539.

51. Richardson MA, Adams J. Fatal apnea in piglets by way of laryngeal 
chemorefl ex: Postmortem findings as anatomic correlates of sudden 
infant death syndrome in the human infant. Laryngoscope 2005;115:
1163–1169.

52. Togari H, Kato I, Yamaguchi N. Reduction of cerebral blood fl ow 
produces respiratory arrest in hypercarbic newborn piglets: A possi-
ble pathogenesis of sudden infant death syndrome. Dev Brain Dys-
funct 1996;9:253–257.

53. Froen TF, Aker H, Stray-Pedersen B, Saugstad OD. Adverse effects 
of nicotine and interleukin-1 beta on autoresuscitation after apnea in 
piglets: Implications for sudden infant death syndrome. Pediatrics
2000;105:E52.

54. Froen JF, Amerio G, Stray-Pedersen B, Saugstad OD. Detrimental 
effects of nicotine and endotoxin in the newborn piglet brain during 
severe hypoxemia. Biol Neonate 2002;82:188–196.

55. Tong SW, Ingenito S, Frasier ID, Sica AL, Gootman N, Gootman 
PM. Effects of cardiac autonomic imbalance on postnatal changes in 
the electrocardiographic Q-T interval in conscious swine. J Auton 
Nerv Syst 1997;64:162–165.

56. Tong SW, Frasier ID, Ingenito S, Sica AL, Gootman N, Gootman 
PM. Age-related effects of cardiac sympathetic denervation on the 
responses to cardiopulmonary receptor stimulation in piglets. Pediatr
Res 1997;41:72–77.

57. Tong SW, Ingenito S, Anderson JE, Gootman N, Sica AL, Gootman 
PM. Development of a swine animal-model for the study of sudden-
infant-death-syndrome. Lab Anim Sci 1995;45:398–403.

58. Gingras JL, Weesemayer D. Maternal cocaine addiction. 2. An 
animal-model for the study of brain-stem mechanisms operative 
in sudden-infant-death-syndrome. Med Hypotheses 1990;33:
231–234.

59. Weesemayer DE, Klemkawalden LM, Gingras JL, Brouillette RT. 
Effects of in utero cocaine exposure on postnatal respiration in the 
newborn rabbit. Pediatr Res 1989;25:A331.

60. Weesemayer DE, Klemkawalden LM, Barkov GA, Gingras JL. 
Effects of prenatal cocaine on the ventilatory response to hypoxia in 
newborn rabbits. Dev Pharmacol Ther 1992;18:116–124.

61. Pickering LK, Snyder JD, Behrman RE, Kliegman RM, Jenson HB. 
Gastroenteritis. In: Behrman RE, Kliegman RM, Jenson HB, Eds. 

Nelson Textbook of Pediatrics, 16th ed. Philadelphia, PA: W.B. 
Saunders, 2000:765–768.

62. Siarakas S, Damas E, Murrell WG. Is cardiorespiratory failure 
induced by bacterial toxins the cause of sudden infant death syn-
drome? Studies with an animal model (the rabbit). Toxicon 1995;
33:635–649.

63. Wetmore RF. Effects of acid on the larynx of the maturing rabbit and 
their possible significance to the sudden-infant-death-syndrome. 
Laryngoscope 1993;103:1242–1254.

64. Kulangara AC, Schechtman AM. Passage of heterologous serum 
proteins from mother to foetal compartments in the rabbit. Am J 
Physiol 1962;203:1071–1080.

65. Siarakas S, Damas E, Murrell WG. The effect of enteric bacterial 
toxins on the catecholamine levels of the rabbit. Pathology
1997;29:278–285.

66. Lee S, Barson AJ, Drucker DB, Morris JA, Telford DR. Lethal chal-
lenge of gnotobiotic weanling rats with bacterial isolates from cases 
of sudden infant death syndrome (SIDS). J Clin Pathol 1987;40:
1393–1396.

67. Orienstein DM. Aspiration pneumonias and gastroesophageal refl ux-
related respiratory disease. In: Behrman RE, Kliegman RM, Jenson 
HB, Eds. Nelson Textbook of Pediatrics, 16th ed. Philadelphia, PA: 
W.B. Saunders, 2000:1288–1291.

68. Pattison CP, Marshall BJ, Scott LW, Herndon B, Willsie SK. Pro-
posed link between Helicobacter pylori (HP) and sudden infant death 
syndrome (SIDS): Possible pathogenic mechanisms in an animal 
model. I. Effects of intratracheal urease. Gastroenterology 1998;114:
A900.

69. Elitsur Y. Helicobacter pylori and SIDS: The jury is in at last! Am J 
Gastroenterol 2002;97:1576–1577.

70. Ho GY, Windsor HM, Snowball B, Marshall BJ. Helicobacter pylori 
is not the cause of sudden infant death syndrome (SIDS). Am J 
Gastroenterol 2001;96:3288–3294.

71. Blair PS, Fleming PJ, Bensley D, et al. Smoking and the sudden 
infant death syndrome: Results from 1993–1995 case-control study 
for confidential inquiry into stillbirths and deaths in infancy. Confi -
dential enquiry into stillbirths and deaths regional coordinators and 
researchers. BMJ 1996;313:195–198.

72. Slotkin TA. Fetal nicotine or cocaine exposure: Which one is worse? 
J Pharmacol Exp Ther 1998;285:931–945.

73. Fewell JE, Smith FG, Ng VKY. Prenatal exposure to nicotine impairs 
protective responses of rat pups to hypoxia in an age-dependent 
manner. Respir Physiol 2001;127:61–73.

74. Slotkin TA, Saleh JL, McCook EC, Seidler FJ. Impaired 
cardiac function during postnatal hypoxia in rats exposed to nicotine 
prenatally: Implications for perinatal morbidity and mortality, 
and for sudden infant death syndrome. Teratology 1997;55:177–
184.

75. St John WM, Leiter JC. Maternal nicotine depresses eupneic ventila-
tion of neonatal rats. Neurosci Lett 1999;267:206–208.

76. Evans C, Wang J, Neff R, Mendelowitz D. Hypoxia recruits a 
respiratory-related excitatory pathway to brainstem premotor cardiac 
vagal neurons in animals exposed to prenatal nicotine. Neuroscience
2005;133:1073–1079.

77. Neff RA, Simmens SJ, Evans C, Mendelowitz D. Prenatal nicotine 
exposure alters central cardiorespiratory responses to hypoxia in rats: 
Implications for sudden infant death syndrome. J Neurosci 2004;
24:9261–9268.

78. Huang ZG, Griffioen KJS, Wang X, et al. Differential control of 
central cardiorespiratory interactions by hypercapnia and the effect 
of prenatal nicotine. J Neurosci 2006;26:21–29.

79. Huang ZG, Wang X, Dergacheva O, Mendelowitz D. Prenatal nico-
tine exposure recruits an excitatory pathway to brainstem parasym-
pathetic cardioinhibitory neurons during hypoxia/hypercapnia in the 
rat: Implications for sudden infant death syndrome. Pediatr Res
2005;58:562–567.

80. Abreu-Villaca Y, Seidler FJ, Slotkin TA. Does prenatal 
nicotine exposure sensitize the brain to nicotine-induced neurotoxic-
ity in adolescence? Neuropsychopharmacology 2004;29:1440–
1450.



590 SECTION VI  /  MODELS OF OTHER HUMAN DISEASES

81. Gleeson M, Cripps AW. Development of mucosal immunity in the 
fi rst year of life and relationship to sudden infant death syndrome. 
FEMS Immunol Med Microbiol 2004;42:21–33.

82. Dye JA, Morgan KT, Neldon DL, Tepper JS, Burleson GR, Costa 
DL. Characterization of upper respiratory disease in rats following 
neonatal inoculation with a rat-adapted influenza virus. Vet Pathol
1996;33:43–54.

83. Blood-Siegfried, Nyska A, Lieder H, et al. Synergistic effect of 
infl uenza A virus on endotoxin-induced mortality in rat pups: A 
potential model for sudden infant death syndrome. Pediatr Res
2002;52:481–490.

84. Blood-Siegfried, Nyska A, Geisenhoffer K, et al. Alteration in regu-
lation of inflammatory response to influenza A virus and endotoxin 
in suckling rat pups: A potential relationship to sudden infant death 
syndrome. FEMS Immunol Med Microbiol 2004;42:85–93.

85. Ehrlich JP, Burleson GR. Enhanced and prolonged pulmonary infl u-
enza virus infection following phosgene inhalation. J Toxicol Environ 
Health 1991;34:259–273.

86. Liu QL, Wong-Riley MTT. Postnatal developmental expressions of 
neurotransmitters and receptors in various brain stem nuclei of rats. 
J Appl Physiol 2005;98:1442–1457.

87. Liu QL, Wong-Riley MTT. Developmental changes in the expression 
of GABA(A) receptor subunits alpha 1, alpha 2, and alpha 3 in the 
rat pre-Botzinger complex. J Appl Physiol 2004;96:1825–1831.

88. Wong-Riley MTT, Liu QL. Neurochemical development of brain 
stem nuclei involved in the control of respiration. Respir Physiol 
Neurobiol 2005;149:83–98.

89. Burleson G. Influenza virus host resistance model for assessment of 
imunotoxicity, immunostimulation, and antiviral compounds. In: 
Burleson G, Dean JH, Munson AE, Eds. Methods in Immunotoxicol-
ogy, Vol. 2. New York: Wiley-Liss, 1995:181–202.

90. Burleson G. Pulmonary immunocompetence and pulmonary immu-
notoxicology. In: Smialowicz RJ, Holsapple MP, Eds. Experimental
Immunotoxicology. Boca Raton, FL: CRC Press, 1996:119–141.

91. Lomnitski L, Nyska B, Ben-Shaul V, et al. Effects of antioxidants 
apocynin and the natural water-soluble antioxidant from spinach on 
cellular damage induced by lipopolysaccaride in the rat. Toxicol
Pathol 2000;28:580–587.

92. Gehrs BC, Riddle MM, Williams WC, Smialowicz RJ. Alterations 
in the developing immune system of the F344 rat after perinatal 
exposure to 2,3,7,8-tetrachlorodibenzo-p-dioxin: II. Effects on the 
pup and the adult. Toxicology 1997;122:229.

93. Hsu SM, Raine L, Fanger H. Use of avidin-biotin-peroxidase complex 
(ABC) in immunoperoxidase techniques: A comparison between 
ABC and unlabeled antibody (PAP) procedures. J Histochem Cyto-
chem 1981;29:577–580.



591

61 Animal Models of Posttraumatic 
Stress Disorder

HAGIT COHEN, MICHAEL A. MATAR, AND JOSEPH ZOHAR

ABSTRACT
Posttraumatic stress disorder (PTSD) affects about 20–30% of 

exposed individuals. Clinical studies of PTSD generally employ 
stringent criteria for inclusion in study populations, and yet in 
animal studies the data collection and analysis are generally 
expressed as a function of “exposed” versus “nonexposed” popu-
lations, regardless of individual variation in response. There is a 
need for a better parallel between the approach to understanding 
animal behavioral models and the contemporary understanding of 
the clinical conditions. We conceived an approach to understand-
ing the consequences of stress exposure in a manner that would 
enable us to segregate the study animals into groups according to 
the degree of their response to a stressor, i.e., the degree to which 
their behavior is altered or disrupted. The idea was to set apart 
the most clearly affected, i.e., “extreme behavioral response” 
group from the “minimal behavioral response” at the extremes, 
and to establish a middle group of partial responders, groups that 
better reflect behavioral criteria akin to clinical symptoms already 
defi ned. This chapter presents an overview of a series of studies, 
examining the contribution, validity, and practicality of this 
animal model.

Key Words: Posttraumatic stress disorder, Animal model, 
Hypothalamic–pituitary–adrenal axis, Early-life stress, Juvenile 
stress, Corticosterone, Brain-derived neurotrophic factor.

POSTTRAUMATIC STRESS DISORDER
Posttraumatic stress disorder (PTSD) is an incapacitating 

chronic syndrome reflecting a disorder of cognitive, emotional, 
and physiological processing and/or recovery from the initial 
reaction to exposure to a potentially traumatic experience 
(PTE).1

In the first hours to days following the experience the majority 
of individuals exposed to an extreme event will demonstrate, to a 
varying degree, symptoms such as intense fear, helplessness, or 
horror followed by anxiety, depression, agitation, shock, or dis-
sociation, and may have trouble functioning in their usual manner 
for a while.2–7

Retrospective and prospective epidemiological studies indicate 
that most individuals affected by a PTE will adapt within a period 
of 1–4 weeks following exposure,2,6 and only a small proportion 
will develop long-term psychopathology.2,6 In the United States, 

studies report that the rate of lifetime exposure to at least one 
“serious” traumatic event (excluding grief and mourning) is quite 
high; a conservative estimate reported 61% among men and 51% 
among women.8 Other studies have found similar rates.9–14 The 
lifetime prevalence of PTSD in the general population reaches 
about 7% overall,15 suggesting that about 20–30% of individuals 
exposed to severe stressors will develop PTSD.9 This figure varies 
depending on the type of trauma studied, where male rape victims 
suffer very high rates and populations exposed to natural disasters 
signifi cantly less.16 The discrepancy between the proportion of the 
general population exposed to PTE and those who eventually 
fulfi ll criteria for the disorder suggests qualitative differences in 
vulnerability and/or resilience.

After extensive study over the past two decades, PTSD was 
established as a disorder and listed in the Diagnostic and Statistic
Manual (DSM). A diagnosis of PTSD is made if the required 
symptoms are present 1 month or more after exposure to a trig-
gering event: (1) intrusive reexperiencing of the traumatic event 
in the form of nightmares and flashbacks, with an exaggerated 
response to trauma-related reminders/cues; (2) persistent avoid-
ance of stimuli associated with the trauma and emotional numbing; 
and (3) persistent symptoms of exaggerated startle response, 
increased physiological arousal, and sustained preparedness for 
an instant alarm response.1

PTSD has severe effects on widespread areas of the indivi-
dual’s functioning, severely compromising their quality of life 
and affecting their workplace, family, and social life. Moreover, 
PTSD is also often comorbid with other disorders such as depres-
sive and anxiety disorders, drug and alcohol abuse, cognitive and 
memory impairments, and sexual dysfunction.1 The development 
of PTSD is often a gradual process and extends over time through 
a series of stages ranging from relatively contained distress to 
severe disability.17 As the disorder evolves over time, pathological 
changes and debilitating comorbidity may become fixed and irre-
versible. Unlike processes in which exposure to repeated stimuli 
induces a process of learning or conditioning, implying an 
increased efficiency in processing of data to produce the required 
response, the psychopathology underlying PTSD produces a para-
doxical vulnerability to negative sequelae upon subsequent expo-
sure to stress.17

The sequelae of exposure to a traumatizing stressor are subject 
to extensive clinical study. Clinical research often gives rise to 
important questions or hypotheses as to the pathogenesis, clinical 
course, and outcomes of such events. Among the issues raised are 
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those relating to factors that may confer risk or resilience for the 
development of more severe stress-induced clinical outcomes, 
such as PTSD. By their nature, clinical studies raise issues con-
cerning premorbid factors largely by means of extrapolating ret-
rospectively. Prospective studies are almost impossible to conceive 
and would most probably be prohibitively expensive to put into 
practice.

An animal model can give a good approximation of certain 
aspects of the complex clinical disorder at best, enabling the study 
of questions raised in clinical research in a prospective study 
design and under far more controllable conditions. To maximize 
its validity as an extension of clinical research, the design of the 
animal model must strive to conform as closely as possible to the 
clinical entity and the contemporary conception of the disorder.

ANIMAL MODELS OF POSTTRAUMATIC 
STRESS DISORDER

The basis of PTSD as a clinical entity rests upon etiology and 
requires exposure to a severely stressful experience or traumatic 
event. Thus, exposure to a stressogenic/traumatic experience has 
formed the basis for animal models of PTSD.

There are as yet no uniformly accepted animal models for 
PTSD. A number of animal models have been developed in which 
intense stressful experiences, aversive challenges, and situational 
reminders of a traumatic stressor have been shown to have long-
term effects on psychological/behavioral and physiological func-
tioning, reflected in biobehavioral paradigms and biophysiological 
tests, e.g., hypothalamic–pituitary–adrenal (HPA) axis assays and 
electrophysiological studies.18–30 Irrespective of the study design 
or of the stress paradigm, animal studies have generally included 
the entire stress-exposed population as the study population and 
the results discussed and conceptualized as involving this popula-
tion versus “others.” However, in practice there is considerable 
heterogeneity in the degree of behavioral disruption or response 
to the stressor and animals tend to demonstrate considerable indi-
vidual differences, certainly in the degree to which their behavior 
is disrupted.

THE CUT-OFF BEHAVIORAL CRITERIA MODEL
One way to reconcile this disparity is to regard the heterogene-

ity of animal responses to stress paradigms as modeling the het-
erogeneity of human responses to traumatic stress, and to develop 
means by which the degree of the individual’s behavioral response 
forms the basis for a system of classification, akin to the inclusion 
and exclusion criteria employed in clinical studies.

Since the scope of animal models is limited to observable and 
measurable parameters, the behavioral criteria for the model of 
stress-induced conditions developed by this study group are based 
on two well-established paradigms that measure anxiety-like, 
fearful, avoidant and hypervigilant/hyperalert behaviors, parallel-
ing aspects of traumatic stress-induced human behaviors.25,31

Exploratory behavior on the elevated plus maze (EPM) serves as 
the main platform for the assessment of these behaviors and the 
acoustic startle response (ASR) paradigm allows for a precise 
quantifi cation of hyperalertness, in terms of magnitude of response 
and habituation to the stimulus.

In our model, we exposed adult rats to a predator scent (cat 
urine) stressor (PSS) for 10  min as previously described by 
Adamec et al.23,25,26 and others.28–30,32–35 Regarding the conceptual 

validity of the model itself, “predator exposure trauma” is a poten-
tially life-threatening situation (criteria A) and it may represent 
a more ‘‘natural’’ setting than other types of stressors on a 
teleological level,23,24 such as electrical tail shocks and restraint 
which might possibly be related to extreme conditions like 
torture.

Seven days after a single 10-min PSS exposure, the exposed 
rats showed significantly decreased time spent in the open arms 
of the maze and increased levels of avoidance and anxiety-like 
behavior in the EPM, and higher mean startle responses as com-
pared to control rats. However, the animals’ behavior was not 
uniformly disturbed, but rather demonstrated a broad range of 
variation in severity of anxiety-like behaviors (Figure 61–1).

Quantitative and qualitative assessment of individual animal 
behavioral responses to stress exposure provides a degree of stan-
dardization that enables a greater degree of resolution. For 
instance, groups of subjects can be defined by their response 
pattern or magnitude and selectively focused on for study or fol-
lowed up over time; the prevalence of defined patterns of response 
may be assessed and compared, allowing the “potency” of differ-
ent stressors to be compared, behaviors to be correlated to physi-
ological parameters, and so on. Since partial responses are far 
more difficult to quantify and interpret, in animal models more so 
than in human subjects, the studies carried out according to this 
approach to date have preferred specificity to sensitivity, and have 
sought to create clearly defined groups of behaviors for compari-
son. By means of well-defined cut-off behavioral criteria (CBCs), 
the studies have focused on animals displaying an extreme behav-
ioral response (EBR) on both the EPM and the ASR paradigms 
performed consecutively, compared to those displaying a minimal 
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Figure 61–1. The effect of single PSS exposure versus unexposed 
control on rat anxiety-like behavior and acoustic startle response and 
habituation. The representation of the data from both paradigms 
(EPM and ASR) shows two obvious and rather distinct features. First, 
it is clear that PSS exposure alters the response of the majority of 
individuals to at least some degree. Second, the cluster of individuals 
that forms in the upper left hand corner of the graph (i.e., had the 
more extreme responses to exposure) is quite distinct from the major-
ity of individuals.36,48 (See color insert.) 
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behavioral response (MBR) to both, and compared to controls. 
“Maladaptive” responses to both of these serial CBCs were 
required for “inclusion” into the EBR group, whereas the reverse 
was required for inclusion in the MBR group.36

The criteria for each behavioral paradigm were as follows:

1. Extreme behavioral response: 5  min (entire session) spent 
in the closed arms and no entries into the open arms on the EPM; 
the mean amplitude of the startle response (at 110  dB) exceeds 
800 units and the startle response shows no habituation over 
time.

2. Minimal behavioral response: 0–1  min spent in the closed 
arms and eight or more open arm entries on the EPM; the mean 
amplitude of the startle response (at 110  dB) does not exceed 700 
units and habituation is demonstrated.

3. Partial behavioral response: animals neither EBR nor MBR 
are termed “partial behavioral responders” (PBR).

When behavioral data for the entire exposed population were 
examined in this way, based on the segregation of animals accord-
ing to the CBCs, it was demonstrated that only about 25% develop 
signifi cant extreme behavioral disruptions as the result of expo-
sure to the stressor (Figure 61–2A), as compared to 1.3% in con-
trols (Figure 61–2B). Similarly, the prevalence of MBR rats in 
the exposed groups was 24.7% (Figure 61–2A) and in the control 
group was 80.0% (Figure 61–2B).36

These results are in agreement with trends in the literature on 
human studies,9 mentioned above, in which about 15–35% fulfi ll 
criteria and another 20–30% are considered as PTSD spectrum 
disorders.9,10,13 It was therefore suggested that application of CBCs 
is both feasible and valid.

The above-mentioned approach to the analysis of animal data 
is conceptually equivalent to DSM criteria for PTSD and the cri-
teria proposed by Yehuda and Antelman.37

The demonstrated reduction in the time spent by rats in the 
open arms of the plus maze may parallel avoidance behavior 
seen in human PTSD (Criteria C). Since the total number of 
entries into any arms of the plus maze is the same, except that the 
EBR rats keep to the closed arms only, the results are consistent 
with anxiety, and not with nonspecific impairment of locomotion. 
DSM-IV defi nes this symptom as a persistent avoidance of remind-
ers of the trauma and numbing of responsiveness. Since the expo-
sure took place in an open space it is in keeping with the described 
defi nition.

The assessment of rats after 7 days has previously been estab-
lished by Adamec et al.,25 and is taken to refer to PTSD and not 
to acute stress reaction. Our results have since shown repeatedly 
that as of day 7, the prevalence rate remains constant at about 
25% until day 30. The DSM-IV defi nes PTSD as lasting more than 
a month after the exposure. So the persistence of anxiety symp-
toms on day 7 after the exposure fulfills the time element of 
PTSD.25

In the next step, we examined the validity of applying the CBC 
concept in animal studies, using dynamic unsupervised fuzzy 
clustering.

Unsupervised fuzzy clustering (UFC) analysis is a mathemati-
cal tool that attempts to assess the relationships among patterns 
of a data set by organizing the patterns into groups or clusters, 
such that patterns within one cluster are more similar to each other 
than patterns belonging to different clusters.38–42 The main goal of 
most clustering methods is to supply useful information by group-
ing data in clusters, where within each cluster the data exhibit 
similarity. Similarity is defined by a distance measure, and global 
objective functional or regional graph theoretical criteria are opti-
mized to find the optimal partition of data. The partition approach 
defi nes the cluster to which each data element belongs by using 
the elements of the membership matrix.38–42

The full range of the dataset was classified into three (C = 3) 
clusters. The data in the clusters that the model yielded corre-
sponded to the data for the animals designated behaviorally by 
means of the CBCs as clearly affected, partially affected (including 
some unexposed animals), and clearly unaffected (Figure 61–3).

The UFC analysis yielded, in addition to the “anxious” and the 
“baseline” clusters, a third group corresponding to an extreme 
pathological response (see Figure 61–3). According to this analy-
sis, about 22% develop extreme behavioral disruptions as the 
result of exposure to the stressor, as compared to 0.7% of the 
unexposed control group. This extreme response group (i.e., mal-
adapted rats) exhibits significantly higher startle response and 
signifi cantly more avoidance behavior in the EPM than other 
animals. Again, these proportions are in agreement with current 
trends in the literature on PTSD studies in human subjects.9 Taken 
together, the UFC analysis supports the conceptual contention of 
the CBCs and thus lends validity to our previous studies. More-
over, the clustering process may help us to find and define the 
characteristics of the subgroup of the unexposed population that 
has a higher risk of developing PTSD.43
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Figure 61–2. Reanalysis of data applying cut-off behavioral criteria. (A) PSS exposure. (B) Unexposed control.
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In the next section, we present a series of studies that were 
constructed to examine the prevalence of EBR and MBR responses 
over time, in an attempt to map the transition from the immediate 
reaction, concomitant with an acute stress response, to more 
enduring and chronic changes, representing PTSD, under differ-
ent conditions.44

By means of singling out the clearly affected individuals 
labeled as EBR from among the entire population of rats exposed 
to the stress paradigms, and focusing on them, a time curve could 
be constructed to reflect the prevalence of clearly “symptomatic” 
behavior over time (Figure 61–4).

Immediately following the traumatic stimulus, most of the 
animals (90%) manifested a pattern of behaviors that fulfi lls 
criteria for EBR status for the first few hours. This can be re-
garded as being equivalent to the initial response observed in 
human subjects in the first hours or days after an extreme event. 
The prevalence of rats fulfilling the CBC criteria for EBR 
decreased rapidly, and subsequent sampling revealed that at the 

end of a week only 25% of the total exposed population had 
PTSD-like symptoms. The time curve appears to indicate that the 
rats responded initially with a ubiquitous, probably normative, 
acute response, but only about 15% went on to suffer from endur-
ing behavioral effects.

The curve representing these responses, although gleaned
from different groups of rats, very clearly resembles, both in 

term of time and of prevalence, the curve of human responses 
to exposure to a significant stressor and the proportions affected.45

This pattern of symptoms has been demonstrated across the 
different kinds of traumatic events, both in human PTSD 
and in the different models in this study. We submit that the 
distinction between the acute phase of the stress response 
seen in most subjects immediately after exposure and the 
chronic enduring effects associated with stress found after 
several days or weeks is important in the study of animal 
models dealing with the behavioral and physiological conse-
quences of stress.44

500
1000

1500
2000

1
2

3
4

5
0

5

10

15

20

25

1

3

TIME SPENT IN THE 
CLOSED ARMS

A
C
T
I
V
I
T
Y

2

ACOUSTIC STARTLE 
AMPLITUDE

Figure 61–3. Unsupervised fuzzy clustering: 
Partition of four behavioral parameters into three 
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ated with unstressed animals and is characterized 
by very low levels of anxiety (MBR). The middle 
cluster (cluster C3) represents the subclinical or 
partially affected animals and is characterized by 
some degree of anxiety and stress levels (PBR). 
Cluster C2 corresponds to the exposed animals 
and is characterized by higher levels of anxiety 
and stress, namely the extremely affected animals 
(EBR).43 The behavioral parameters were acoustic 
startle response amplitude, time spent in the closed 
arms on the EPM, number of entries to the closed 
arms, and the total number of entries to the 
open and the closed arms of the EMP (total 
activity).43
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BIOLOGICAL STRESS RESPONSE
It is well known that the biological stress response is key to 

understanding the pathophysiology of PTSD and its associated 
symptoms. Thus, the primary aim of the following study was to 
analyze separately various biobehavioral parameters of the animals 
that responded in a more marked manner to exposure to a stress-
ful, potentially traumatic, event and to compare these to the 
parameters of rats that demonstrated no such response. We submit 
that this approach would better approximate the individual vari-
ance seen in posttraumatic stress responses in humans (i.e., the 
clinical syndrome) in a more valid manner.

In a series of studies this approach has elicited highly signi-
fi cant overlap between animals showing EBR and those with 
extreme biophysiological measures, i.e., HPA axis assays (corti-
costerone and neuroactive steroids), heart rate variability (refl ect-
ing autonomic nervous system activity), and BDNF mRNA and 
protein levels much more clearly than when the exposed group 
was analyzed as a whole.

HYPOTHALAMIC–PITUITARY–ADRENAL AXIS
Exposure to stress or a threat to homeostasis triggers activation 

of the parvicellular neurons of the paraventricular nucleus in 
the hypothalamus to release corticotropin-releasing factor and 
vasopressin. These hormones stimulate synthesis of polypep-
tide precursor proopiomelanocortin products, which include adre-
nocorticotrophic hormone (ACTH), melanocyte-stimulating 
hormone cells, and β-endorphin, that have been shown to interact 
with the immune system.46,47 In the adrenal gland ACTH 
stimulates the release of glucocorticoids, typically cortisol in 
man and corticosterone in rodents. The responses of the HPA axis 
are regulated by an efficient negative feedback system, exerted 
by glucocorticoids. Taken together, the HPA stress hormones play 

a major role in mediating both adaptive and maladaptive 
responses.

We evaluated plasma corticosterone and ACTH levels 7 days 
after PSS exposure. Throughout the study data were analyzed 
for exposed versus unexposed populations as a whole, and then 
reanalyzed according to the CBC classification separately for 
EBR, MBR, and PBR versus unexposed controls, and finally these 
groups were compared to each other (Figure 61–5).

Our results have shown that a single 10-min exposure to a PSS 
signifi cantly increased plasma corticosterone (Figure 61–5A) and 
plasma ACTH concentrations (Figure 61–5B) only in EBR rats, 
but not in MBR individuals or in nonexposed controls.36,48 The 
fact that there is a clear-cut involvement of the HPA axis in the 
physiological component of the syndrome has been quite fi rmly 
established by studies in PTSD patients and animals, despite con-
fl icting data reported by different groups.49–52 The results of the 
present study are in keeping with those of certain groups of inves-
tigators.53 Moreover, Adamec and colleagues24–26 have found 
evidence of differential dysregulation of the HPA axis in certain 
strains of rats exposed to cats. One week after cat exposure, 
Hooded rats show elevations in basal plasma corticosterone, 
whereas Wistar rats do not. This difference in strain reactivity 
was proposed to be related to the higher basal anxiety in Hooded 
rats. We may speculate that greater basal anxiety could even stem 
from factors such as response to the blood sampling procedure, 
or possibly that different strains possess different vulnerability 
factors.

The fact that EBR rats show a dysfunction of the HPA axis, 
whereas MBR rats do not, indicates quite clearly that the popula-
tion of exposed animals is not a homogeneous cohort, and that it 
is important to distinguish between affected and unaffected sub-
jects in the analysis and interpretation of data from animal 
studies.36,48
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Figure 61–5. Circulating levels of (A) corticosterone and (B) 
ACTH at day 7 post-PSS exposure. Seven days after exposure, the 
PSS-exposed population demonstrated significantly increased plasma 
corticosterone (A) and ACTH levels (B) compared to controls 
[F(1,260) = 116.2, p < 0.00001; F(1,260) = 83.8, p < 0.00001, respec-
tively].36 Reanalysis of data according to CBCs: significant differ-
ences in plasma corticosterone and ACTH levels were demonstrated 

between the subgroups of exposed animals [F(3,296) = 133.3, p <
0.0001; F(3,296) = 74.6, p < 0.0001]. The post hoc Bonferroni test 
revealed that plasma corticosterone and ACTH levels of EBR indi-
viduals were significantly higher than in MBR individuals (p < 0.0001 
for both) or in controls (p < 0.0001). The levels of PBR animals 
also varied significantly from those of MBR (p < 0.001) (and 
controls).36
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Other adrenal steroids, such as the neuroactive steroids, may 
be involved in the development of long-term behavioral changes 
after exposure to a PTE, and hence in vulnerability and resilience. 
Dehydroepiandrosterone (DHEA) and its corresponding sulfate 
ester dehydroepiandrosterone sulfate (DHEA-S) are neuroactive 
steroids that are synthesized in situ within the brain and in periph-
eral steroidogenic organs.54–56 DHEA and DHEA-S appear to 
possess a number of physiological roles and are known to act 
as allosteric agonists of the γ-aminobutyric acid (GABAA)
receptor—DHEA-S being the more potent of the two.55 This activ-
ity may imply an effect on behavior, cognition, mood, and sleep.57

In addition, they are reported to exert an effect on neural plasticity 
and to possess neuroprotective qualities. Indeed, both DHEA and 
DHEA-S protect rat hippocampus neurons against N-methyl-d-
aspartate (NMDA)-induced excitotoxicity, glucocorticoid-induced 
neurotoxicity, and oxidative stress-induced damage induced by 
the H2O2/FeSO4 complex.58 Changes in the levels of neuroactive 
steroids may thus be involved in the pathophysiology of adaptive 
and maladaptive stress responses.

This study assessed the relationship between peripheral DHEA, 
DHEA-S levels, and magnitude of behavioral change, i.e., EBR 
and MBR individuals59 (Figure 61–6).

Whereas both extreme and minimal behavioral response groups 
of exposed rats displayed decreased levels of DHEA-S compared 
to controls (Figure 61–6B), DHEA levels were selectively reduced 
to a statistically significant degree only in EBR rats, compared to 
both MBR rats and controls (Figure 61–6A). Assuming that 
grossly disrupted behavior (EBR) is maladaptive, the implication 
is that DHEA may be involved in mediating adaptive responses 
to a stressful event (resilience). Conversely, an impaired neuroac-
tive steroid response to a stressogenic experience may be associ-
ated with an increased susceptibility to PTSD-like responses. 
DHEA-S levels are normally two to five times higher than those 
of DHEA, whereas in the exposed groups this ratio is inverted. 
Since DHEA-S is a more potent negative modulator of the GAB-
Aergic receptor than DHEA, this inverted ratio implies a decrease 

in negative modulation. This may represent an adaptive factor 
while stressful conditions prevail, yet may also mediate (or char-
acterize) long-term EBR. It is of note that DHEA possesses anti-
glucocorticoid activity60 and decreases corticosterone levels.61

Thus the reduced DHEA levels in EBR rats may cause the 
increased levels of corticosterone.59

Taken together, the results suggest that concomitantly 
decreased circulatory levels of DHEA and elevated corticosterone 
levels may be associated with a pathological response to stress, 
while maintenance of normal levels of both steroids may be asso-
ciated with resilience or a “buffering” of the negative effects of 
stress. It remains to be established whether changes in the synthe-
sis or release of neurosteroids are a cause of, a risk factor for, or 
a consequence of stress-related disorders.59

The neurobiological mechanisms involved in PTSD thus pre-
sumably include changes in synaptic efficacy and plasticity in 
various brain areas, which, rather than improving, in fact impair 
the ability of the brain to respond adequately to subsequent stress 
responses.62 Were it possible to correct or to induce mechanisms 
that would reinstate adaptive neural plasticity and remodeling, 
this dysfunction might be overcome.

Brain-derived neurotrophic factor (BDNF), a member of the 
neurotrophin (NT) family of survival-promoting molecules, plays 
an important role in the growth, development, maintenance, and 
function of several neuronal systems.63 It is known to modulate 
synaptic plasticity and neurotransmitter release in a variety 
of neurotransmitter systems, as well as intracellular signal-
transduction pathways.63 It regulates axonal and dendritic branch-
ing and remodeling,64–67 synaptogenesis in arborizing axon 
terminals, efficacy of synaptic transmission, and the functional 
maturation of excitatory and inhibitory synapses.68–70

Growing evidence suggests important roles for BDNF in the 
pathogenesis of mood disorders and in the mechanism of action 
of therapeutic agents, such as mood stabilizers and antidepres-
sants.71–73 BDNF may also be involved in the pathophysiology 
of anxiety disorders. Data derived from animal studies have 
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Figure 61–6. Circulating levels of (A) DHEA and (B) DHEA-S at 
day 7 post- PSS exposure. The plasma DHEA levels of EBR rats were 
signifi cantly lower than in the MBR group (Bonferroni test p < 0.02) 
and in unexposed controls (Bonferroni test p < 0.016). There was no 
signifi cant difference between the MBR and control groups (A). 

Plasma levels of DHEA-S in exposed animals, both EBR and MBR, 
were significantly lower than in controls (Bonferroni test p < 0.0001, 
p < 0.0001, respectively) (B). There was no significant difference 
between the DHEA-S levels of the EBR and MBR groups. 
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demonstrated that compared with wild-type mice, BDNF con-
ditional mutants (in which BDNF has been eliminated from the 
brain after birth through the use of the cre-loxP recombination 
system) were hyperactive after exposure to stressors and had 
higher anxiety levels when evaluated using the light–dark explo-
ration paradigm.74 On the other hand, single intrahippocampal 
administration of BDNF improved performance in a spatial 
memory task and had enduring anxiolytic effects.75

This experiment set out to examine the relationship between 
prevalence rates of distinct patterns of behavioral responses to 
predator stress, local levels of mRNA for BDNF, TrkB, and two 
other neurotrophic factors in selected brain areas (Figures 61–7 
and 61–8).

The EBR animals exhibited significantly lower BDNF mRNA 
levels and higher TrkB mRNA in the CA1 and DG hippocampal 
subregions at day 7 as compared to naive unexposed rats and to 
the PBR group. In the CA1 subregion the EBR individuals exhib-
ited significantly lower BDNF mRNA levels as compared to MBR 
or PBR animals. In other words, long-term downregulation of 
BDNF mRNA in the rat hippocampal CA1 subregion correlates 
with a PTSD-like behavioral stress response. This may represent 
a physiological marker characteristic of animals whose behavior 
is most severely affected by exposure to the stressor.76

Going beyond the mRNA expression, BDNF protein levels 
were assessed in the affected brain regions of behaviorally EBR 
individuals. The EBR animals exhibited significantly lower BDNF 
protein levels in the CA1 and DG hippocampal subregions at day 
7 as compared to naive unexposed rats, concomitant with BDNF 
mRNA levels.76

Long-term BDNF deficiency in the hippocampus could have 
physiological consequences, inducing damage to hippocampal 
neurons. Neurotrophins, and particularly BDNF, are known to 

modulate many aspects of neuronal plasticity77,78 and the selection 
of functional neuronal connections in the CNS.79–81 Decreased 
expression of BDNF mRNA in the EBR group may decrease 
synaptic plasticity and the stabilization of synaptic connectivity, 
causing vulnerability to psychopathology. Interestingly, endoge-
nous BDNF is required for the memory consolidation process 
through dual effects on postsynaptic gene expression (Arc) and 
local protein synthesis. Lower levels of BDNF after stress expo-
sure may be involved in the anomalous traumatic memory con-
solidation process thought to occur in PTSD patients.82 Because 
the exact mechanism of stress-induced BDNF downregulation is 
unclear and the expression of BDNF is regulated by various neu-
rotransmitters, further studies would be necessary to unambigu-
ously establish such a relationship.76

The consistent association between downregulation of BDNF 
in selected subregions of the hippocampus (CA1 and DG) and 
extreme behavioral responses to stress exposure may imply either 
a pathogenic role for BDNF and/or a physiological marker.

At 7 days the downregulation was found in both the CA1 and 
DG subregions and remained consistent over the entire 30-day 
trial period, specifically in the CA1 subregion and specifically in 
EBR animals. It thus extends beyond the scope of a transient 
change, which might be associated with maintenance of homeo-
stasis, to represent a physiological characteristic of animals dis-
playing severe chronic behavioral stress responses.

Taken together, a single 10-min exposure to PSS caused 
increased levels of “anxiety/PTSD”-related behaviors in EBR rats 
in the EPM and ASR paradigms 7 days later. However, the preva-
lence of EBR individuals in the exposed group was only 25.0%. 
These EBR rats exhibited significantly higher plasma corticoste-
rone, and ACTH concentrations, lower plasma DHEA levels, 
lower hippocampal CA1 and DG BDNF mRNA, and higher 
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Figure 61–7. Hippocampal BDNF mRNA levels at day 7 post-PSS 
exposure. Exposed versus unexposed populations: the PSS-exposed 
population demonstrated significantly decreased CA1 (A) and DG (B) 
mRNA BDNF levels compared to controls [F(1,34) = 7.8, p < 0.009, 
and F(1,34) = 4.1, p < 0.05, respectively]. Reanalysis of data accord-
ing to CBCs: in the hippocampal subregions CA1 (A) and DG (B), 
there were significant differences between groups [F(3,32) = 10.35, 
p < 0.0001, and F(3,32) = 5.0, p < 0.007, respectively]. The post hoc 

Bonferroni test revealed that stress exposure significantly decreased 
CA1 BDNF mRNA levels in EBR individuals as compared to con-
trols (p < 0.0001) and as compared to MBR (p < 0.045) and to PBR 
animals (p < 0.0008). In the DG area the Bonferroni test revealed that 
PSS exposure significantly decreased BDNF mRNA levels in EBR 
individuals as compared to controls (p < 0.02) and to PBR animals 
(p < 0.03). There were no significant differences between EBR and 
MBR individuals in the DG subregion.76
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hippocampal CA1 and DG TrkB mRNA. These changes were not 
found in MBR rats or in controls (not exposed), and therefore 
emphasize the importance of applying CBC (as an equivalent to 
the human “diagnostic criteria”) in animal studies of PTSD.

The significant difference between accurate physiological 
parameters from EBR-exposed rats as compared to both MBR-
exposed rats and controls is evidence for the construct validity of 
this proposed modification of animal models of stress and its 
sequelae.76

RISK FACTORS FOR DEVELOPING 
POSTTRAUMATIC STRESS DISORDER

Clinical studies of PTSD have elicited proposed risk factors 
for developing PTSD in the aftermath of stress exposure. Gener-
ally, these risk factors have arisen from retrospective analysis of 
premorbid characteristics of study populations. A valid animal 
model of PTSD can complement clinical studies and help to elu-
cidate issues, such as the contribution of proposed risk factors, in 
ways that are not practical in the clinical arena.

EARLY LIFE STRESS AND SUBSEQUENT 
PSYCHOPATHOLOGY

Evidence suggests that early life stress is a major risk factor 
for the development and persistence of mental disorders such as 
mood disorders and PTSD.83–87 Numerous studies in rodents 
have demonstrated substantial long-term biophysiological conse-
quences of environmental manipulations in immature (prewean-
ing) animals, in which the formation of neuroendocrine regulatory 
mechanisms has not been completed and associative neuronal 
circuits are not yet fully elaborated.88–93 Juvenile (postweaning but 

prepubertal) animals have also been shown to demonstrate long-
term behavioral consequences subsequent to early exposure to 
PTE’s.94

Although most previous studies of early life trauma in animal 
models have focused on suckling pups, we focused on juvenile 
animals (postweaning, prepubertal), taken to represent “child-
hood” versus “infancy,” i.e., a period in which a significant degree 
of plasticity in a rapidly maturing brain (and stress response 
system) might be found. Exposure to marked stress at this critical 
developmental phase in all likelihood has significant effects on 
later functioning, and possibly on the development of brain struc-
tures and their interactions.

ANIMAL MODEL FOR TRAUMA IN 
CHILDHOOD/YOUTH

Male Sprague–Dawley rats were randomly assigned to fi ve 
groups: (1) unexposed control: not exposed to any adverse condi-
tions at any time; (2) juvenile stress (JS): exposure to a predator 
scent (cat urine) at 28 days of age; (3) adulthood stress (AS): 
exposure to a predator scent in adulthood (9 weeks of age); (4) 
juvenile and adulthood stress (JS + AS): exposure to a predator 
scent both at 28 days and at 9 weeks; and (5) adulthood and adult-
hood stress (AS + AS): recurrent exposure to a predator scent at 
9 weeks and again 30 days later.

The stress paradigm consisted of placing the rats on well-
soiled cat litter for 15  min and the controls on unsoiled litter. 
Behavioral responses were assessed in the elevated plus maze and 
the acoustic startle response paradigm.95,96

The results demonstrate that juvenile trauma increases the 
vulnerability for developing subsequent long-term behavioral 

Figure 61–8. Hippocampal TrkB mRNA levels at day 7 post-PSS 
exposure. Exposed versus unexposed populations: the exposed popu-
lation demonstrated significantly increased TrkB mRNA levels in 
CA1 (A) and DG (B) as compared to controls [F(1,36) = 10.3, p <
0.003, and F(1,35) = 15.87, p < 0.0003, respectively). Reanalysis of 
data according to CBCs: in the hippocampal CA1 (A) and DG (B) 
subregions, there were significant differences in TrkB mRNA levels 
between groups [F(3,34) = 4.99, p < 0.006, and F(3,33) = 10.11, p <
0.0001, respectively]. The post hoc Bonferroni test revealed that 
stress exposure significantly increased TrkB mRNA levels in the EBR 

groups as compared to controls (p < 0.006) in CA1. Moreover, TrkB 
mRNA levels were significantly higher in the PBR group as compared 
to controls (p < 0.04). The CA1 TrkB mRNA levels were not signifi -
cantly different in the MBR group compared to controls. In the DG, 
the post hoc Bonferroni test revealed that stress exposure signifi cantly 
increased TrkB mRNA levels in all the exposed groups as compared 
to controls (EBR: p < 0.03; MBR: p < 0.001; SC: p < 0.006). The 
TrkB mRNA levels were significantly higher in the MBR group as 
compared to the EBR group (p < 0.02).
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disruptions, taken to represent posttraumatic stress symptom 
equivalents, after a second exposure to the same stressor in adult-
hood in a prospective study design (Figure 61–9). They thus serve 
to reassert retrospective findings from clinical studies.84,85 This 
model may thus serve as a valid platform for further studies of 
childhood trauma.95,96

CONCLUSIONS
Animal models can help to elucidate certain aspects of the 

pathogenesis of a complex psychophysiological disorder such as 
PTSD in a prospective study design. Individual variability in 
pattern or degree of response to the stressor can be utilized to 
achieve greater validity of the model to the disorder it is intended 
to represent.

It could also help to address the debate as to whether PTSD is 
a disorder that reflects the upper end of a continuum of normal 
reactions to stress, as proposed by Ruscio et al.,97 or whether it is 
a distinct entity intimately related to, but not on a direct contin-
uum, with normal responses to stress.37 So far, the distribution of 
the data is clustered at either end of the slope, suggesting a bipha-
sic tendency of distribution. Results from studies of large popula-
tions will be needed to better address a qualitative or a quantitative 
linear approach to PTSD. However, the data presented suggest 
that it is important to perform a separate analysis for EBR- and 
MBR-exposed rats, since by means of this approach it is possible 
to highlight the range of individual differences in response to 
stress, whether they are qualitative or quantitative.

This animal model approach goes beyond accepting individual 
variability as an “unavoidable fact,” but rather regards it with 
respect and focuses on individual variability as a useful source of 
knowledge. In this sense it may well represent an example of a 
more generalizable principle: individual variability in responses 
of participants in animal studies should be reexamined as a poten-
tial source for valuable information, and not disregarded or viewed 
merely as a source of unavoidable bias, throughout the scientifi c 
community.
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62 Animal Models for Studying Fetal Alcohol 
Syndrome, Alcohol-Related Birth 
Defects, and Alcohol-Related 
Neurodevelopmental Disorder

TIMOTHY A. CUDD

ABSTRACT
Maternal alcohol abuse during gestation can result in a collec-

tion of fetal injuries, the most common of which can be broadly 
categorized as (1) intrauterine growth retardation, (2) craniofacial 
dysmorphology, and (3) central nervous system damage. These 
injuries are referred to by the terms (depending on specific condi-
tions and manifestations) fetal alcohol syndrome, alcohol-related 
birth defects, alcohol-related neurodevelopmental disorder, and 
others. While the manifestations of injuries from maternal alcohol 
abuse during gestation have been described, there remain many 
unanswered questions: what are the specific mechanisms by which 
alcohol mediates these injuries, which women are at greatest 
risk, how can we identify affected children at an early age, and 
how might we intervene to prevent or mitigate the damage? 
Because of the inherent limitations of studies conducted in 
humans, the use of animal models is important in addressing these 
unanswered questions. However, no one animal species can be 
utilized to model all aspects of human prenatal alcohol exposure 
injury as no species is identical to the human with respect to 
development, structure, and function. Therefore, performing 
studies modeling human prenatal alcohol injury in animals 
requires careful consideration of the particular animal model and 
whether or not this species, studied under these specific experi-
mental conditions, does model what occurs in humans. This 
chapter summarizes some of the important considerations in 
choosing an animal model, in general and in the context of animal 
models that have been utilized to study human prenatal alcohol 
exposure.

Key Words: Fetal alcohol syndrome, Alcohol-related neuro-
development disorder, Alcohol-related birth defects, Teratogen, 
Ethanol.

INTRODUCTION
Three decades have passed since fetal alcohol syndrome (FAS) 

was first identified as a clinical syndrome,1 and yet we still know 
surprisingly little about the range of long-term damage resulting 

from variations in gestational alcohol abuse and we know even 
less about the exact causes of or how to treat these defi cits. 
Notwithstanding the documented clinical literature, much of the 
knowledge about the specific effects of gestational alcohol expo-
sure on fetal brain, body, organ, and behavioral development has 
been derived from the effective use of animal models.

Human studies are handicapped in their ability to address some 
of the key issues related to FAS and other fetal alcohol exposure-
induced damage because of variable consumption patterns of 
alcohol, unreliable self-estimates of alcohol intake by pregnant 
women, and because many women who abuse alcohol also abuse 
other drugs.2 Furthermore, ethical considerations place consider-
able constraints on the use of human subjects to study the terato-
genic impact of alcohol. The use of animal models circumvents 
many of the problems inherent in human studies. One major 
advantage of using animal models is that they make it possible to 
control important maternal and environmental variables such as 
genetic background, nutritional status of the mother, and dose and 
timing of the alcohol exposure, and also allow for questions to be 
addressed at a more mechanistic level.3,4

Fortunately, there is good correspondence between findings in 
human and animal studies,5 which helps to validate the use of 
animals in FAS research. Animal studies have demonstrated that 
heavy alcohol exposure during development can produce deleteri-
ous effects in most of the same brain regions and organ systems 
that have been reported in humans with FAS. In addition, animal 
studies have expanded upon the gross morphological studies of 
humans with FAS by identifying deficits at the cellular (neuronal 
numbers) level in specific brain regions and alterations in the cel-
lular morphology6–11 and function12 of neurons that survive the 
alcohol insult, as well as alterations in glia and myelin.13–17

ATTENTION TO DEFINITIONS
In this chapter, we will limit the discussion to in vivo whole 

animal models used to investigate the cardinal features that defi ne 
FAS. The definition of FAS has remained essentially unchanged 
since it was originally defined in the 1970s: a characteristic pattern 
of facial anomalies, growth retardation, and various neurodevel-
opmental abnormalities.1 A study by a special Institute of 
Medicine committee18 added to that definition the criterion of a 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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confi rmed history of drinking during pregnancy. Over the years 
since the adaptation of the term FAS, a variety of other terms have 
emerged. Fortunately, an excellent review of these terms appeared 
recently.19 One of the earliest was fetal alcohol effects (FAE), 
which was used to identify children damaged by prenatal alcohol 
exposure but who did not exhibit all of the FAS criteria.20 A more 
encompassing term, alcohol-related birth defects (ARBD), was 
coined for individuals (and animals) with other less common 
organ anomalies who had been exposed to alcohol prenatally, but 
who did not have the characteristic FAS face. The FAS face, as 
defi ned by the Institute of Medicine, is a specific pattern of facial 
anomalies, including short palpebral fissures and abnormalities 
of the premaxillary zone (e.g., flat upper lip, flattened philtrum, 
fl at midface).18 A term that has gained popularity within the past 
decade to categorize behavioral and cognitive deficits, which con-
stitute the most severe consequences of fetal alcohol exposure, is
alcohol-related neurodevelopmental disorder (ARND).18 Finally, 
there are terms such as “partial FAS” (which includes some but 
not all of the facial features and a confirmed maternal drinking 
history) and fetal alcohol spectrum disorder (FASD), which has 
been used to designate the complete spectrum of deficits attributed 
to in utero alcohol exposure.21

It is important to appreciate that the cardinal features of FAS 
(collectively) are not the result of alcohol exposure during a 
restricted temporal period and that it is unlikely that a single 
mechanism is involved. Therefore, it would be inappropriate to 
make an unqualified claim that an intervention prevents FAS in 
an animal model when the model exhibits only some of the fea-
tures of FAS and when the alcohol exposure occurred over a 
restricted portion of gestation. Researchers using animal models 
must be very clear about the conclusions they draw from studies 
on components of FAS or parts of gestation. To be accurate, 
investigators should refrain from claiming to have conducted an 
investigation of FAS unless the particular animal model exhibits 
all of the features used in the definition of FAS in humans, includ-
ing the facial dysmorphology. By definition, this would exclude 
most animal studies.

ESSENTIAL ISSUES IN THE USE OF 
ANIMAL MODELS

All animal models that have been used to study prenatal 
alcohol exposure have specific advantages (and disadvantages). 
The advantages of a particular animal model must result in 
answering the research question at hand. A desirable quality of 
any study using an animal model includes the ease of extrapolat-
ing the results to the human condition. On the other hand, some 
model systems may be chosen because they are very dissimilar to 
the human condition, but when used in combination with other 
model systems, can be used to answer important questions. 
However, at some point there must be some verification that fi nd-
ings from experiments using an animal model that is very dis-
similar are relevant to humans.

Ideally, an animal model should be one in which alcohol is 
imbibed voluntarily and preferentially, as in humans, and where 
the model expresses all of the features of FAS and where develop-
ment is similar to that in humans. No such model has been found. 
Animal models that require forcibly exposing animals to alcohol 
create some level of stress in the subjects. In animal models that 
utilize an alcohol-containing liquid diet, the subjects have only 

one source of nutrition and thus do not voluntarily and preferen-
tially consume alcohol. Thus, researchers must design experi-
ments that control for stress. When it is necessary to utilize a route 
of alcohol administration other than oral, it is important to appre-
ciate that faster or slower rise time might induce different mecha-
nistic cascades to result in the cellular damage, thus confounding 
the interpretation of the mechanism of induction for the develop-
mental defect.

It is very important to consider the timing of brain develop-
ment relative to birth (i.e., how “developed” are the offspring 
when they are born compared with human babies) and how closely 
the animal model brain anatomy and functional capabilities match 
those of the human.22 When the object is to develop a therapy, 
intervention, or treatment for alcohol-induced fetal brain injury, 
it will be crucial to know that the animal model is a functional 
homologue of human brain anatomy and function.

In studying fetal damage from prenatal alcohol, the real pos-
sibility of maternal and placental roles or interactions must be 
considered. On the other hand, important contributions have been 
made by using nonmammalian animal models to study the direct 
actions of alcohol on fetal development that do not involve the 
placenta and mother as factors.23–26 These studies suggest that the 
placenta and mother are not required to create the specific damage 
being measured other than acting as the source of alcohol to 
the fetus. Nonmammalian animal models can be of considerable 
value in addressing specific research questions that cannot be 
addressed in mammals and in separating out maternal–placental 
and nonmaternal–placental contributions to the damage. However, 
it is important to remember that the human condition does involve 
maternal–placental involvement and these components may create 
interactions that cannot be appreciated in simple animal models. 
Furthermore, the questions being addressed in these simple models 
are specific to certain stages of development, patterns, and con-
centrations of alcohol exposure and it is necessary to remember 
that the full spectrum of fetal alcohol damage involves many dif-
ferent stages of development, patterns of exposure, and mecha-
nisms of action.

There is no single “best” animal model for addressing all FAS, 
ARBD, and ARND questions. However, the key issues related to 
the research questions at hand must be addressed. For instance, if 
the focus is on questions associated with drinking patterns, then 
a model system that enables considerable control of the adminis-
tration of the parameter of alcohol exposure is crucial. Sometimes 
this is simply a choice of technique (e.g., intragastric gavage 
versus liquid diet). At other times, it may be intrinsic to the model 
system (e.g., intravenous for the sheep; voluntary drinking for the 
miniature swine).

And finally, it should be emphatically stated that some studies 
are best performed in human subjects. For example, several large 
cohorts of children have been identified around the world who can 
be tested directly for specific kinds of cognitive and other func-
tional impairments resulting from moderate to heavy in utero
alcohol exposure. It can be argued that it makes little sense to 
perform an animal study and then try to extrapolate the results to 
humans if the question can be addressed more directly in humans 
in the first place, since it avoids the extremely problematic issues 
of extrapolating results from one species to another. Therefore, 
we argue that the most effective use of animal studies today will 
be to model important questions that for various reasons still 
cannot be conducted efficaciously in humans.
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HISTORICAL PERSPECTIVES AND 
CURRENT STATUS

The initial animal studies that were designed after FAS was 
fi rst identified and defined understandably had goals that were 
broad and relatively unfocused. For instance, substantial effort 
was made to determine whether alcohol was actually teratogenic 
in the absence of other factors such as polydrug use or undernutri-
tion, and to catalog the spectrum of effects caused by in utero 
exposure to alcohol. It is important to remember that those studies 
were conducted in an environment in which few children with 
FAS had been identified and that many investigators in the teratol-
ogy field were publicly skeptical that alcohol was really terato-
genic. Therefore, those early animal studies were critically 
important in that they provided legitimacy to the claim of alcohol 
teratogenicity and helped to identify the ways that alcohol could 
adversely influence development. Because few affected children 
were available for experimental purposes, and then only on a 
limited basis, clinicians had to be especially prudent in their selec-
tion of studies. Early animal studies played an important role in 
helping to drive clinical research in the field. For instance, animal 
studies identified problems in learning and memory27,28 and sug-
gested that short-term memory might be particularly vulnerable 
to developmental alcohol exposure,29 which in turn stimulated 
clinical researchers to ask whether short-term memory is compro-
mised in children with FAS.30,31

The cardinal features of FAS that have been studied using 
animal models are (1) intrauterine growth retardation, (2) cranio-
facial dysmorphology, and (3) central nervous system (CNS) defi -
cits. Intrauterine growth retardation (IUGR) has an identifi able 
endpoint: low birth weight, impaired intrauterine and early post-
natal growth, or stunted growth. Much of the research on alcohol-
induced IUGR has been performed in rats32 and mice.33 Yet body 
growth is affected by parturition,34 and parturition in rats and mice 
occurs at roughly the brain growth velocity equivalent of the end 
of the second trimester in humans.22 As such, the third trimester 
equivalent of fetal brain growth in rats and mice occurs after 
parturition. For that reason, it is necessary to be cautious about 
using these animal models to explore the interactions of alcohol 
and somatic growth if the primary goal is to use such information 
to prevent or treat alcohol-induced IUGR in humans.

The examination of alcohol-induced craniofacial dysmorphol-
ogy is a good example of progress made in one area of fetal 
alcohol research primarily through the use of an animal model 
(see Mice below).

CNS deficits are by far the most diffusely defined of the three 
cardinal features of FAS and range from neuropathology to 
behavioral alterations. While considerable progress has been 
made in human studies, there is still a need for animal models. 
Animal models have been useful in answering questions about not 
only what deficits are created but also how alcohol produces CNS 
defi cits. It is still difficult to generate reliable data about the
amount and timing of alcohol consumption during pregnancy 
from women who gave birth to affected babies. It is unreasonable 
to expect women to remember precise details about their alcohol 
consumption over a year or more prior to delivery. Furthermore, 
many FAS children are given up for adoption or end up in foster 
homes. Thus, any pertinent information about the biological 
mother’s drinking habits prior to or during her pregnancy is no 
longer available. The first animal model evidence that alcohol 

could kill developing neurons35 was extremely important. Addi-
tional studies showed that neurons in other brain areas and at 
different times of development were (third trimester,36,37 various 
trimesters38) or were not vulnerable (locus coeruleus,39 neocor-
tex,40 ventrolateral nucleus of the thalamus38). CNS deficits have 
been measured in the following ways using animal models: defi -
cits in neuron physiology,12 neurotransmitter levels,41,42 neuros-
teroid levels,43 and neuroendocrine function,44,45 alterations in 
DNA,46 RNA,47 and protein expression pattern,48 small volume of 
brain for body size (microencephaly49), holoprosencephaly,50

hyperactivity,51 defi cits in olfactory behavior52 as well as in spatial 
learning and behavior,53 deficits in operant learning,54 and defi cits 
in electroencephalogram (EEG) recordings,55 a list that is not 
exhaustive.

These studies have brought the field to a point at which the 
further documentation of cell loss under slightly different experi-
mental conditions is providing diminishing returns. That does not 
mean that these types of studies lack any importance, but they 
may provide little additional predictive value. On the other hand, 
there are studies of neuron loss that could make some substantial 
contribution beyond identifying yet just another case of cell loss. 
For instance, even 30 years after the first report of alcohol-induce 
Purkinje cell death,35 little progress has been made in terms of 
which mode of cell death is involved.56 Furthermore, because the 
animal models chosen to examine alcohol-induced Purkinje cell 
death (loss) were mostly early postnatal (when Purkinje cells are 
postmitotic) or in vitro explant cultures, it is not clear whether the 
modes of alcohol-induced cell death would be the same in an in
utero third trimester model (guinea pig or sheep, for example) or 
earlier in development, prior to the third trimester equivalent. An 
interesting and important question is whether cell death of a par-
ticular neuron type (Purkinje cells, for instance) following in
utero alcohol exposure11 occurs via the same mechanism as occurs 
with early postnatal exposure. If the answer to this question 
reveals differences in the modes of cell death when comparing in
utero and postnatal exposure then it would be much more impor-
tant to pursue questions of how to prevent or reduce the damage 
using animal models where the exposure to alcohol occurs in
utero as in humans. If instead, the mechanisms of cell death are 
found to be the same, then it would be an obvious advantage to 
pursue the questions using animal models that are smaller, cheaper, 
or have other advantages that would expedite the results (e.g., 
neonatal rats). Again, this example highlights the importance of 
choosing the correct animal model to address specific relevant 
questions that will generate specific answers rather than simply 
describing yet another feature of the effect of alcohol on brain 
development.

In summary, there is now a relatively broad understanding of 
the effects of alcohol on the developing conceptus. How-
ever, there is still a need for further development of behavioral 
dysfunction models to serve as specific tests for intervention 
and treatment. It is also important to determine the specific behav-
iors that are spared. Better knowledge of what is damaged and 
what is not can help our understanding of how the damage occurs. 
We are now positioned to utilize animal models to address 
questions concerning how alcohol damages the developing con-
ceptus at the molecular level. Knowledge of the molecular and 
genetic basis of alcohol damage to the CNS will be crucial in 
developing effective strategies for intervention, treatment, and 
prevention.
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MAMMALIAN ANIMAL MODELS

MICE (MUS MUSCULUS) The usefulness of the mouse as 
a model for alcohol research is a function of several factors, 
including its relatively short gestation time (19 days), the wealth 
of background information available on anatomy, physiology, and 
pharmacokinetics, and its established use in behavioral studies 
where there is information about brain function and certain behav-
iors. In addition to these advantages, genetic manipulations are 
well established, including transgenic mice, mouse lineages for 
high and low alcohol consumption and other alcohol-related 
behaviors, and reverse genetics. The potential usefulness of the 
mouse became even greater with the completion of the sequencing 
of the mouse genome. And already in existence are a large variety 
of inbred and knockout/in strains available for specific uses.

Some of the earliest studies using the mouse to examine the 
effects of alcohol on brain development found deficits in fetal and 
offspring growth57 and offspring behavior following gestational 
alcohol exposure58 and were interpreted as consistent with those 
found in fetal alcohol-exposed children. One important set of 
studies demonstrated that the craniofacial dysmorphology 
observed in children diagnosed with FAS could be induced in the 
mouse by alcohol administration at gastrulation.59 In these studies, 
Sulik’s research group50,60 and that of Webster61,62 showed that the 
C57BL/6J mouse was susceptible to facial dysmorphology only 
if the alcohol was given at gastrulation. The critical relationship 
between the timing of alcohol exposure and offspring deficit was 
one of the important issues addressed by the experiments using 
the fetal C57BL/6J mouse, in addition to the notable implication 
that a single binge-like exposure to alcohol during a narrow 
window of nervous system development could result in the induc-
tion of a definitive characteristic of fetal alcohol syndrome. These 
fi ndings were important in establishing the mouse as a useful 
model system.

However, it is also important to appreciate the shortcomings 
of the mouse model. Not every pregnant mouse treated with a 
high dose of alcohol will have severely affected fetuses or, if 
treated with alcohol at gastrulation, will have fetuses with any 
discernible craniofacial dysmorphology. Furthermore, there is no 
evidence that the fetuses displaying a craniofacial dysmorphology 
at GD14 would survive past birth and no evidence that these 
fetuses would continue to display this deficit as development 
proceeded through adulthood. In addition, the brain development 
of the mouse is both prenatal and postnatal, meaning that in order 
to study the effects of alcohol during all three trimesters (equiva-
lent to that of humans), the mouse mother must be treated from 
conception to parturition and the mouse offspring must be treated 
from birth to about postnatal day 10–12; that much of the third 
trimester equivalent of brain development is postnatal and that 
third trimester equivalent dosing does not involve the placenta 
and mother make relating these data back to humans 
problematic.

RATS (RATTUS NORVEGICUS) The laboratory rat is a 
popular choice of animal model in fetal alcohol research. Rats 
were used to provide descriptive data on the effects of alcohol 
before pregnancy,63 before and during pregnancy,64,65 and during 
pregnancy and lactation66 on offspring development. More 
recently, rats have been used to link genes with alcohol-induced 
behavioral changes. There is a large amount of information avail-
able on the rat including basic anatomy, physiology, pharmaco-

kinetics, and reproduction, including the significant availability of 
phenotypic data. The rat is also very useful for behavioral experi-
ments due to its large size, relatively short gestation (22 days), 
unique intelligence, relatively long life span, and abundant amount 
of historical data from behavior studies.

Some of the earliest fetal alcohol studies using the rat showed 
both physical7,67 and behavioral68 alterations in the offspring of 
alcohol-exposed pregnant rats. These early descriptive studies 
were important because they showed a very strong correlation in 
fi ndings between the rat and humans with FAS, and this helped 
to establish the rat as a suitable animal model for many basic 
research questions. As the FAS field progressed, however, it 
became clear that the rat was not the best model system for 
addressing all questions. While problems with alcohol administra-
tion methods69,70 and issues related to timing of alcohol dosing71

were overcome, others have persisted. One of the most obvious 
disadvantages is that brain development (relative to that of the 
human fetus) occurs both in utero and in the early postnatal 
period, much like the mouse. This means that although FAS is a 
consequence of heavy maternal drinking throughout pregnancy, 
most rat studies in the literature have modeled the equivalent of 
alcohol exposure only during the first two trimesters in humans. 
Thus, studies of temporal vulnerability49 suffer from problems of 
extrapolation of the results to the human condition. Furthermore, 
the mouse is more often a better model than the rat when genetic 
manipulations and the creation of transgenic and gene knockin/out 
lines are needed (with some exceptions). Most rat strains lack 
genetic homogeneity, which does not allow alcohol–gene interac-
tions to be suitably controlled. Even though efforts to create gene 
knockin and gene overexpression models in rats have suffered 
from problems associated with embryonic stem cell stages, natu-
rally occurring mutations, gene-specific deletions, and breeding 
programs to create high and low alcohol-consuming rat strains72,73

have been explored systematically. These alcohol-preferring 
strains have been useful in identifying specific deficits associated 
with gestational alcohol exposure.74,75

GUINEA PIG (CAVIA PORCELLUS) The guinea pig has a 
number of important advantages including its long gestation 
period, larger body size compared to rats or mice, and primarily 
the fact that the brain development of the fetal guinea pig is more 
advanced at birth than that of rodents. Therefore, the brain growth 
spurt, which occurs in utero in humans, also occurs in utero in 
the guinea pig, making it a favorable choice for fetal alcohol 
studies of temporal vulnerability. In a series of studies, research-
ers have discovered several interesting changes in brain develop-
ment as a result of prenatal alcohol exposure in the guinea pig 
model system. For example, exposure of pregnant guinea pigs to 
oral alcohol throughout gestation results in offspring with reduced 
brain and body weights,76 increased incidence of hyperactivity,77

altered dendritic arborization of layer V somatosensory cortex 
pyramidal cells,78 decreased numbers of hippocampal CA1 pyra-
midal neurons,77 altered cortical γ-aminobutyric acid [GABA(A)] 
receptor expression,79 and changes in the subunit composition 
of N-methyl-d-aspartate (NMDA) and α-amino-3-hydroxy-5-
methyl-4-isoxazolepropionate (AMPA) receptors in the cortex of 
adult offspring.80 Of particular interest is that a recent study found 
that the hyperactivity induced by prenatal alcohol exposure was 
not related to alcohol exposure during the brain growth spurt81

since offspring exposed to alcohol only during the brain growth 
spurt exhibited no behavioral changes and no changes in 
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hippocampal CA1, CA3, or dentate granule cell or cerebellum 
Purkinje cell density82 but did exhibit brain growth deficits in the 
cortex, hippocampus, and cerebellum. Thus, the guinea pig has 
been used successfully to address questions about the temporal 
vulnerability of the brain to alcohol-induced injury without the 
confounding variable of prenatal versus postnatal alcohol expo-
sure, which is always a concern with rat and mouse models. While 
the size of the guinea pig and the timing of its brain development 
relative to parturition are clear advantages over the mouse and rat 
for some aspects of fetal alcohol research, the current usefulness 
of the guinea pig animal model is limited due to several factors, 
including the greater expense of housing the animals compared 
to rats and mice and the absence of the genomic tools available 
in rats and mice.

SHEEP (OVIS ARIES) Sheep possess a number of major 
advantages for the study of FAS when compared to other species 
both large and small. First, the adult ewe and fetus are extremely 
tolerant of handling, surgery, and chronic instrumentation, fea-
tures that facilitate long-term treatment and blood sampling at 
multiple time points within the same subject. Surgically placed 
indwelling vascular catheters can easily be maintained for many 
months in adult sheep, while extraordinary measures must be 
employed to maintain catheters chronically in most other animal 
models. Because of the robustness of the sheep fetus preparation, 
many basic physiology questions have been addressed using this 
model system. As a result, a large literature exists on the normal 
physiology of the fetal sheep, which precludes the need for 
exhaustive preliminary studies simply to determine normal values 
and to establish the animal preparation. A second major advantage 
of the sheep is its large body mass. The sheep fetus weighs 
between 0.85 and 4.50  kg during the third trimester equivalent 
(this wide weight range is due to the rapid growth during this 
period of gestation), while the adults will weigh between 50 and 
75  kg, comparable with that of a human fetus and an adult woman, 
respectively. When the measurement of multiple dependent vari-
ables must be performed simultaneously and at multiple time 
points, thus requiring the collection of relatively large volumes of 
blood, an animal of significant body mass is required. Such exper-
iments simply cannot be performed in small laboratory animals. 
A third major advantage of sheep is that this species has a much 
longer length of gestation with brain development, relative to 
humans, occurring entirely in utero, which allows the investigator 
more opportunity to intervene or perform experiments at specifi c 
times during gestation than when using most other species. 
However, maintaining research sheep is expensive and requires 
special housing and veterinary care, and the sheep model is less 
well established in terms of two of the three FAS characteristics, 
the facial dysmorphology and central nervous system function 
(brain–behavior relationships). Thus the research questions that 
are addressed using this animal model must be sufficiently impor-
tant and focused and the sheep must possess great advantages 
compared to some other models in order to justify the resources 
expended.

While sheep were used even earlier to study basic physiologi-
cal issues in the fetus and the effects of ethanol on the fetal car-
diovascular system pertaining to the practice during the 1970s of 
using alcohol as a tocolytic, Potter and co-workers83 reported the 
fi rst use of sheep in FAS research. This was one of the first to use 
a large animal model to demonstrate reduced organ size, including 
brain, in alcohol-imbibing sheep. Not long afterward, Rose and 

co-workers84 utilized a sheep model system to address ethanol 
actions on fetal endocrine function. Cumming and co-workers85

reported on ethanol pharmacokinetics and cardiovascular 
responses in fetal sheep. The most prolific investigations to date 
of those utilizing a sheep animal model were conducted by James 
Brien’s group who reported on fetal brain metabolism,86 alcohol 
disposition in the fetomaternal compartments,87 actions on cardio-
vascular and brain activity,88 and other issues. Falconer89 addressed 
actions of alcohol on placental blood flow and glucose metabo-
lism utilizing a sheep model system. In addition to Brien, 
Richardson, and co-workers,86 Gleason and Hotchkiss90 have also 
investigated alcohol actions on cerebral blood flow and metabo-
lism in fetal sheep. Reynolds, Brien, and co-workers investigated 
neurotransmitter responses to alcohol in fetal sheep91 and the 
actions of in utero alcohol exposure on behavior in neonatal 
lambs.92 We have now reported the establishment of the eye blink 
classical condition as a functional dependent variable in this 
species.93 We also have utilized this model system to address 
issues related to FAS and hypoxemia94 and disturbances in the 
hypothalamic–pituitary–adrenal axis95 and the hypothalamic–pitu-
itary–thyroid axis.96 Additionally, we have further validated the 
usefulness of this model system by demonstrating that fetal 
alcohol exposure results in Purkinje cell loss like that reported in 
the well-established rodent model system at similar doses and 
patterns of exposure.11 While this is not an exhaustive cataloging 
of all FAS-related work performed in sheep, it represents the 
breadth of application and the efficacy of this model system for 
use in investigating FAS-related issues. Drawbacks of the sheep 
model are expense and lack of genomic tools.

MINIATURE SWINE The pig, especially the miniature 
swine (due to its smaller size), possesses a number of important 
advantages over other species for use in fetal alcohol research. A 
major advantage over almost all other species is that the pig will 
voluntarily consume alcohol, to the point of intoxication, in the 
presence or absence of food or water,97 especially if it is beer (Dr. 
Thomas Badger, personal communication). This attribute makes 
the pig behaviorally more like humans than other species in that 
no other mammalian species will voluntarily consume such large 
quantities of alcohol, even with special training (e.g., rats) or 
conditions (e.g., physical restraint). A second advantage involves 
the timing of brain development relative to humans. The pig fetal 
brain growth velocity profile is the most like the human, in both 
cases peaking at the time of parturition.22 This attribute would 
allow for studies of trimester-based vulnerabilities without the 
need of modifying the timing of alcohol administration with 
respect to the timing of parturition. A third advantage of the min-
iature swine is that alcohol metabolism and clearance are very 
similar to humans,97 whereas alcohol metabolism in rats and mice 
is quite different. Fourth, alcohol consumption by pigs during 
pregnancy increases embryonic and fetal loss and reduces birth 
weight as in humans.98 These similarities between the pig and 
humans have been utilized recently to explore the hypothesis that 
alcohol mediates these actions by effects on the uterine environ-
ment.99 Others have exploited the strengths of the pig model 
system to investigate the actions of alcohol on the maternal and 
fetal liver.100 To our knowledge, no other groups of investigators 
have employed the pig model system to investigate the actions of 
alcohol on the developing fetus, suggesting that this species may 
pose opportunities for other areas of investigation. However, as 
with other large animal species, the expense and resources needed 
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to maintain a colony for research necessitate a clear justifi cation 
of the questions addressed. Adult female miniature swine weigh 
over 100 pounds and they require substantial space, which restricts 
where they can be used. Furthermore, since the pig has been used 
infrequently as an animal model for FAS, the generalizability of 
the results for specific dependent measures must be examined 
carefully.

NONHUMAN PRIMATES (MACACA MULATTA; 
MACACA NEMISTRINA) Theoretically, nonhuman primates 
should be the best animal model of the human condition since 
they are most closely related to humans in terms of cognition and 
behavior. Additionally, nonhuman primates exhibit a similar 
pattern of fetal development compared to humans (with the excep-
tion that nonhuman primates are born slightly advanced of human 
infants with respect to motor function). Nonhuman primates 
possess a relatively large face and brain, and well-defined cortical 
regions like those of humans, in addition to intelligence that is 
surpassed only by humans. Much of their anatomy, physiology, 
pharmacokinetics, and reproductive behavior have been docu-
mented, and fetal development progresses similarly to that of the 
human. They exhibit advanced behaviors that have parallels to 
human behavior.101 The nonhuman primate model clearly has an 
important role in the examination of complex human behaviors, 
such as executive function. These behaviors are more reliably 
examined in the nonhuman primate than in rodent models. Another 
important advantage is that not only can the same behaviors be 
examined in nonhuman primates as in humans, but also often the 
same testing apparatus and conditions of testing prevail. Conse-
quently, the findings can be extrapolated more easily to the human 
condition.

Altshuler and Shippenberg102 were the first to report FAS 
studies utilizing a primate model system (rhesus monkeys) instru-
mented with intragastric cannulas. However, their report was pre-
liminary and contained no live births. Also around this time, 
Mukherjee and Hodgen103 utilized rhesus monkeys and cynomol-
gus monkeys to address cardiovascular actions of alcohol on the 
fetus. However, these studies were performed acutely on anesthe-
tized monkeys, an important drawback as anesthesia may have 
altered cardiovascular function and potentially protective refl ex 
responses to alcohol. Fisher and co-workers104 utilized cynomol-
gus monkeys to address effects of prenatal alcohol on placental 
nutrient transport. Hill and co-workers105 utilized cynomolgus 
monkeys to address alcohol pharmacokinetics. These endeavors 
have in common that they each resulted in a single publication 
suggesting that employing a monkey model system was useful for 
addressing only very specific questions or that further efforts were 
unfruitful. Clarren and co-workers are the only group who have 
utilized a nonhuman primate model to produce more than a single 
report. Subjects (pigtailed macaques) in their studies exhibited 
neuroanatomical, cognitive, motor, developmental, and facial 
anomalies like those seen in children exposed to alcohol in
utero.106–110 This group has also reported neurochemical and 
immunological actions of prenatal alcohol exposure.111,112

However, this model system, like all others, possesses disad-
vantages as well as advantages. Among the primary disadvantages 
is the nearly absolute requirement of specific methods of restraint 
for both acute treatments and to maintain instrumentation in 
chronically instrumented animals; restraint thus becomes a major 
confounding experimental factor and a potential cause of high 
pregnancy losses. The high rates of reproductive losses reported 

in primates used in FAS research raise the distinct possibility that 
a selection process might confound results. A high stress level 
associated with restraint is a recognized problem in studies using 
nonhuman primates, more so than in other large (sheep, pig) 
animal models.113 Schneider et al.114 utilized a voluntary drinking 
method in a rhesus monkey animal model, which is a strength 
insofar as restraint for alcohol administration was avoided, but 
equally important, the voluntary drinking method can be used 
only to explore the effects of low and variable (within and between 
individual subjects) doses of alcohol, since primates are not fond 
of drinking alcohol (compared to, for example, miniature swine). 
As a consequence of the great expense and legitimate ethical 
concerns, as well as other significant practical problems (includ-
ing health risks to investigators and animal care technicians), the 
nonhuman primate model is useful for addressing questions only 
when other animal models are inappropriate.

NONMAMMALIAN ANIMAL MODELS
Nonmammalian animal models have made significant contri-

butions to many research fields, including toxicology, develop-
ment, and environmental chemical, preclinical safety, and effi cacy 
testing for new drugs under development by industry. A signifi -
cant amount of information about embryonic development has 
been derived from nonmammalian species due to the rapid extra-
uterine development and embryo translucency. In addition, non-
mammalian models can be used in experiments that require 
synchronized embryo subjects. This has been an issue in some 
mammalian animal models because the timing of specific devel-
opmental events within each fetus is not synchronized. For 
example, not all mouse embryos will be at the identical develop-
mental stage when a treatment is administered to the pregnant 
mouse.115 Synchronizing the embryos would be an exploitable 
advantage in order to assess the extent to which all embryos are, 
or are not, equally affected by the same alcohol exposure. In addi-
tion, the use of a lower organism for biomedical research is one 
positive step toward the goals of reduction, refinement, and 
replacement of the use of animals in research. Thus nonmamma-
lian animal models may offer some distinct advantages for use in 
the FAS research fi eld.

CHICKEN/CHICK EMBRYO (GALLUS GALLUS) The 
chick embryo has a long history of use in developmental research. 
The chick animal model offers obvious advantages such as small 
size, rapid embryonic development, and lack of a placenta, which 
may reveal the extent of maternal protective factors. This animal 
model has been used to study craniofacial development and its 
perturbation by developmental alcohol exposure. Cartwright and 
Smith23 showed that increasing doses of alcohol injected into the 
chick embryo at the gastrulation stage resulted in increasing cra-
niofacial and other developmental deficits (hindbrain segmenta-
tion and neural tube defects), as well as increasing mortality. 
While the threshold for mortality appeared to be at about 250 µl
(10% ethanol solution), this dose still resulted in a signifi cant 
incidence of craniofacial anomalies that correlated with extensive 
cell death in the neural crest cell population.23 Further research in 
this area revealed that alcohol stimulates cartilage differentiation 
in mesenchymal cells from various facial primordia, suggesting a 
potential mechanistic explanation for the craniofacial dysmor-
phologies in the chicken with respect to the competition between 
bone and other tissues forming within the face.116 In addition, the 
important role played by neural crest cells in the etiology of 
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alcohol-induced craniofacial dysmorphology has been con-
fi rmed117 and this deficit can be rescued by injection with sonic 
hedgehog.118 These studies demonstrate important advances in our 
understanding of how neural crest cells respond to alcohol at 
specifi c stages of their dynamic development into the face. 
However, it is important to recognize that the alcohol-induced 
craniofacial dysmorphology (which is only one of the triad of 
FAS characteristics) in the chick, like the mouse, may not be 
observable in posthatching subjects, which would render this 
animal model suitable for only specific research questions. Thus, 
the utility of this model for addressing the full spectrum of FAS 
is limited.

One of the most serious limitations of the chick animal model 
is the scarcity of information on genetic mutations and the lack 
of knowledge about the chicken genome. At least one study has 
determined that various strains of chick embryo are more or less 
susceptible to alcohol-induced neural crest cell apoptosis,119 and 
this in an important step in the FAS field. However, little work is 
being done on direct genetic manipulations in the chicken that 
would assist in determining the relative importance of alcohol-
induced changes in gene expression as a risk factor for the cra-
niofacial deficit, which is the most common utilization of the 
chick animal model in the FAS field. Nonetheless, experiments 
using the chick embryo have resulted in major advances in knowl-
edge about many aspects of embryonic development, such as 
neurogenesis, axis and limb development, and somatogenesis.

FROG EMBRYOS (XENOPUS) The Xenopus embryo model 
has been used extensively to study basic embryological processes 
and the effects of environmental and other toxicants on develop-
ment.120–122 The use of the Xenopus embryo model in developmen-
tal toxicology stems from its external development, large size, and 
identifi able blastomeres, its ability to withstand extensive surgical 
intervention, and the fact that it can be cultured in vitro. The wealth 
of information about early embryonic patterning events has been 
gleaned from Xenopus embryos, especially the maternal contribu-
tions to embryonic development that occur prior to transcription 
of the embryonic genome. The Xenopus embryo model has the 
potential for exploitation in the study of alcohol-induced defects, 
especially resulting from perturbations in very early developmen-
tal events. The results of one such study by Nakatsuji123 support 
this statement. The tadpoles (exposed to alcohol from the stages 
of morula through neurulation) showed alterations in physical 
morphology resulting from the alcohol treatment; the width of the 
mouth and the length of the head were consistently smaller in the 
alcohol-exposed compared to the control embryos. In addition, 
these researchers found that the changes in neural organization 
occurred at gastrulation and neurulation, and involved alterations 
in cell migration to the affected region.

Using the bullfrog, Uray and Sexton124 examined the effect of 
high levels of alcohol exposure on the development of the cerebel-
lum and reported that the timing of alcohol exposure was critical 
with respect to disrupting cerebellar development.26 The useful-
ness of the bullfrog model for studying the effects of alcohol may 
be limited since the alcohol levels required were at the extreme 
end of the physiological relevant range for humans.124 The Xenopus
embryo model may be best suited for fetal alcohol research ques-
tions concerning very early (embryonic) development due to the 
wealth of information available about normal Xenopus develop-
ment. Furthermore, the role of genetic manipulations and gene 
interactions in controlling the well-studied developmental events 

is not well documented compared to other nonmammalian 
organisms.

ZEBRAFISH (DANIO RERIO) The zebrafish is a powerful 
animal model for the examination of early embryonic develop-
ment that has been utilized surprisingly little within the fetal 
alcohol field. The zebrafish has many advantages, especially as a 
genetic and developmental model, due to embryo transparency 
(mutant phenotypes are easily identified in whole, living embryos), 
fecundity (females may lay 75–120 eggs per cycle), the ease 
of manipulation, and the durability of the embryos to withstand 
various culture conditions. For the fetal alcohol field, perhaps the 
most important feature of the zebrafish embryo as an animal 
model is the ease of genetic manipulations, including forward and 
reverse genetics, insertional mutagenesis (morpholino knock-
down/knockout), and positional cloning.125 The zebrafish animal 
model has been exploited in a wide range of related fields, includ-
ing development,126,127 teratogy,128 environmental pollution assess-
ments,24,129 and behavioral studies with,130 or without, the presence 
of alcohol.131 Currently, there are very few journal articles docu-
menting zebrafish teratogenesis from exposure to alcohol per se, 
but the field is growing. In one study, Blader and Strahle132 found 
cyclopia in alcohol zebrafish embryos exposed to 2.4% alcohol, 
in addition to altered migration of the prechordal plate. Some 
researchers have used the zebrafish to study alcohol’s effects on 
visual development by giving alcohol (1.5%) to zebrafish embryos 
at various developmental time points and testing them on visual 
function and physiology.133 They found that the embryos treated 
with alcohol during the period of eye development had signifi -
cantly smaller eyes and impaired visual function relative to control 
embryos. Although these findings are potentially relevant for the 
FAS field (since both eye/facial development and function are 
affected by embryonic alcohol exposure), one question that 
remains unanswered involves the concentration of alcohol to 
which the embryos were exposed (1.5–2.4%). These values clearly 
exceed the physiological tolerance of humans and it is important 
to reconcile that fact with information about exactly how much 
alcohol the embryo receives. If the embryo absorbs only a portion 
of the concentration of alcohol in the media and still manifests 
the defect, then this animal model has great potential. On the other 
hand, if the embryos achieve equilibrium with the media alcohol 
concentration, then the utility of the model may be severely 
limited because the effects may be the result of toxicity rather 
than teratogenicity. There is some indication that the alcohol level 
within the chorion is the same as that within the media and zebraf-
ish do possess the enzymes responsible for the conversion of 
alcohol to its primary (and toxic) metabolite, acetaldehyde,126 but 
to date, no one has determined the level of alcohol within the 
embryo. In addition to its other positive attributes, the zebrafish
has the potential to be a very powerful tool for the understanding 
of the role of genes in alcohol-induced deficits due to the recent 
cloning of the zebrafish genome and extensive catalog of known 
mutations. Some of the genes screened to date have been linked 
to specific human disease states.134 The zebrafish is being actively 
used by one institution (Institute of Neuroscience, University of 
Oregon) and the publication of a guide to zebrafi sh135 and an 
information sharing website (http://zfin.org) are available. There-
fore the zebrafish is likely to be increasingly more popular in 
addressing basic questions associated with the relationship of 
gene expression and the deleterious effects of alcohol exposure 
during early embryonic development.
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FRUIT FLY (DROSOPHILA) The most powerful advantage 
of the fruit fly for alcohol research is the abundance of genetic 
mutations and the potential for manipulation of the fruit fl y 
genome to explore gene–alcohol interactions. In addition, the fruit 
fl y is well suited to exploring multigenerational effects due to its 
rapid development from embryo through reproductive age adult. 
The effect of alcohol on multiple generations has received little 
attention in the fetal alcohol research field, but likely will receive 
further investigation as the number of children diagnosed with 
FAS reaching adulthood and bearing children increases. Since the 
entire genome of D. melanogaster has now been sequenced and 
cloned, the probability of using it to address genomic questions 
and multigenerational issues related to fetal alcohol-induced 
damage has increased. This advantage has been exploited exten-
sively to study genetic perturbations associated with behavioral 
sensitivity and resistance to alcohol.136 One other interesting attri-
bute of the fruit fly is that it can metabolize alcohol directly to 
acetate, bypassing acetaldehyde formation, which has interesting 
implications for the study of mechanisms of alcohol teratogenic-
ity. Although the development of the fruit fly from fertilization to 
adulthood has been well characterized,137 to date little research 
has been performed on the teratogenesis of alcohol per se,138

although other chemicals have been tested for teratogenicity.139

Obviously the small size and rapid development of the fruit fl y 
make it a suitable model for environmental and chemical terato-
genesis screening, but these factors become an obstacle to some 
specifi c research questions in the fetal alcohol field, such as mech-
anisms of craniofacial development.

ROUNDWORM (CAENORHABDITIS ELEGANS) Al-
though the roundworm, C. elegans, has rarely been used to attempt 
to study questions related to developmental alcohol exposure, it 
has an enduring history in the toxicology and neuroscience fi elds, 
principally due to its small size, external development, simplicity 
of neural organization (302 neurons and 5000 synapses), and 
complete genome mapping. Specifically, C. elegans has been 
used to study the molecular basis of specific behaviors such as 
circadian rhythms140 and habituation.141 Some studies have shown 
a dose-dependent reduction in reproductive activity142 and 
the existence of an alcohol-sensitive genetic mutation.143 This 
nematode has the potential to be used to address specific fetal 
alcohol research questions, particularly simple behavior. However, 
its genetic differences from humans impede its overall usefulness. 
Currently, there are other nonmammalian models that share 
genes with humans that would be more suitable to the study of 
the role of genes in alcohol’s effects on development. Nonethe-
less, when dealing with behavior questions, starting with a rela-
tively simple system and moving forward has proven effective in 
other areas and may provide a useful approach to stimulate ideas 
with respect to more complex neuronal systems. At this point, it 
remains to be seen whether the advantages of the C. elegans
model can be exploited to address important, specific fetal alcohol 
questions.

USE OF ANIMAL MODELS IN THE FUTURE
Enduring challenges that face the fetal alcohol field include 

fi nding ways to identify the women at greatest risk of abusing 
alcohol during pregnancy with the hopes of preventing prenatal 
alcohol exposure and identifying children at birth who have been 
exposed to alcohol in utero. More elusive may be identifying 
effective treatments for those diagnosed with FAS. In addition to 

simply providing data that can be used to support the argument 
for the reduction or cessation of drinking during pregnancy, there 
are still at least three areas in which animal studies can have a 
signifi cant impact on the fetal alcohol field. The first of those areas 
involves evidence of conditions that increase fetal risk when asso-
ciated with maternal alcohol abuse. Research in this area offers 
to help explain much of the variation that occurs in human off-
spring with histories of similar amounts of alcohol exposure and 
may help to improve the predictability of the likelihood and extent 
of damage to the developing fetus.

The second area is the identification of the mechanisms of 
alcohol-induced fetal damage. Mechanistic studies offer the best 
hope for insights into developing pharmacological strategies for 
intervention. Research is now beginning to focus on developing 
therapies to prevent the induction of fetal injury. For instance, 
Spong and her colleagues144 recently demonstrated that the pre-
treatment of pregnant mice with two novel peptides resulted in a 
signifi cant reduction in fetal demise following an acute dose of 
alcohol early in gestation. However, it will be important in the 
future to better define the role played by the peptides in mediating 
this action and to demonstrate these protective actions in other 
animal models.

Another approach to therapeutic intervention that is showing 
considerable promise is the employment of behavioral, environ-
mental, or cognition stimulating conditions to improve specifi c 
fetal alcohol-induced behavioral deficits. Klintsova et al.145 found 
that 20 days of forced complex motor tasks was sufficient to par-
tially ameliorate the effects of postnatal binge alcohol exposure 
in a rat model system. However, the rat is a postnatal model for 
what occurs prenatally in humans. And in fact, the results suggest 
that the complex motor training actually increases plasticity in the 
brain, rather than ameliorating the brain damage itself. Nonethe-
less, if similar results could be found using other animal models 
of FAS and perhaps in FAS children, it would make a compelling 
case for this type of intervention at a much later developmental 
stage.

Third, some of the best opportunities for advancing the fetal 
alcohol field are likely to come from behavioral studies that will 
promote the bidirectional flow of information between animal and 
human studies. Two examples illustrate this point. The first is the 
use of eye blink conditioning as a tool to study FAS and other 
alcohol-related injury. This technique is especially powerful for 
three important reasons. First, unlike most other tests, it can be 
used effectively at different stages of development and even in 
the same subjects over time. Second, it can be used in both 
animals and humans. Third, much is known about the neuronal 
pathways involved in this type of learning. Eye blink conditioning 
has been studied in humans for many years, including the assess-
ment of cognitive development in infants.146 Because the neural 
substrates of classical conditioning at different developmental 
ages have been mostly worked out in animals,147 researchers have 
begun to realize its potential for evaluating the effects of neuro-
toxic/teratogenic agents,148 including alcohol exposure in devel-
oping rats.149 These efforts have led to the correlation of specifi c 
defi cits in conditioning with altered electrical activity150 and neu-
ronal loss151 in the deep cerebellar nuclei. This powerful interac-
tion between human and animal studies will allow specific types 
of learning deficits to be detected in human infants and then better 
understood by an animal model where the relevant functional 
neural pathways can be dissected.
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Another creative example of how studies with animals can be 
extended to humans is the use of the principles of the Morris water 
maze. This type of learning task has been shown to require an 
intact hippocampus, and it is an effective tool for evaluating defi -
cits in spatial learning in rodents that have been affected by 
developmental alcohol exposure.152 On the surface, the behavioral 
requirements of the Morris maze hardly seem applicable to 
humans, especially those with substantial cognitive or motor 
impairments. However, the wealth of neurobiological information 
related to place learning stimulated investigators at the University 
of New Mexico to develop an innovative virtual water maze that 
can be used to assess learning differences in adolescents with 
FAS.153 Again, with this application, deficits in humans can be 
understood in the context of neural systems that can be manipu-
lated experimentally in animals.

These examples illustrate how future animal and human studies 
can interact and drive the field forward more rapidly than would 
otherwise be possible. The careful choice of questions that will 
have the most impact on the human condition, coupled with 
selecting the animal models that are best suited for addressing 
those questions, will undoubtedly have important implications in 
the development of detection, intervention, and treatment strate-
gies for FAS, FASD, and ARND.
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63 Modeling Drug and Alcohol Abuse 
Experimental Examples of the Utility of Zebrafi sh

ROBERT T. GERLAI

ABSTRACT
This chapter will discuss the utility of zebrafish (Danio rerio)

in the analysis of the biological and genetic mechanisms of acute 
and chronic alcohol (ethanol, ethyl alcohol, or ETOH) consump-
tion on human brain function and it will also present examples on 
how zebrafish can be used as a model organism to study mecha-
nisms of addiction to this and other drugs of abuse. The chapter’s 
focus is biased toward behavior genetic approaches, i.e., it is not 
intended to provide a comprehensive overview of all possibilities 
with zebrafish. This bias represents a subjective view, but we also 
argue that genetic applications and a focus on behavioral function 
are perhaps particularly appropriate for modeling human alcohol 
and drug abuse, and we also argue that zebrafish will provide 
unprecedented insights into these diseases.

Key Words: Alcohol addiction, Alcoholism, Behavioral phe-
notyping, Drug abuse, Forward genetics, Zebrafi sh.

ZEBRAFISH, A FAVORITE OF DEVELOPMENTAL 
BIOLOGISTS AND GENETICISTS

Zebrafi sh has been a popular subject of developmental biology 
and genetics for the past three decades.1 This popularity is mainly 
due to the pioneering work of Streisinger et al.,2 who realized that 
certain characteristics of this vertebrate organism make it particu-
larly useful for the investigation of biological processes involved 
in the ontogenesis of vertebrates (see Chapters 13 and 14 of this 
volume for a more general discussion of the use of zebrafish in 
biomedical research). Most importantly, zebrafish has an exter-
nally developing embryo that is transparent and thus its tissues 
and organs can be directly observed under the microscope. 
Another important advantage of this vertebrate over other model 
organisms, including the mouse or the rat, is that it is small (adult 
zebrafi sh reach a length of 4  cm) and is highly social, and thus 
can be housed in large groups in small fish tanks. Finally, a 
defi nite advantage of this species over many other laboratory 
vertebrate model organisms is its prolific nature. A single female 

can lay 200 eggs once every 2–3 days under ideal conditions.3

After realizing these advantages, developmental biologists and 
geneticists started to develop genetic tools for this species2,4–7 and 
as a result by now we have an impressive arsenal of genetic tech-
niques available for zebrafish. For example, genetic markers 
crucial for the localization and identification of randomly induced 
mutations have been established. Rapid amplification of polymor-
phic DNA (RAPD) and amplified fragment length polymorphism 
(AFLP) have been utilized for positional cloning.8–10 A genetic 
linkage map comprising more than 4000 polymorphic microsatel-
lite markers 11 and radiation hybrid maps composed of both mic-
rosatellite markers and expressed sequence tags (ESTs)12,13 are 
now available. Single nucleotide polymorphisms (SNPs) and oli-
gonucleotide microarrays have been utilized for mapping of 
zebrafi sh mutations.14 A viral infection-based insertional muta-
genesis technique has also been established for the generation of 
insertional mutations that could be rapidly cloned due to the pres-
ence of the viral tag in the genome.15 In addition to forward 
genetic approaches, reverse genetic methods have been devel-
oped. Morpholino antisense knockdown allows the inactivation 
of known genes in early embryos.16 Targeted-induced local lesions 
in genomes (TILLING)17 has also been successfully adapted to 
zebrafi sh.18 Thus, now complete loss-of-function (null), gain-of-
function, or partial loss-of-function (hypomorphic) mutations can 
be isolated and analyzed. Finally, the genome of zebrafish has 
been sequenced at the Sanger Center. All these tools and pieces 
of information are in the public domain (e.g., GenBank, Sanger 
Center website, and ZFIN).19 In summary, the genetics of zebraf-
ish is highly developed and places this species on par with the 
mouse and the fruit fl y.1,4,20,21 It is also important to note that genes 
discovered in this species have been found evolutionarily con-
served and have homologs in mammals including our own 
species.22 For example, such genes include genes whose products 
play roles in alcohol metabolism.23,24 Furthermore, syntenic rela-
tionships between chromosomal regions of zebrafish and mam-
malian species have been determined.25,26 It is thus expected that 
there is a good chance that genetic information discovered using 
zebrafi sh will translate well to mammalian systems. Thus could 
zebrafi sh be utilized in the mechanistic analysis of human alcohol-
ism? Before we discuss this question, let us consider why we 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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would like to study the biology and genetics of alcohol effects 
and the abuse of this substance.

ALCOHOLISM IS AN ENORMOUS PROBLEM, YET 
A CLEAR PICTURE OF ITS MECHANISMS HAS 
NOT EMERGED

Alcohol abuse and alcoholism are frequent and debilitating 
diseases. Their direct effects on the individual can be devastating. 
Alcohol abuse may lead to behavioral and psychiatric problems 
with severe consequences for the patient as well as for the family 
and society in general. The direct and indirect costs of alcohol 
abuse are enormous. In the United States alcohol abuse was esti-
mated to cost more than $150 billion yearly and resulted in 40,000 
deaths (National Institute on Alcohol Abuse and Alcoholism, 
1990), and these figures are becoming worse.27,28 Prevalence 
estimates for alcohol abuse and dependence range between 11% 
and 16%, amounting to a staggering number of approximately 
30 million people afflicted by this disease only in the United 
States.29,30

Treatment of alcohol-related problems includes detoxifi cation 
(a short-term solution) and long-term rehabilitation programs, 
e.g., cognitive–behavioral therapy, motivational enhancement 
therapy, and Alcoholics Anonymous or related 12-step programs.31

Although detoxification may be achieved, long-term rehabilita-
tion programs have had only limited success, as the percentage of 
relapse at 3 months after the start of the program approaches 
50%.32 Briefl y, there is an enormous unmet medical need for 
pharmacological intervention. Based on clinical and preclinical 
fi ndings, several pharmacotherapies have been attempted, e.g., 
serotonin (5-HT) receptor partial agonists, γ-aminobutyric acid A 
(GABAA) receptor agonists, dopamine receptor agonists and 
antagonists, and opioid antagonists32 have been tried. However, 
most drugs have failed. Notable exceptions are disulfiram, a com-
pound converted into diethyldithiocarbamate in the body, which 
then chelates copper and other metals important for metalloen-
zymes including alcohol dehydrogenase. Efficacy has been 
shown33 for naltrexone (an opioid receptor antagonist) and for 
acamprosate (a drug that has some structural homology to GABA 
itself).

Effi cacious pharmacotherapies have been difficult to develop 
because of the fact that the mechanisms of alcohol abuse and 
alcoholism are not understood. Alcohol is a nonspecific and low 
potency drug that affects numerous molecular targets and bio-
chemical pathways and does it in a rather complex dose-
dependent manner. Alcohol is known to impair the 
N-methyl-d-aspartate receptor (NMDA-R)34 and enhance GABAA-
R function35 via allosteric modulation of these receptors. The 
anxiolytic and sedative effects of alcohol may be mediated by 
GABAA-R.36 Inhibition of NMDA-R may underlie the memory-
impairing effects of alcohol.37 The reinforcing effects of alcohol 
are thought to be mediated by the dopaminergic system and sero-
tonin (e.g., 5-HT3-R) receptors36 and endogenous opioids.32 Neu-
ropeptides, e.g., neurotensin and corticotrophin-releasing factor 
(CRF), have also been implicated.38 Adenosine (an inhibitory 
neuromodulator) has also been shown to interact with alcohol.39

Voltage-gated ion channels (e.g., L-type, N-type, and T-type 
calcium channels, and the M-type K+ channel) are inhibited by 
alcohol.40–42 Alcohol may indirectly or directly influence second 

messenger systems or other intracellular signaling cascades43

leading to modulation of transcription and/or translation pro-
cesses. In summary, the number of molecular targets with which 
alcohol interacts is large and the mode of interaction is complex. 
A clear picture has not emerged as to the key molecular and neu-
robiological mechanisms that could explain the acute and chronic 
effects of alcohol. Consequently, development of appropriate 
pharmacological intervention has been difficult. A possible 
research route toward the understanding of the mechanisms of the 
effects of alcohol is to use model organisms. In the following we 
discuss some notable studies in this area of research.

DEVELOPMENTAL EFFECTS OF ALCOHOL 
IN ZEBRAFISH

The effects of alcohol on zebrafish have been extensively 
studied from a developmental biology perspective. For over three 
decades it has been clear that alcohol is deleterious for the devel-
oping zebrafish embryo: notochord and spinal cord duplications 
arose in the embryo after alcohol exposure.44 Numerous recent 
studies have investigated the teratogenic and toxicological proper-
ties of alcohol in zebrafish and found that exposure to this 
substance during embryogenesis significantly affects the visual 
system leading to cyclopia, delayed, and abnormal lamination of 
the neural retina and to abnormalities in the pattern of tectal lami-
nation as well.45 Hallare et al.46 showed that posthatching expo-
sure leads to significantly increased mortality at higher alcohol 
doses (1.5% and higher) and it also induces numerous abnormali-
ties including edema, reduced heartbeat, diminished pigmenta-
tion, and other major developmental defects such as disrupted 
axial body formation. In fact, among the three solvents studied 
[alcohol, acetone, and dimethyl sulfoxide (DMSO)], alcohol had 
the most deleterious effects. Zebrafish has also been proposed as 
a model of fetal alcohol syndrome.47 In this study several of the 
above-mentioned abnormalities were found and the degree of 
severity of these abnormalities correlated with both the concentra-
tion of alcohol and the age at which the embryos were exposed 
to the substance. Strain differences in the developmental abnor-
malities induced by early alcohol exposure have also been dem-
onstrated,48,49 suggesting the involvement of genetic factors. The 
behavioral effects of acute alcohol exposure on the zebrafish
embryo have been studied in detail by Lockwood et al.50 who 
found a dose-dependent alcohol effect on locomotion closely cor-
responding to a previously described inverted U-shaped dose–
response curve in adults51 with intermediate doses resulting in the 
highest increase in activity. In addition, similar to what has been 
described in the adult,51 the embryo also exhibited alcohol-induced 
melanocyte responses, i.e., an apparent darkening of skin pigmen-
tation in response to alcohol.

Apart from the results presented in the latter study,51 however, 
little is known about the effects of alcohol on the brain function 
and behavior of adult zebrafish. Given that in the human society 
alcoholism affects a large number of adults30 and the mechanisms 
of alcohol’s action and of alcohol addiction are not well under-
stood,52 analysis and modeling of the effects of alcohol on the 
adult vertebrate brain continue to be an important goal.53 Classical 
laboratory model species including the rat and the mouse have 
been utilized to study this question. Many of these studies 
employed genetic approaches53 and some of these studies are 
reviewed below.
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RODENT MODELS OF THE HUMAN DISEASE: 
THE ADVANTAGE OF GENETIC APPROACHES 
AND THEIR COMPARISON

There is no a priori reason why genetics should be more pow-
erful than any other approaches, and thus by focusing on genetic 
approaches in this chapter we do not imply that factors other than 
genes are unimportant in the development of alcoholism and in 
the abuse of alcohol and of other drugs. However, genetics pro-
vides an important experimental tool with which to probe the 
biological mechanisms of human diseases. Even when a larger 
proportion of human disease cases is due to nongenetic factors, 
genetic methodology has significantly contributed to the under-
standing of disease mechanism. For example, in Alzheimer’s 
disease the familial cases account for only less than 5% of the 
patient population, yet the identification of the amyloid precursor 
protein, and the discovery of the role of its abnormal processing 
leading to the accumulation of A-β peptide fragments in neurons, 
has been significantly facilitated by genetics54 (also see Chapter 
22 of this volume). The point of genetic approaches is thus that 
they provide a window to the biological mechanisms irrespective 
of whether the cause of the disease is primarily genetic or envi-
ronmental in nature. Besides, alcoholism and alcohol addiction as 
well as addiction to other drugs of abuse have been found to have 
a significant heritable component.52,55,56

To address the complexities of alcohol effects and the use and 
abuse of this substance in the adult, numerous genetic approaches 
have been employed using animal models. These include quanti-
tative genetic (e.g., inbred strains and their crosses, selective 
breeding, recombinant inbred and recombinant inbred congeneic 
lines) and molecular genetic approaches (e.g., transgenic/
knockout models). Gene expression analysis, e.g., gene chips, has 
also been employed. One of the first genetic approaches in alcohol 
research was the long-sleep (LS) and short-sleep (SS) selected 
mouse lines. LS mice bred for increased sensitivity to the sedative 
effects of alcohol showed enhanced response to the GABAA

agonist muscimol compared to SS mice, suggesting involvement 
of GABA receptors in alcoholism.57 Bidirectional selection was 
also conducted for seizure susceptibility associated with alcohol 
withdrawal and the withdrawal-seizure-prone (WSP) and 
withdrawal-seizure-resistant (WSR) mouse lines were gener-
ated.58 Analysis of these selected lines revealed that seizure 
proneness is associated with increased NMDA-elicited convul-
sions and elevated expression of Ca2+ channels and GABAA recep-
tor subunits. The disadvantage of all quantitative genetic studies 
including selection experiments is that only genes showing vari-
ability in the studied population may be investigated.

Quantitative trait locus (or QTL) mapping is also limited to 
the study of genes that show variability in the experimental popu-
lation. Nevertheless, QTL mapping has identified chromosomes 
1, 4, and 11 as the locus of genes associated with alcohol with-
drawal in the mouse,58 and finer mapping with recombinant con-
geneic mouse strains has been narrowing the regions of interest59

leading to potential identification of the actual genes. Despite the 
widespread use of QTL analysis, however, success has been 
slow58,60 (but see Tabakoff et al.37).

The effect of overexpression and underexpression of a candi-
date gene may be investigated in vivo in transgenic mice. “Can-
didate” genes tested for alcohol-related questions in this manner 

include, e.g., those encoding GABAA receptor subunits or the 5-
HT1B receptor, PKCγ2, dopamine receptors (e.g., D2 and D4), and 
neuropeptide Y as well as the fyn intracellular tyrosine kinase.58

The pros and cons of transgenic techniques have been extensively 
discussed.61,62 Briefl y, the greatest disadvantage of these approaches 
is that they only allow the investigation of known genes but not 
the discovery of the involvement of novel ones.

Discovery of novel genes may be achieved by forward genetic 
approaches (see, e.g., the identification of the “Clock” gene in the 
mouse reviewed by Pinto and Takahashi63). Here the mutation is 
induced randomly, the mutation effects are tested at the phenotypi-
cal level, and the animal carrying the mutation is identified and 
then bred. In case of dominant or semidominant, i.e., not com-
pletely recessive, mutation the heritable change is observed at the 
F1 generation and recessive mutations are detected at the F3 gen-
eration. Localization and subsequent identification of the mutant 
gene are based on genetic marker-aided linkage analysis followed 
by positional cloning and or gene expression analysis.63 Forward 
genetic approaches are now being utilized in zebrafish. For 
example, Guo et al.64 have been using this strategy to identify 
genes involved in substance abuse with particular focus on the 
dopaminergic system. Darland and Dowling65 and colleagues also 
focus on substance abuse (cocaine)-related behavioral mutants as 
well as visual system-related mutants.66 The advantage of the 
mutagenesis approach is several-fold. First, compared to quantita-
tive genetic studies, forward genetics is not limited to the discov-
ery of genes that show variability. Second, unlike transgenic 
approaches, forward genetics allows the discovery of novel genes. 
Third, several mutations may be isolated for the same gene and 
from these mutants it is possible to make inferences about the 
function of the gene product. Fourth, both loss and gain of function 
mutations may be identified. In the following, therefore, we mainly 
focus on forward genetic applications and present a few examples 
of how these studies contributed to, or are expected to contribute 
to, the understanding of the mechanisms of alcohol and other drug 
abuse-related human diseases with the use of zebrafish.

NOVEL GENES POTENTIALLY RELEVANT 
IN DRUG USE AND ABUSE: THE FIRST 
SUCCESS STORIES USING FORWARD GENETICS 
IN ZEBRAFISH

The characteristics of zebrafish make this species particularly 
amenable to high-throughput screening, and indeed, forward 
genetic approaches, which are screening intensive, have already 
yielded successfully results with this organism. For example, Guo 
et al.64 have been using this strategy to identify genes involved in 
substance abuse with particular focus on the dopaminergic system. 
They implemented a mutation screen based not on behavioral 
phenotypes but on the histological analysis of dopaminergic 
neurons. Based on alterations using tyrosine hydroxylase (TH) 
immunohistochemistry, they detected mutants whose catechol-
aminergic systems were affected. For example, the “too few” 
mutant exhibited a reduced number of dopaminergic neurons in the 
hypothalamus during embryonic stages.64 Later, Rink and Guo67

discovered that the “too few” mutation also affected the develop-
ment of serotonergic neurons, and identified that this mutation 
disrupted a zinc-finger-containing protein,68 a probable transcrip-
tion regulator. Another mutation they identified was “foggy.” 64
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This mutant exhibited abnormalities (reduced or lack of TH stain-
ing) in diencephalic, telencephalic, and retinal DA neurons, as well 
as in the locus coeruleus and in peripheral sympathetic neurons. 
Guo et al.9 identifi ed the gene carrying the “foggy” mutation using 
positional cloning and found that it is a phosphorylation-dependent 
dual regulator of transcription elongation, a finding that provided 
the first key evidence that negative regulators of transcription 
elongation may control key aspects of neuronal development. Why 
is this all relevant for addiction research? It is, as Guo69 argues, 
because the dopaminergic system plays crucial roles in reward and 
is known to be a key player in drug abuse.

Behavioral characteristics have also been utilized as criteria 
for the identification of mutants in forward genetic studies. 
Darland and Dowling have shown development of preference for 
cocaine in zebrafish after a single trial in a place preference para-
digm65 demonstrating that a drug abused by humans also has 
rewarding properties in zebrafish. In their forward genetic screen 
using the conditioned place preference paradigm Darland and 
Dowling identified three distinct mutations selectively affecting 
cocaine-dependent behaviors.65

THE BOTTLENECK: PHENOTYPICAL 
SCREENING PARADIGMS

Up to now, we have not discussed an important disadvantage 
associated with the use of zebrafish. Although this species is 
excellent for high-throughput screening due to the ease with 
which random genetic mutations may be induced and propagated 
in a large number of offspring, a major disadvantage of zebrafi sh 
is that appropriate phenotypical screening techniques are avail-
able mainly for the developmental biologist but not when it comes 
to the question of what behavioral alteration or brain dysfunction 
may be elicited by the mutation. Briefly, the foundation of forward 
genetics, the phenotypical screening methodology, is mainly 
missing. This critical comment, of course, does not concern the 
already successful forward genetic studies discussed above, but it 
must be noted that these studies represent the exception rather 
than the rule: compared to what we know about the behavior and 
brain function of other model organisms, zebrafish may be 
regarded as an uncharted species.70,71 Given that the success of 
gene identification and thus the discovery of how genes may 
contribute to particular phenotypes rest on our ability to identify 
mutants and given that alterations of brain function may be best 
detected using behavioral testing, appropriate and sensitive behav-

ioral screening applications are an absolute must when it comes 
to the question of how genes contribute to drug use and abuse. In 
the following, we present our first few attempts to develop behav-
ioral screening applications for the detection of mutations affect-
ing alcohol use and abuse.

CHARACTERIZATION OF ZEBRAFISH 
BEHAVIOR AND THE DEVELOPMENT OF 
HIGH-THROUGHPUT TEST METHODS

First let us consider an important point that is sometimes con-
fused in the literature, the definition of an “animal model.” 
According to our view, an animal model can be regarded as a 
model if it has at least some construct, face, and predictive valid-
ity. That is, if the model resembles some mechanistic aspects of 
the human disease, if it is similar to it in its phenotypical mani-
festation (appearance), and if it can reliably predict the outcome 
of some manipulation that is expected to influence aspects of the 
human disease. Why are we discussing these points here? Because 
we want to emphasize that the following discussion will not be 
about an animal model in this strict sense. It will include our latest 
results concerning the development of behavioral testing method-
ology that will be useful for the identification of mutations affect-
ing alcohol-induced behavioral responses. That is, it will include 
the foundation of forward genetics.

We already mentioned that we51 investigated the acute effects 
of alcohol in adult zebrafish. The tests we developed were designed 
to be deliberately simplistic so that automation and fast speed 
could be achieved in future mutagenesis studies. The results we 
obtained showed that alcohol-induced behavioral changes closely 
resembled those seen in humans. For example, locomotory activ-
ity of adult zebrafish showed a characteristic inverted U-shaped 
dose–response curve with intermediate doses eliciting hyperactiv-
ity and the highest applied dose eliciting a sedative effect (Figure 
63–1). Similarly, intermediate doses elicited increased aggression 
as measured by how close a fish swam to his mirror image (Figure 
63–2) or how much aggressive posture it showed toward it (Figure 
63–3). The shortcoming of this study was that all behavioral 
responses were manually quantified, i.e., a human observer blind 
to the experimental conditions scored the previously recorded 
videotapes. While this method is very precise and is unbiased,72

it is rather time consuming. To investigate the feasibility of auto-
mated computer-based behavioral quantification in the analysis 
of zebrafish behavior two manual quantification methods were 
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Figure 63–1. Locomotory activity of zebrafi sh 
(outbred wild-type population) after acute (1-h-
long) alcohol treatment is increased by intermedi-
ate doses of alcohol. The locomotion score was 
manually recorded and is calculated as the number 
of crossings between segments of the observation 
tank during a 1-min observation session at the 
beginning (first minute) and at the end (tenth 
minute) of the test. Mean ± SE are shown. Sample 
sizes: ETOH 0.00% = 13, ETOH 0.25% = 15, 
ETOH 0.50% = 13, ETOH 1.00% = 16. Note that 
ETOH 1.00% fish exhibited depression of activity 
while the other two alcohol-treated groups showed 
a robust increase. For further details and statistical 
analyses see Gerlai.70
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ence for staying close to the mirror image, a 
“conspecifi c opponent,” indicating enhanced 
aggression. Mean ± SE are shown. Sample sizes: 
ETOH 0.00% = 15, ETOH 0.25% = 16, ETOH 
0.50% = 16, ETOH 1.00% = 18. Similar to loco-
motor activity, performance was quantified for the 
fi rst and the tenth minute of the session. Note the 
inclined mirror making the mirror image appear 
larger when viewed by the subject from the left 
side of the tank. Note the inverted U-shaped dose–
response curve. The solid horizontal line repre-
sents the chance level. For further details and 
statistical analyses see Gerlai.70
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Figure 63–3. Intermediate doses of alcohol (1-h 
acute treatment) enhance aggressive behavioral 
responses elicited by the sight of an opponent 
(mirror image) as measured by quantifying the 
amount of time the fish spent with agonistic motor 
and posture patterns. Mean ± SE are shown. 
Sample sizes: ETOH 0.00% = 15, ETOH 0.25% 
= 16, ETOH 0.50% = 16, ETOH 1.00% = 18. Note 
that data are obtained by quantifying videorecord-
ings of the same fish as in Figure 63–2 and sample 
sizes are identical to those shown in that fi gure. 
Also note that the lower one of the two zebrafi sh 
is displaying (showing an aggressive posture). 
For further details and statistical analyses see 
Gerlai.70
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compared with a more sophisticated video-tracking-based auto-
mated technique. A very good correlation was found among the 
results obtained by the different methods and this suggested that 
automated behavioral quantification, and thus high-throughput 
behavioral screening, will be possible. Utilizing video-tracking 
and the previously developed test paradigms, we are now inves-
tigating the acute and the chronic effects of alcohol exposure in 
adult zebrafish. Our preliminary findings suggest that alcohol has 
fear-reducing properties at the doses employed (interpreted as an 
anxiolytic effect in the human literature) that manifest, for 
example, as reduced distance from a predator model (Figure 63–
4). Importantly, this effect was detected without the need for a 

human observer to be present. Chronic alcohol exposure effects 
have also been successfully quantified using the automated video-
tracking method. We have also found that after a 2-week-long 
exposure to 0.25% ethanol, fish exhibit significant adaptation to 
the substance and when exposed to the same concentration during 
a test they do not increase their activity level (Figure 63–5), i.e., 
we have obtained evidence for adaptation to alcohol in zebrafish.73

Signs of withdrawal symptoms were also detected in that fish that 
received chronic alcohol treatment showed hyperactivity when 
exposed to fresh water (Figure 63–5). Briefly, these results suggest 
that acute and chronic exposure to alcohol has significant behav-
ior-altering effects in zebrafish analogous in appearance to those 
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shaped time trajectories, which are due to the fact that the predator 

model was presented only during the first and during the last minute 
of the test. Also note that the predator model is very effective and 
elicits increased distance at 0.00% and at 0.25% alcohol doses but at 
higher doses its effect diminishes. For further details and statistical 
analyses see Gerlai et al.73
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during the behavioral recording session), suggesting withdrawal-
induced hyperactivity. For further details and statistical analyses see 
Gerlai et al.73
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seen in humans. Also it is important to note that these changes 
can be quantified using automated methods. Automated comput-
erized behavioral quantification is an important requirement for 
high-throughput screening. It allows the application of a large 
number of test apparatuses running in parallel. The limiting factor 
in such a setup is no longer the amount of time an experimenter 
has but rather the physical space available and the cost of the 
equipment. Given that the test tanks are small and the equipment 
is also inexpensive (commercially available video equipment and 
computer hardware and software), high-throughput screening is 
now thus feasible.

In summary, the above results demonstrate that high-
throughput behavioral screens are feasible with zebrafish. Given 
the strength of the genetics of this species and the increasing 
number of laboratories that utilize zebrafish as a model system, 
we forecast that zebrafish will be a promising animal model with 
which the acute and the chronic effects of drugs of abuse, includ-
ing alcohol, may be investigated both in the embryo and in the 
adult. These investigations will undoubtedly lead to discoveries of 
novel genes and biochemical mechanisms involved in alcohol and 
drug abuse-related abnormalities and thus will allow the develop-
ment of biologically sound animal models of these diseases.

REFERENCES
1. Eisen JS. Zebrafish make a big splash. Cell 1996;87:969–977.
2. Streisinger G, Walker C, Dower N, Knauber D, Singer F. Production 

of clones of homozygous diploid zebrafish (Brachydanio rerio). 
Nature 1981;291:293–296.

3. Westerfield M. The Zebrafi sh Book. Eugene, OR: University of 
Oregon Press, 1993.

4. Walker C, Streisinger G. Induction of mutations by r-rays in prego-
nial germ cells of zebrafi sh. Genetics 1983;103:109–124.

5. Driever W, Solnica-Krezel L, Schier AF, Neuhauss SCF, Malicki J, 
Stemple DL, Stainier DYR, Zwartkruis F, Abdelilah S, Rangini Z. A 
genetic screen for mutations affecting embryogenesis in zebrafi sh. 
Development 1996;123:37–46.

6. Haffter P, Granato M, Brand M, Mullins MC, Hammerschmidt M, 
Kane DA, Odenthal J, Van Eeden FJM. The identification of genes 
with unique and essential function in the development of the zebraf-
ish, Danio rerio. Development 1996;123:1–36.

7. Granato M, Van Eeden FJM, Schach U, Trowe T, Brand M, Furutani-
Seiki M, Haffter P, Hammerschmidt M, Heisenberg CP, Jiang YJ, 
Kane DA, Kelsh RN, Mullins MC, Odenthal J, Nusslein-Volhard C. 
Genes controlling and mediating locomotion behavior of the zebraf-
ish embryo and larva. Development 1996;123:399–413.

8. Donovan A, Brownlie A, Zhou Y, Shepard J, Prat SJ, Moynihan J, 
Paw BH, Drejer A, Barut B, Zapata A. Positional cloning of zebrafish
ferroportin 1 identifies a conserved vertebrate iron exporter. Nature
2000;403:776–781.

9. Guo S, Yamaguchi Y, Schilbach S, Wada T, Lee J, Goddard A, 
French D, Handa H, Rosenthal A. A regulator of transcriptional 
elongation controls vertebrate neuronal development. Nature 2000;
408:366–369.

10. Zhang J, Talbot WS, Schier AF. Positional cloning identifies zebraf-
ish one-eyed pinhead as a permissive EGF-related ligand required 
during gastrulation. Cell 1998;92:241–251.

11. Knapik EW, Goodman A, Ekker M, Chevrette M, Delgado J, 
Neuhauss SCF, Shimoda N, Driever W, Fishman MC, Jacob H. A 
microsatellite genetic linkage map for zebrafi sh. Nat Genet 1998;18:
338–343.

12. Geisler R, Rauch GJ, Baier H, Van Bebber F, Brobeta L, Dekens MP, 
Finger K, Fricke C. A radiation hybrid map of the zebrafish genome. 
Nat Genet 1999;23:86–89.

13. Hukriede NA, Joly L, Tsang M, Miles J, Tellis P, Epstein JA, 
Barbazuk WB, Li FN, Paw B, Postlewait JH. Radiation hybrid 

mapping of the zebrafish genome. Proc Natl Acad Sci USA 1999;96:
9745–9750.

14. Stickney HL, Schmutz J, Woods IG, Holtzer CC, Dickson MC, Kelly 
PD, Myers RM, Talbot WS. Rapid mapping of zebrafish mutations 
with SNPs and oligonucleotide microarrays. Genome Res 2002;12:
1929–1934.

15. Amsterdam A, Burgess S, Golling G, Chen W, Sun Z, Townsend K, 
Farrington S, Haldi M, Hopkins N. A large-scale insertional muta-
genesis screen in zebrafi sh. Genes Dev 1999;13:2713–2724.

16. Nasevicius A, Ekker SC. Effective targeted gene “knockdown” in 
zebrafi sh. Nat Genet 2000;26:216–220.

17. McCallum CM, Comai L, Greene EA, Henikoff S. Targeting induced 
local lesions in genomes (TILLING) for plant functional genomics. 
Plant Physiol 2000;123:439–442.

18. Wienholds E, Schulte-Merker S, Walderich B, Plasterk RHA. Target 
selected inactivation of the zebrafish rag1 gene. Science 2002;297:
99–102.

19. Sprague J, Doerry E, Douglas S, Westerfield M. The zebrafish infor-
mation network (ZFIN): A resource for genetic, genomic and devel-
opmental research. Nucleic Acids Res 2001;29:87–90.

20. GranatoM, Nusslein-Volhard C. Fishing for genes controlling devel-
opment. Curr Opin Genet Dev 1996;6:461–468.

21. Grunwald DJ. A fin-de-siècle achievement: Charting new waters in 
vertebrate biology. Science 1996;274:1634–1635.

22. Cerda J, Conrad M, Markl J, Brand M, Herrmann H. Zebrafish
vimentin: Molecular characterisation, assembly properties and devel-
opmental expression. Eur J Cell Biol 1998;77:175–187.

23. Lassen N, Estey T, Tanguay RL, Pappa A, Reimers MJ, Vasiliou V. 
Molecular cloning, baculovirus expression, and tissue distribution of 
the zebrafish aldehyde dehydrogenase 2. Drug Metab Dispos 2005;
33:649–656.

24. Reimers MJ, Hahn ME, Tanguay RL. Two zebrafish alcohol dehy-
drogenases share common ancestry with mammalian class I, II, IV, 
and V alcohol dehydrogenase genes but have distinct functional char-
acteristics. J Biol Chem 2004;279:38303–38312.

25. Barbazuk WB, Korf I, Kadavi C, Heyen J, Tate S, Wun E, 
Bedell JA, McPherson JD, Johnson SL. The syntenic relationship of 
the zebrafish and human genomes. Genome Res 2000;10:1351–
1358.

26. Woods IG, Kelly PD, Chu F, Ngo-Hazelett P, Yan YL, Huang H, 
Postlewait JH, Talbot WS. A comparative map of the zebrafish
genome. Genome Res 2000;10:1903–1914.

27. Rice DP. Economic costs of substance abuse, 1995. Proc Assoc Am 
Physicians 1999;111:119–125.

28. Harwood HJ, Fountain D, Livermore G. Economic costs of alcohol 
abuse and alcoholism. Recent Dev Alcohol 1998;14:307–330.

29. Robbins LN, Helzer JE, Weissman MM, Orvaschel H, Gruenberg 
E, Burke JD, Regier DA. Lifetime prevalence of specific psychia-
tric disorders in three sites. Arch Gen Psychiatry 1984;41:949–
958.

30. Sullivan EJ, Handley SM. Alcohol and drug abuse. Annu Rev Nurs 
Res 1993;11:281–297.

31. Fuller RK, Hiller-Sturmhöfel S. Alcoholism treatment in the United 
States. An overview. Alcohol Res Health 1999;23:69–77.

32. O’Brien CP, Eckardt MJ, Linnoila MI. Pharmacotherapy of alcohol-
ism. In: Bloom FE, Kupfer DJ, Eds. Psychopharmacology: The 
Fourth Generation of Progress. New York: Raven Press, Ltd., 1995:
1745–1755.

33. Rawson RA, McCann MJ, Hasson AJ, Ling W. Addiction pharma-
cotherapy 2000: New options, new challenges. J Psychoactive Drugs
2000;32:371–378.

34. Lovinger DM, White G, Weight FF. NMDA receptor-mediated syn-
aptic excitation selectively inhibited by ethanol in hippocampal slice 
from adult rat. J Neurosci 1990;10:1372–1379.

35. Deitrich RA, Dunwiddie TV, Harris RA, Erwin VG. Mechanisms of 
action of ethanol: Initial central nervous system actions. Pharmacol
Rev 1989;41:489–537.

36. Nestler EJ, Hyman SE, Malenka RC. Molecular Neuropharmacol-
ogy: A Foundation for Clinical Neuroscience. New York: McGraw-
Hill, 2001.



622 SECTION VI  /  MODELS OF OTHER HUMAN DISEASES

37. Tabakoff B, Bhave SV, Hoffman PL. Selective breeding, quantitative 
trait locus analysis, and gene arrays identify candidate genes for 
complex drug-related behaviors. J Neurosci 2003;23:4491–4498.

38. Erwin VG. Neurotensin: A potential mediator of ethanol actions. In: 
Deitrich RA, Erwin VG, Eds. Pharmacological Effects of Ethanol on 
the Nervous System. Boca Raton, FL: CRC Press, 1996:163–174.

39. Dunwiddie TV. Acute and chronic effects of ethanol on the brain: 
Interactions of ethanol with adenosine, adenosine transporters, and 
adenosine receptors. In: Deitrich RA, Erwin VG, Eds. Pharmacologi-
cal Effects of Ethanol on the Nervous System. Boca Raton, FL: CRC 
Press, 1996:147–162.

40. Crews FT, Morrow AL, Criswell H, Breese G. Effects of ethanol on 
ion channels. Int Rev Neurobiol 1996;39:283–367.

41. Walter HJ, Messing RO. Regulation of neuronal voltage-gated 
calcium channels by ethanol. Neurochem Int 1999;35:95–101.

42. Koob GF. The neuropharmacology of ethanol’s behavioral action: 
New data, new paradigms, new hope. In: Deitrich RA, Erwin VG, 
Eds. Pharmacological Effects of Ethanol on the Nervous System.
Boca Raton, FL: CRC Press, 1996:1–12.

43. Hoek JB, Kholodenko BN. The intracellular signaling network as a 
target for ethanol. Alcohol Clin Exp Res 1998;22:224S-230S.

44. Laale HW. Ethanol induced notochord and spinal cord duplications 
in the embryo of the zebrafish, Brachydanio rerio. J Exp Zool 1971;
177:51–64.

45. Arenzana FJ, Carvan MJ 3rd, Aijon J, Sanchez-Gonzalez R, Arevalo 
R, Porteros A. Teratogenic effects of ethanol exposure on zebrafish
visual system development. Neurotoxicol Teratol 2006;28:342–
348.

46. Hallare A, Nagel K, Kohler HR, Triebskorn R. Comparative 
embryotoxicity and proteotoxicity of three carrier solvents to zebraf-
ish (Danio rerio) embryos. Ecotoxicol Environ Saf 2006;63:378–
388.

47. Bilotta J, Barnett JA, Hancock L, Saszik S. Ethanol exposure alters 
zebrafi sh development: A novel model of fetal alcohol syndrome. 
Neurotoxicol Teratol 2004;26:737–743.

48. Loucks E, Carvan MJ III. Strain-dependent effects of developmental 
ethanol exposure in zebrafi sh. Neurotoxicol Teratol 2004;26:745–
755.

49. Carvan MJ III, Loucks E, Weberb ND, Williams FE. Ethanol effects 
on the developing zebrafish: Neurobehavior and skeletal morphogen-
esis. Neurotoxicol Teratol 2004;26:757–768.

50. Lockwood B, Bjerke S, Kobayashi K, Guo S. Acute effects of alcohol 
on larval zebrafish: A genetic system for large-scale screening. Phar-
macol Biochem Behav 2004;77:647–654.

51. Gerlai R, Lahav M, Guo S, Rosenthal A. Drinks like a fish: Zebra 
fi sh (Danio rerio) as a behavior genetic model to study alcohol 
effects. Pharmacol Biochem Behav 2000;67:773–782.

52. Oroszi G, Goldman D. Alcoholism: Genes and mechanisms. Phar-
macogenomics 2004;5:1037–1048.

53. Lovinger DM, Crabbe JC. Laboratory models of alcoholism: Treat-
ment target identification and insight into mechanisms. Nat Neurosci
2005;8:1471–1480.

54. Neve RL, McPhie DL, Chen Y. Alzheimer’s disease: A dysfunction 
of the amyloid precursor protein(1). Brain Res 2000;886:54–66.

55. Cloninger C. Neurogenetic adaptive mechanisms in alcoholism. 
Science 1987;236:410–416.

56. Li MD. The genetics of nicotine dependence. Curr Psychiatry Rep
2006;8:158–164.

57. Mihic S, Harris R. Alcohol actions at the GABAA receptor/chloride 
channel complex. In: Deitrich RA, Erwin VG, Eds. Pharmacological
Effects of Ethanol on the Nervous System. Boca Raton, FL: CRC 
Press, 1996:51–72.

58. Browman KE, Crabbe JC. Alcohol and genetics: New animal models. 
Mol Med Today 1999;5:310–318.

59. Blizard DA, Darvasi A. Experimental strategies for mapping quanti-
tative trait loci (QTL) analysis in laboratory animals. In: Crusio WE, 
Gerlai RT, Eds. Handbook of Molecular-Genetic Techniques for 
Brain and Behavior Research. Amsterdam, the Netherlands: Else-
vier, 1999:61–81.

60. Crabbe JC. Alcohol and genetics: New models. Am J Med Genet
2002;114:969–974.

61. Gerlai R. Gene targeting studies of mammalian behavior: Is it the 
mutation or the background genotype? Trends Neurosci 1996;19:
177–181.

62. Gerlai R. Gene targeting in neuroscience: The systemic approach. 
Trends Neurosci 1996;19:188–189.

63. Pinto LH, Takahashi JS. Genetic dissection of mouse behavior using 
induced mutagenesis. In: Crusio WE, Gerlai RT, Eds. Handbook of 
Molecular-Genetic Techniques for Brain and Behavior Research.
Amsterdam, the Netherlands: Elsevier, 1999:147–165.

64. Guo S, Wilson SW, Cooke S, Chitnis AB, Driever W, Rosenthal A. 
Mutations in the zebrafish unmask shared regulatory pathways con-
trolling the development of catecholaminergic neurons. Dev Biol
1999;208:473–487.

65. Darland T, Dowling JE. Behavioral screening for cocaine sensitivity 
in mutagenized zebrafi sh. Proc Natl Acad Sci USA 2001;98:11691–
11696.

66. Brockerhoff SE, Hurley JB, Janssen-Bienhold U, Neuhauss SCF, 
Driever W, Dowling JE. A behavioral screen for isolating zebrafish
mutants with visual system defects. Proc Natl Acad Sci USA
1995;92:10545–10549.

67. Rink E, Guo S. The too few mutant selectively affects subgroups of 
monoaminergic neurons in the zebrafish forebrain. Neuroscience
2004;127:147–154.

68. Levkowitz G, Zeller J, Sirotkin HI, French D, Schilbach S, Hashi-
moto H, Hibi M, Talbot WS, Rosenthal A. Zinc finger protein too 
few controls the development of monoaminergic neurons. Nat Neu-
rosci 2003;6:28–33.

69. Guo S. Linking genes to brain, behavior and neurological diseases: 
What can we learn from zebrafi sh? Genes Brain Behav 2004;3:63–
74.

70. Gerlai R. Zebra fish: An uncharted behavior genetic model. Behav
Genet 2003;33:461–468.

71. Sison M, Cawker J, Buske C, Gerlai R. Fishing for genes infl uencing 
vertebrate behavior: Zebrafish making headway. Lab Anim 2006;35:
33–39.

72. Blaser R, Gerlai R. Behavioral phenotyping in zebra fish: Compari-
son of three behavioural quantification methods. Behav Res Methods
2006;38:456–469.

73. Gerlai R, Lee V, Blaser R. Effects of acute and chronic ethanol 
exposure on the behavior of adult zebrafish (Danio rerio). Pharmacol
Biochem Behav 2006;85(4):752–761.



623

64 Mouse Models for Experimental 
Cancer Therapy
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ABSTRACT
Tumors in laboratory rats and mice have long been the major 

model systems used in experiments intended to improve the diag-
nosis and treatment of cancer. A wide variety of rodent models 
are used in experimental cancer therapy; all have strengths and 
weaknesses as models for human cancer and as models for devel-
oping improved therapies for cancer. The strengths and the limita-
tions of the various models are discussed in this chapter. These 
should be considered carefully by researchers as they select 
systems for use in their projects in experimental cancer therapy, 
as they design and perform their experiments, and as they analyze 
their data and translate their studies to improve the care of cancer 
patients.

Key Words: Mouse, Inbred strains, Experimental cancer 
therapy, Tumor models, Toxicities of anticancer agents, History 
of laboratory mouse.

INTRODUCTION
ORIGINS OF LABORATORY MICE Popular culture asso-

ciates white mice with biomedical research, but most people 
(including many scientists) do not realize that laboratory mice are 
very special creatures, with unique characteristics and pedigrees 
that trace back over 30 centuries.1–4 Humans and mice have lived 
together since ancient times. The English word mouse traces back 
through the Latin mus and Greek mys to the Sanskrit mush, a name 
derived from the verb meaning “to steal,” showing that the habits 
of these little rodents were familiar to Indo-Europeans at least 
6000 years ago. Greek history ascribed a major victory of the 
Greek army to the intervention of the god Apollo, who sent mice 
into the enemy camp the night before the battle to chew through 
the leather thongs of the shields and render them useless. The 
Greeks celebrated this divine intervention by building temples to 
Apollo Smintheus (Apollo the god of mice) and by raising under 
the alters of these temples white mice, which were credited with 
powers of prophecy and healing. Domesticated mice with unusual 
coat colors, color patterns, appearance, and behavioral character-
istics have been raised and studied in Asia for more that 3000 
years. The Chinese character meaning “white mouse” is ancient. 
The symbol for “spotted mouse” was present in the first Chinese 
lexicon, compiled in 1100 bce. Because mice gathered and stored 

food and other objects, they were considered prudent and wise. 
In Japan, mice were considered to be the messengers of Diakoku, 
the god of wealth, and the activities of mice raised in his temples 
were analyzed to predict the success or failure of business 
ventures.

People have continued to raise domesticated mice since these 
ancient times. Domesticated house mice and “fancy mice” with 
unusual characteristics appear frequently in art and literature 
throughout the world. By the eighteenth century, breeding of 
fancy mice had become a global commercial enterprise as well as 
a common hobby. Mouse farms, which bred and sold mice of 
European, Asian, and mixed origins, were common in the United 
States as well as Europe and Asia. Mice were bred for unusual 
coat colors, including white, black, yellow, and chocolate, and to 
have patterns that included spots, stripes, and markings like 
Siamese cats. Strains of dwarf mice, hairless mice, mice with 
curled or kinked tails, “waltzing” mice, and other unusual mice 
were also developed.

THE RISE OF EXPERIMENTAL BIOLOGY The emergence 
of biology as an experimental science in seventeenth and eigh-
teenth century Europe saw the use of mice as laboratory models.1,2

Harvey’s studies of anatomy and circulation and Priestley’s and 
Levoisier’s studies of respiration used domesticated mice. Some 
historians believe that Mendel’s studies of the inheritance of spe-
cifi c traits included studies with mice as well as pea plants. The 
discussions of Darwin’s theory of evolution in the late 1800s and 
the rediscovery of Mendel’s work in 1900 enhanced interest in 
heredity and led to experiments involving the deliberate breeding 
of organisms with divergent traits. Mice rapidly became important 
models in this research. The mouse’s short gestation time (21 
days), short time to sexual maturity (3 months), and relatively 
large litter size facilitated genetic studies. The commercially 
available lines of mice with readily distinguishable physical and 
behavioral traits provided ideal starting materials for geneticists 
who wished to study inheritance and assess whether specific traits 
could be fixed by inbreeding in animals, as they were known to 
be in plants. By the early 1900s, William Castel, Clarence Little, 
Hasely Bagg, Leonell Strong, Leo Loeb, and many other Ameri-
can geneticists were studying inheritance in mice.1,2

THE DEVELOPMENT OF INBRED MOUSE STRAINS In
the early 1900s Abbie E.C. Lathrop, who owned the Grandby 
Mouse Farm in Grandby, CT, noticed that the different “families” 
of fancy mice she was raising differed dramatically in their inci-
dences of cancer.1,2 She sent mice from her cancer-prone mouse 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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family to the geneticist Leo Loeb. This led to a series of collabora-
tive studies examining the role of genetic and endocrine factors 
in the development of mammary tumors. About the same time, 
Ernest Tyzzer published a series of papers describing studies in 
which tumors were implanted from mice of one “race” into mice 
of related and unrelated lineages. Little began studying the heredi-
tary factors that determined sensitivity or resistance to tumor 
transplantation, and decided that there was a need for mouse 
models with a “homogeneity of genetic constitution” that allowed 
this problem and other complex, non-Mendelian problems in 
genetics to be studied rigorously. By the early 1900s a number 
of researchers were systematically inbreeding mice, often with 
founding stock obtained from the mouse lines sold by Grandby 
Mouse Farm, to produce different strains of uniform, genetically 
defi ned animals that provided the foundation stock for modern 
laboratory mice.

INBRED STRAINS
The inbred mouse strains that result after ~50 generations of 

brother–sister mating and selection for uniformity and desired 
traits are unique biological models (see Chapter 20, this volume).2–6

First, all of the animals within an inbred strain are genetically 
identical, except for the inevitable differences in the male and 
female karyotypes. Moreover, the mice are homozygous at all 
genetic loci; all recessive alleles are therefore expressed. The 
resulting animal-to-animal homogeneity in physiology, behavior, 
development of strain-specific disease, and response to treatments 
or manipulations has profound implications for the design and 
performance of biological experiments. In addition, because the 
strains have been bred to homozygosity, the first generation (F1)
hybrids resulting from a cross of two inbred strains are also 
uniform and genetically defined. Inbred strains of mice therefore 
provide powerful model systems for studying genetic diseases and 
for studying the effects of genetic factors on the development of 
injuries and diseases produced by exogenous agents, as described 
in detail in other chapters in this volume. The characteristics of 
most inbred strains of mice are well described on the mouse 
genome informatics website at http://www.informatics.jax.org/.6

The development of inbred mouse strains was intrinsically 
linked to their use in studying the implications of heredity factors 
in the development of cancer.1,2 Their critical role in this area has 
continued and has expanded with the development of genetically 
engineered mice (GEM) that allow studies of the effects of the 
presence, absence, mutation, or altered expression of specifi c 
genes or combinations of genes (see Chapter 41, this volume).6,7

These models have also found wide use in preclinical studies of 
the potential benefits and toxicities of agents being developed for 
the prevention and treatment of cancer.3,4,8–10 They have also been 
used to study the mechanisms of action of these agents and to 
develop regimens for use in initial clinical trials of novel antican-
cer agents.3

MODEL SYSTEMS FOR STUDYING THE 
TOXICITIES OF ANTICANCER AGENTS

Most anticancer agents produce their beneficial effects by 
killing or preventing the growth of the malignant cells. Unfortu-
nately, cancer cells develop from the normal tissues of the same 
patient, and although their evolution through precancerous lesions 
to cancer results in the acquisition of the cellular phenotypes 

associated with malignancy, cancer cells seldom develop abso-
lutely unique physiological signatures that can be used to target 
cancer therapy with complete specificity. Instead, the targets gen-
erally appear at low levels or in slight variations on some cells in 
normal tissues, and the agents therefore have effects on normal 
tissues as well as tumor. The development and testing of new 
cancer therapies therefore must always involve studies of the toxic 
side effects of the agents, as well as studies of their antineoplastic 
effi cacies.

Inbred strains of laboratory mice have proven invaluable for 
studying the response to therapy of the critical tissues that limit 
the intensity of cancer therapy. The value of these models results 
from several factors. First, the genetic homogeneity of the mice 
within an inbred strain minimizes animal-to-animal variations in 
the delivery of treatment related to factors such as size, percent 
body fat, or uptake from the injection site or the gastrointestinal 
track. Similarly, for drugs that are enzymatically activated or 
metabolized, the uniformity in the enzymes and enzyme levels 
within an inbred strain produces greater uniformity in pharmaco-
kinetics than would be seen in outbred mice with enzyme poly-
morphisms. The physiological differences in different inbred 
strains of mice4–6 can result in very different effects from the same 
agent. This is illustrated by a comparison of the duration of anes-
thesia produced when the same intraperitoneal dose of the same 
barbiturate is injected into mice of similar sex and age, but from 
different strains: the reported “sleeptimes” vary by a factor of 
about 3.5

Other genetic differences between inbred strains also infl uence 
the response of mice to treatment, through mechanisms that refl ect 
both cellular and tissue level effects. Inbred strains differ in their 
ability to repair the DNA damage that produces the effects of 
many anticancer drugs. As an extreme example, scid mice, often 
used as hosts for human tumor xenografts because of their pro-
found immunodeficiency, are immunodeficient because the scid
mutation produces a deficiency in the repair of DNA double-
strand breaks. Because of this cellular repair deficit, radiation 
injuries to the normal tissues of scid mice develop at extremely 
low radiation doses, one-third to one-half the dose needed to 
produce the same effect in normal mice.11 Less obvious differ-
ences in DNA repair exist among inbred strains.12 For example, 
studies of radiosensitive BALB/c mice, radioresistant C57BL/6 
mice, and their hybrid progeny relate the different radiosensitivi-
ties of these mice to differences in DNA-PKcs expression that 
result in variations in nonhomologous end joining. Physiological 
differences at the tissue or whole animal level also affect the 
development of treatment-induced injuries. Susceptibility to the 
development of lung fibrosis after treatment with radiation or 
bleomycin, for example, is a heritable trait in mice. Different 
inbred strains and their crosses, as well as GEM, show striking 
variations in lung injury after irradiation that reflect the infl uences 
of multiple genetic loci.13 The use of mouse strains with differing 
susceptibilities to naturally occurring diseases of specific organ 
systems, described elsewhere in this book, offers opportunities to 
determine how the development of injuries from cancer therapeu-
tic agents mimics and how it differs from the development of the 
genetically induced diseases and the functional declines associ-
ated with aging.

The use of inbred strains to study the effects of anticancer 
agents has some significant implications for experimental design. 
The uniformity of the mice within a strain has statistical implica-
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tions: it reduces the number of animals needed in experiments and 
allows detection of smaller effects than could be seen with more 
variable models. It has been possible, for example, to detect age- 
and sex-dependent differences in the toxicity of some agents that 
would be masked in experiments using animals from a more vari-
able population. In fact, it should be noted that some of the toxici-
ties commonly ascribed to therapeutic agents have been defi nitively 
identifi ed only from studies of mice and other model organisms. 
We know from Muller’s studies in fruit flies and Russell’s studies 
in mice that irradiation of the gonads causes germ line mutations 
that can lead to mutations or genetic disease in the progeny.14,15

The potential for this deleterious effect in humans is assumed and 
is considered when planning cancer therapy for patients who may 
have children in the future, but a significant increase in genetic 
diseases or polymorphisms above the background rate has never 
been demonstrated in any human populations studied, including 
the large, heavily irradiated populations of Hiroshima and 
Nagasaki.3 Uniform, genetically defined mouse models therefore 
provide extremely powerful experimental systems for defi ning 
and studying the potential toxicities of anticancer drugs and allow 
researchers to address questions that cannot be answered either 
using in vitro systems or by studies of human populations.

There are also potential problems and pitfalls in the use of 
inbred mice as model systems. The breeding of inbred lines must 
be closely monitored to ensure that the expected genotype, phe-
notype, and uniformity are maintained. Breeding errors that result 
in the introduction of foreign genes can be disastrous for the 
experiments. It is important for researchers to realize that the 
inbred mice they purchase or acquire from different sources may 
not be identical, despite the fact that they have the same strain 
designation.4–6 Some mouse strains were not actually fully inbred 
at the time the founder stock was separated to establish the dif-
ferent sublines now available.2,4 Genetic drift, resulting from 
random spontaneous mutations, has also introduced genetic 
changes into the sublines.4,6 The slow accumulation of genetic 
differences becomes important when comparing sublines that 
have been separated for many decades (i.e., dozens of genera-
tions). Moreover, some natural mutations (such as the nude muta-
tion) have occurred several times and some transgenics and 
knockouts have been produced multiple times; these mutations 
are therefore available in mice of different outbred and inbred 
backgrounds. Investigators should consider the substrain designa-
tions, as well as strain designations, and should research the 
origins and characteristics of the substrains if they change vendors 
or sources. They should also consider the microbiological status 
[including the presence/absence of strain-associated viruses such 
as mouse mammary tumor virus (MMTV)] of the mice from dif-
ferent sources. The parental genotypes of some GEM, especially 
those produced using the genetically diverse strain 129 mice or 
their crosses,6 are not well defined. Thus, although the gene of 
interest may be the same in the different genetically altered mice, 
there may be very significant differences elsewhere in the 
genomes.

Additional thought must be given when using hybrids between 
inbred strains (see Chapter 20, this volume).5,6 Although F1 hybrids 
are uniform and genetically defined, they are heterozygous, rather 
than homozygous, and recessive genes will therefore be hidden. 
Moreover, the two possible crosses will not be the same. For 
example, a C3H × C57BL mouse would differ from a C57BL ×
C3H mouse in its X and Y chromosomes, in its imprinting, in its 

mitochondrial DNA, and in intrauterine and postnatal exposures 
that reflect the mother’s genetics or epigenetics (classically includ-
ing exposure to MMTV in the milk).

Certain caveats must always be remembered when using any 
mouse model system. Disney’s cartoons notwithstanding, mice 
are not furry little people. Researchers must always be aware that 
there are differences between mice and humans that can compli-
cate or even preclude the use of mice as models for specific proj-
ects. An obvious example in cancer therapy is that mice do not 
vomit: they are therefore useless as models for predicting the 
nausea associated with cancer therapy or for developing approaches 
to ameliorate this toxicity. The pharmacological and pharmacoki-
netic differences between mice and humans must also be consid-
ered. Uptake, distribution, and elimination of drugs are often 
much more rapid in mice than in people. In studies of hypoxic 
cell radiosensitizers, such as misonidazole, where radiosensitiza-
tion increased with the drug levels in the tumor at the time of 
irradiation and toxicity increased with the cumulative drug expo-
sure, the mouse models showed much greater efficacy than could 
be obtained in patients and failed to predict the peripheral neu-
ropathies seen in clinical trials.16 The differences in the rates of 
cell proliferation in mice and people10 must also be considered in 
designing studies of anticancer agents. Many antineoplastic drugs 
and radiation are “cycle-active” agents, which have effects that 
differ for cells in different phases of the cell cycle. Because mouse 
cells generally have much shorter cell cycle times than human 
cells, the effects of changing the duration of treatment or the 
timing of multifraction or multiagent regimens in mice will be 
different from those in people. Similarly, the late tissue injuries 
(e.g. lung fibrosis, kidney damage) that limit the delivery of many 
anticancer regimens will develop more rapidly in the mouse (with 
a lifespan of 2–3 years) than in people.

MODEL SYSTEMS FOR STUDIES OF THE 
EFFICACY OF ANTICANCER THERAPIES

Studies of the efficacy of potential anticancer agents require 
the use of model tumor systems, because even the most sophisti-
cated cell culture systems cannot replicate the complex environ-
ments within solid tumors or the interactions between the tumors, 
stroma, and hosts. A wide variety of mouse tumor models exist. 
Each has value for addressing specific questions, but each has 
potential limitations, as discussed below. Researchers using any 
of these model tumors should also consider the strengths and 
limitations of mouse models discussed above, as most of those 
discussions are equally germane to studies of tumors.

MODEL RODENT TUMORS
Spontaneous Tumors Outbred and inbred mice develop 

spontaneous tumors (i.e., tumors developing from an unknown 
etiology) over their life spans.4,5,8–10,17 These are seldom used in 
experimental cancer therapy because they develop in many organs 
and locations and have a wide spectrum of histologies and char-
acteristics. Moreover, any specific type of spontaneous tumor will 
occur with a relatively low frequency. Because the incidence of 
spontaneous tumors increases with age, such tumors become 
common only in colonies of animals being held for life span 
studies: they are rarely found in experiments using young mice or 
even in production colonies, because breeders are culled as their 
production rate declines in midlife. These factors preclude the 
accumulation of large numbers of similar spontaneous tumors 
for study. Their use has therefore been limited primarily to the 
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initiation of transplanted tumor lines, the common models 
described below.

Autochthonous Tumors Many inbred strains of mice 
develop strain-specific tumors at a high frequency or have high 
incidences of specific tumors if given specific treatments.4–6 These 
are not true “spontaneous” tumors, because they result from the 
effects of specific oncogenes and/or endogenous viruses. They are 
called “autochthonous tumors” when they are studied in the mice 
in which they arose. Examples of autochthonous tumors include 
mammary tumors in C3H mice, which transmit the MMTV in 
their milk and have a genotype conferring sensitivity to the car-
cinogenic effects of this virus; radiation-induced lymphoma in 
C57BL mice, reflecting the presence and induction of the radia-
tion-induced leukemia virus; or the characteristic tumors develop-
ing in GEM carrying activated oncogenes or harboring specifi c 
defi cits in tumor suppressor genes. While most work with these 
tumor models has focused on studying the etiology of the cancer 
and the molecular pathways leading to malignancy, a few projects 
have examined the responses of these tumors to therapy. C3H 
mouse mammary tumors have been used, for example, to study 
the effects of hormonal manipulations, as well as effects of radia-
tion and drugs.16

Autochthonous tumors are true primary tumors, growing in the 
site where they arose. The tumor/stroma relationship therefore 
bears a closer resemblance to primary human tumors than does 
that of tumors arising from cells transplanted into healthy mouse 
tissue. The limitations arise from the costs and difficulty of 
working with these tumors. To obtain sufficient tumors for study, 
large colonies of mice at risk must be maintained and monitored 
for tumor development over periods of months or years. Because 
the initial evolution of tumors from precancerous lesions is reca-
pitulated in these models, the tumors will be quite variable. They 
may have different histologies, variable growth rates, and variable 
metastatic and invasive potentials. Tumors will develop in differ-
ent locations (e.g., different mammary glands or different lymph 
nodes) and some may be in locations that rapidly lead to morbidity 
or death. Some animals will develop multiple primary tumors 
simultaneously or during an experiment, complicating studies of 
therapeutic responses. Some tumors will become detectable at an 
earlier stage than others. The age and health of the hosts will vary. 
Tumors will develop in the colony at different times spanning 
months or years; one or only a few tumors will be available for 
treatment at any one time. Each treated and control group will 
therefore include tumors discovered, treated, and observed sepa-
rately. All of these factors introduce experimental variability and 
raise technical and statistical problems for the use of these model 
systems in studying the response of established malignancies to 
therapy. They are therefore used primarily in studies testing inter-
ventions that might delay the development of malignancies by 
preventing development of premalignant lesions, ablating such 
lesions, or preventing their progression to malignancy.

Transplanted Tumors
Tumor Lines Mice from the same inbred substrain are essen-

tially identical twins, and, like identical twins, they will accept 
reciprocal transplants of tissues without rejection. They will also 
accept transplants of tumors developing in mice of the same sub-
strain. Transplanted tumors in inbred mice are the most common 
mouse model systems used in experimental cancer therapy.8–10

Use of these tumors offers notable advantages in experimental 
design. All tumors within an experiment can be inoculated in the 

same anatomical site, with the same pool of tumor cells, during 
the same session. Tumors within an experiment can be treated as 
a cohort, with treated and control tumors examined and assayed 
simultaneously by the same observer. The use of transplanted 
tumors therefore offers numerous advantages in terms of simplify-
ing the experimental design and reducing the numbers of tumors 
(and therefore mice) needed to perform experiments with ade-
quate statistical power to compare the effects of different 
treatments.

There are many things the researcher needs to consider before 
beginning a project examining the response of transplanted tumors 
to therapy. First is the choice of tumor model. A wide variety of 
experimental tumor lines are available from researchers and from 
institutional and commercial cell and tissue repositories. The 
investigator should ensure that the characteristics of the tumor line 
to be studied are appropriate to address the question being asked. 
Early passage tumors generally grow more slowly and are better 
differentiated than are tumor lines that have been serially trans-
planted in mice or passaged repeatedly in cell culture. This refl ects 
the fact that serial passage (in vivo or in vitro) selects for the cells 
with the most rapid growth rate.12 Over the first dozen serial pas-
sages the tumor cell population evolves to have shorter cell cycle 
times and a higher fraction of proliferating cells. Early passage 
tumors may offer better models for well-differentiated human 
tumors. However, this comes at a price: more cells or tissue must 
be implanted to produce a tumor and some recipient mice may 
not develop tumors; the tumors grow more slowly; and tumors 
show greater tumor-to-tumor variability in histology, behavior, 
and response to therapy. Late passage tumors are better character-
ized, are more uniform, and are rapidly growing and easy to 
handle. Established tumor lines vary in their invasiveness and 
metastatic potential. Some lines metastasize early (perhaps even 
before the primary tumor becomes palpable) either to specifi c 
tissues or widely; others rarely produce metastasis. Studies of 
metastasis will require the use of model systems different from 
those studies using local control as an endpoint, in which long-
term observation of the site of the treated primary tumor is essen-
tial and the presence of metastasis would preclude observations 
long enough to use this assay meaningfully.

Selection of Hosts The host mice should be uniform in 
origin, age, sex, weight, and/or any other critical characteristics. 
Age is a critical factor. Many vendors sell very young mice (4–5 
weeks of age), which are too small to carry the tumor burden 
needed for the studies. Moreover, the pharmacology and effects 
of anticancer drugs often differ in immature and adult mice, even 
when drug doses are given on a per gram basis. Animals should 
be held until they reach 2–2.5 months of age before inoculating 
tumors. The researcher should ensure that the substrain chosen as 
the host is appropriate and syngeneic with the tumor line—noting 
that some substrains of common inbred lines have been separate 
long enough that they will reject tumors (and skin grafts) from 
other substrains. Some long-passaged tumors (e.g., Harding-
Passey melanoma, S180, and Ehrlich ascites carcinoma) arose in 
outbred mice or mouse strains that no longer exist, and have been 
carried in mice of many different strains.17 In addition, some 
tumor lines exhibit tumor-specific or viral antigens that render 
them immunogenic even in “syngeneic” mice.8,17 The possibility 
that the hosts will mount immune responses to transplanted tumors 
must therefore be considered when designing experiments and 
interpreting data.8,17
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Care should be taken to ensure that experiments begin with 
mice of the best possible microbiological status. The purchase 
price of specific pathogen-free mice may be higher than that of 
“conventional” mice and the per diem charges for maintaining the 
mice under stringent microbiological conditions may likewise be 
higher. However, any loss of animals or experiments due to inter-
current infections can soon make this difference in cost disappear. 
Almost all cancer therapies are immunosuppressive; treated mice 
will therefore be at increased risk of illness and morbidity from 
both pathogens and “nonpathogenic” organisms. In addition, it 
has been shown repeatedly that both active infection and past 
infections alter the physiology and immune function of mice in 
ways that perturb tumor growth and alter the responses of tumors 
and normal tissues to therapeutic agents.8 Stress from other 
sources (noise, handling, recaging of aggressive adult males) has 
also been shown to affect tumor growth, and even minor changes 
in husbandry can alter drug effects (e.g., changing from pine 
shavings to corn cob bedding alters liver microsomes and there-
fore changes the pharmacokinetics of some drugs).8 Care should 
therefore be taken to select appropriate animals and to house and 
handle them appropriately throughout the experiments.

Inoculation of Tumors Many other technical factors must 
be considered in designing experiments with transplanted tumors. 
The site of tumor implantation is important. While older studies 
often used tumor cells injected into the peritoneal cavity, this 
implantation site is now used infrequently. Intraperitoneal injec-
tion produces ascites, in which tumor cells and host immune cells 
exist as single cell suspensions in the ascites fluid. However, 
ascites models mimic the growth of only a few natural tumors, 
such as ovarian carcinomas and leukemic infiltrates. As apprecia-
tion of the interactions between the malignant cells of solid tumors 
and the stroma and vasculature has improved, the limitations of 
ascites tumor models and the importance of studying solid tumor 
cells in a more realistic association with stroma have become 
clear. Most solid malignancies are now implanted subcutane-
ously, intradermally, or into tissues such as muscle, lung, brain, 
spleen, or mammary fat pad. Orthotopic implantation of tumors 
into the tissue of origin or into a common site of metastasis has 
theoretical advantages and in some cases provides tumors that 
better model invasion and/or metastasis from primary tumors of 
the same histology.18 However, orthotopic implants generally 
require surgery to expose and visualize an internal organ for 
inoculation. The wound-healing responses and immunosuppres-
sion resulting from surgery can complicate interpretation of the 
results, and the internal location of the developing tumors pre-
cludes the sequential tumor observations needed to monitor tumor 
growth, to deliver treatment at a specific predetermined volume, 
or to follow the effects of treatment on tumor growth and cure. 
Single terminal observations of tumors treated at a prespecifi ed 
time after treatment have often been used to assay responses with 
such tumors; this compromise presents many experimental design 
problems. Sequential imaging of tumors using X-rays, computed 
tomography (CT), magnetic resonance imaging (MRI), or assays 
of light from green fluorescent protein (GFP)-expressing tumor 
cells offers the potential for more rigorous delivery of treatment 
and sequential monitoring of tumor growth, but is labor intensive 
and subjects the mice to multiple anesthetizations and immobili-
zations for imaging. Subcutaneous, intradermal, and intramuscu-
lar injections allow better visualization and measurement of the 
tumors, but at the price of an artificial location.

The site of inoculation should be chosen to allow the tumor to 
grow to the desired experimental size without interfering with 
movement and without invading, metastasizing, or ulcerating to 
produce painful disease. For example, injecting tumors in the 
loose skin of the flank is preferable to injection into the very 
constricted skin of the foot. The study should also be designed 
with endpoints that allow the hosts to be euthanized at a humane 
point in time. One of the hallmarks of cancer is that tumors in 
many sites can grow to relatively large sizes without causing pain 
and discomfort. This, in fact, is one of the factors which makes 
early detection of cancer difficult and necessitates the use of 
screening tools such as mammography, pap smears, prostate-
specifi c antigen (PSA), and colonoscopy to detect early asymp-
tomatic cancer in human populations. Investigators should design 
experiments that use this window of opportunity as effectively as 
possible and thereby perform their experiments with as little pain 
or distress to the animals as possible.

Tumor cells for inoculation can come from several sources. 
Small pieces of minced tumor can be inoculated using a trocar. 
This technique transplants intact tumor tissue including stroma 
and may allow transplantation of fragile tumor cells that do not 
survive the procedures needed to prepare cell suspensions. Many 
tumors are inoculated using single-cell suspensions prepared from 
tumors or cell cultures.8,9 This approach produces more uniform 
populations of tumor than inoculating tumor chunks, because the 
cell suspension can be counted and the number of cells inoculated 
can be precisely controlled. It is critical that any cell line inocu-
lated into mice be prescreened for pathogenic bacteria and viruses. 
Cell cultures and transplanted tumors can acquire and carry rodent 
and human pathogens. Implantation of contaminated tumor cells 
can result in systemic infection of the host mice; the resulting 
infection may be spread via urine, feces, fomites, and/or aerosols 
to animals throughout the colony and, in the case of zoonoses, 
even to researchers and animal handlers.8

ASSAYS OF TUMOR RESPONSE The effects of therapy 
can be assayed in several different ways: biochemical, histologi-
cal, and metabolic assays, tumor growth assays, tumor cell sur-
vival assays, and tumor cure assays are most common.8 The basic 
design of all such experiments begins similarly: a large number 
of animals are inoculated with tumors and the tumors are allowed 
to become established. At a predetermined time, the tumors 
are treated with the agent of interest. The “time of treatment” may 
be selected in two ways. If the tumors grow relatively uniformly, 
an optimal experimental design may be to randomize the tumors 
on the day they reach a predetermined average volume, then 
treat all tumors on the same day. If there is considerable variabil-
ity in the growth of the tumors, it may be preferable to assign 
each tumor to an experimental or control group using a predeter-
mined stratification or randomization scheme when it reaches 
a predetermined volume, then treat it. The volume of treatment 
is an important consideration. It is important that this volume 
not be so large that the ratio of the tumor size to host size 
does not reflect tumors seen clinically. All experiments should 
include untreated control groups followed in parallel with the 
experimental tumors. If the treatment involves significant manipu-
lations (e.g., anesthesia for irradiation or imaging; injection of 
drugs in a vehicle with possible effects) additional sham-treated 
controls should be included to test for any stress responses 
or immunological changes associated with the experimental 
procedures.
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Biochemical assays and histological and metabolic assays of 
tumor response generally are of limited value in assaying the 
outcome of experimental cancer therapy. There is usually a very 
tenuous relationship between the transient biochemical and 
metabolic changes (e.g. DNA synthesis, glucose utilization, ATP 
levels) seen soon after treatment and the long-term effects of the 
treatment on the viability and growth of the tumor cells.8,9,19 Simi-
larly, early measures of histology can be misleading. For example, 
radiation and many alkylating agents kill tumor cells through 
DNA damage and chromosomal aberrations that become manifest 
several cell cycles after irradiation. As a result, the histology of a 
heavily treated tumor hours to days after treatment may look 
almost normal, even though most of the cells will eventually die 
and the tumor will regress. Measurements of apoptosis, cell pro-
liferation, or DNA synthesis soon after treatment can likewise 
provide misleading underestimates of the efficacy of therapy.8

A more rigorous assay of the response of tumors to treatment 
can be obtained using a cell survival assay, in which the tumors 
are removed after treatment, then minced, and dispersed to form 
a single cell suspension. The survival (clonogenicity) of the sus-
pended tumor cells is then measured. This can be done by inject-
ing known numbers of cells into new hosts and quantitatively 
measuring their ability to form tumors in the lungs (after intrave-
nous injection of cells from many solid tumor), in the spleen (after 
intravenous injection of some leukemias and lymphomas), or in 
subcutaneous sites (using an endpoint dilution assay).8,9 For tumor 
cell lines that grow well in cell culture, the survival of the tumor 
cells can be assayed by plating the suspended cells at low densities 
in cell culture and testing individual cells for their ability to grow 
into macroscopic colonies.19 The advantage of these techniques is 
that they directly measure the survival of the tumor cells, a critical 
metric, and allow the determination of dose–response curves for 
cell survival after graded treatments. With many tumor systems, 
the survival determinations are very reproducible and precise and 
allow accurate comparisons of the effects of different agents and 
regimens. The major disadvantage of the approach is that suspen-
sion of the cells after treatment removes the cells from the natural 
environment within the tumor, which may alter their response. 
Moreover, these techniques cannot be used to study protracted or 
fractionated regimens in which cell death or cell proliferation 
results in changes in cell number during treatment. The details of 
the techniques for measuring tumor cell survival and the appropri-
ate use and pitfalls of these techniques have been discussed in 
several reviews.8,9

Tumor growth studies comparing the growth of treated and 
control tumors have many advantages for use as assays in experi-
mental cancer therapy.8,9 They are technically simple (albeit labor 
intensive). They can be used with a wide variety of murine and 
xenograft systems. Little prior knowledge of the efficacy of the 
therapeutic agents to be tested is required to design the experi-
ments. Information on toxicity is needed to plan the experiments, 
because loss of mice from toxicity would preclude analysis of 
effi cacy. Rigorous growth studies require identification of indi-
vidual tumors, so that the growth of each individual tumor can be 
monitored before and after treatment. For subcutaneous or intra-
dermal tumors, the three external diameters of the tumor can be 
measured using vernier calipers and the volume calculated from 
these measurements. To ensure maximal consistency and objec-
tivity, tumors should always be measured by the same person and 
that observer should be blinded to the treatment. Tumors should 

be monitored frequently (one to three times per week, depending 
on growth rate) and each tumor should be followed until its 
volume reaches a predetermined final volume that is several times 
the treatment volume. The most rigorous measure of the differ-
ences in tumor growth produced by different treatments is an 
analysis of the difference in the time needed for tumors to grow 
from the treatment volume to a slightly larger predetermined 
assay volume, most commonly four times the treatment volume.8,20

Animal care committees often allow maximum tumor weights no 
greater than 10% of the host body weight, and require euthanasia 
of individual animals sooner if tumor growth or the development 
of metastases produces signs of injury, pain, or distress; experi-
ments should be planned to meet these requirements. Certain 
approaches frequently seen in the literature are to be avoided. One 
is measuring only one or two dimensions of the tumor and esti-
mating the volume from these unnecessarily limited measure-
ments. Another is the growth of control tumors to unacceptably 
large sizes to produce a dramatic graph. Another is ending the 
experiment when the control tumors become large, for conve-
nience, to reduce costs, or to remove and weigh tumors to get 
“fi nal” treated and control tumor weights. (Tumor weights can be 
calculated readily from tumor volumes if this metric is desired.) 
Such a protocol results in the loss of potentially valuable data on 
the regrowth of tumors that responded well to treatment. An 
experiment that ends with one or more groups of tumors that have 
not yet regrown, especially if there are groups that are still indis-
tinguishable from one another, is a flawed experiment that has 
wasted time and money by providing a result that cannot be ana-
lyzed rigorously. Rigorous mathematical techniques for the analy-
sis of tumor growth delay data are described in detail in several 
reviews.8,9,20

Tumor control studies test the ability of an experimental treat-
ment to cause complete tumor regression that endures long enough 
that the tumor is not expected to recur during the lifetime of the 
host.8,20 Tumor control studies measure the desired outcome of 
clinical cancer therapy: tumor cure. Their use is limited by the 
fact that they can be used to test only highly effective treatments 
that permanently eradicate the malignancies without producing 
unacceptable host toxicity and by the very large numbers of mice 
needed to produce precise dose–response curves for each different 
regimen tested. The basic approach used in these studies is similar 
to that outlined for tumor growth studies, except that each tumor 
that continues growing after treatment is followed only long 
enough to ensure that it is not controlled, while mice with tumors 
that regress are monitored for months to watch for recurrence. The 
tumor control dose (TCD50) is then calculated from the data relat-
ing the proportion of tumors controlled to the dose of the treat-
ment agent, using probit or logit techniques.8,20

In summary, several different techniques are available for 
assaying the response of rodent tumors to experimental cancer 
therapies. The assays are conceptually different: they have differ-
ent biological bases, use different experimental techniques and 
designs, require different levels of preknowledge, measure differ-
ent regions of the dose–effect curve, and are analyzed using dif-
ferent statistical approaches.10,22 Researchers need to consider 
carefully the goals of their experiments and the agents to be tested 
before selecting the assay system to be used in their studies.

HUMAN TUMOR XENOGRAFTS The use of human tumor 
cells xenografted into immune-deficient mice raises some unique 
issues. These systems were developed some years ago to test 
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cytotoxic therapies using human tumor cells in the microenviron-
ments found within solid tumors.8,9 Human tumor cells lines and 
human tumor xenografts have become increasingly important in 
experimental cancer therapy with the increasing development of 
agents aimed at molecular targets unique to human cells. Such 
targets include, for example, antibodies against specific human 
cell surface markers and SiRNA molecules that silence specifi c 
human genes. Mouse tumor lines cannot be used to test the effi -
cacy of these agents because they lack the human target. Human 
tumor xenografts are therefore used to test the effects of these 
agents. This must be done with great care and with respect for the 
limitations of these model systems. First, it must be remembered 
that human tumor cell lines and the xenografts derived from them 
are established, highly selected, rapidly growing cell lines that no 
longer recapitulate fully the characteristics of the primary tumors 
from which they were derived. Furthermore, only the malignant 
cells of the xenografts are human: the vascular bed, the supportive 
stroma, and the immune cells (which together comprise about half 
the tumor mass) are mouse. Moreover, the host is a mouse, and 
the uptake, distribution, and elimination of the agent therefore 
refl ect that of a human-targeted molecule administered to a murine 
host that contains only a very small proportion of human cells. In 
the mouse, the target will be unique to the tumor cells, but this 
may not be true in a human patient. The targeting of the agent to 
the tumor cells in a xenograft therefore may be very different from 
the tumor targeting that will occur in the human patient. Analo-
gously, the toxicity to the mouse, which lacks the target, can be 
very different from that for human patients, who may well have 
critical cell populations that exhibit the same or similar targets, 
and therefore are susceptible to attack by the agent. Xenograft 
systems therefore cannot be used to assess the toxicity of these 
agents or to predict the potential ratio of risks and benefits.

CONCLUSIONS
Tumors and normal tissues in inbred mice and rats have long 

been the major model systems used in experimental cancer 
therapy. A wide variety of different model systems have been 
used in these studies. The advantages and the limitations of the 
different model systems should be considered carefully by 
researchers as they select models for use in their projects, as they 
design and perform their experiments, as they analyze their data, 
and as they translate their studies to regimens designed to improve 
the diagnosis or treatment of human cancers.
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65 Rat Models of Skin Wound Healing

WANDA A. DORSETT-MARTIN AND ANNETTE B. WYSOCKI

ABSTRACT
Rats provide an excellent model for skin wound healing by 

allowing the standardization of the type, size, shape, and depth of 
the wound injury, which facilitates comparison of data between 
studies of healing in all mammalian species. The rat is often 
selected for skin wound-healing models because of its ready avail-
ability, low cost, and small size, which result in a more economi-
cal and efficient use of limited laboratory space and housing 
facilities. Despite species differences, the availability of animals 
with well-defined health and genetic backgrounds along with a 
bounty of literature documenting biological responses and param-
eters for rats allows the rat to serve as a valuable research tool in 
the search for faster, stronger, and more anatomically correct 
wound healing with the ultimate goal of exact skin replacement.

Key Words: Rats, Wounds, Skin, Wound healing, Models.

INTRODUCTION
Animal models are commonly used in wound research in an 

attempt to replicate human wound-healing problems such as 
burns, dehiscence, ischemia, venous or pressure ulceration, infec-
tion, and scarring,1 or as a way to study the molecular mechanisms 
of acute wound healing, which could not be determined in human 
studies. Wound healing is a complex process involving cell and 
extracellular matrix interactions that can affect various hard and 
soft tissues and organ systems.2 The normal mammalian response 
to cutaneous injury includes inflammation, formation of granula-
tion tissue, epithelialization, and remodeling of new tissue to 
restore tissue integrity.3 The use of an in vivo model is inevitable 
in trying to obtain information on the multifactorial nature of the 
wound-healing process, which may be influenced by externally 
introduced factors4 or by the presence of underlying pathology.

Ethics prohibit the use of humans in some wound-healing 
studies, especially individuals with impaired wound-healing 
ability who are already at risk for delayed or arrested healing 
resulting in further harm. One of the advantages of using animal 
models, such as rats, is that the wound-healing process is acceler-
ated; this makes it possible to study the process in days rather than 
weeks required for humans.3,5 Another major advantage to using 
animal models is the ability to standardize the type, size, shape, 
and depth of the wound injury, which facilitates comparison of 
the data between studies. Excisional wounds and analyses of 

tissues in quantities that could not be obtained from human sub-
jects ensure the continuing use of animals for wound-healing 
studies.3

It is the investigator’s responsibility to determine which model 
will yield data that are clinically relevant to humans and still fea-
sible to use when considering the unique conditions of a specifi c 
study.6 Chronic wounds found in humans are often a combination 
of impaired circulation, poor nutrition, comorbid conditions, 
advanced chronological age, restricted physical activity, bacterial 
colonization, persistent physiological imbalance, or the exposure 
to radiation and use of chemotherapeutic drugs or prolonged 
stress. Venostasis ulcers, ischemic ulcers, diabetic ulcers, pressure 
sores, and genodermatoses (epidermolysis bullosa) are examples 
of commonly occurring chronic wounds. To maintain scientifi c 
reproducibility and cost effectiveness, most researchers must limit 
investigations to isolated segments of human chronic wound prob-
lems with their animal models.1 Researchers use genetic, surgical, 
and pharmacological approaches or a combination of approaches 
in animals to replicate the pathological conditions associated with 
chronic wounds.3

HEALING IN RATS
Rats have been used widely in the study of skin wound healing 

and the efficacy of different treatment modalities. This particular 
animal species is often selected for its availability, low cost, and 
small size. Incisional and excisional models commonly use the 
rat’s dorsum as the wound location and have been implemented 
in numerous wound-healing studies. Dorsal sites tend to be more 
effective in keeping the animal from reaching and manipulating 
the wound. Rats and humans share the following skin character-
istics: the presence of an epidermis, basement membrane, hair 
follicles, and dermis. Obviously, there are numerous anatomical 
and physiological differences between human and rat, some of 
which are listed in Table 65–1. Among the differences is the fact 
that rats do not form keloids or hypertrophic scars2 but people of 
certain ethnic backgrounds, such as African-Americans and 
Asians, are predisposed to excessive scarring.7

CONTRACTION AND EPITHELIALIZATION Contraction 
is one of the major features of healing in rat wounds.3 Contraction 
is primarily mediated by myofibroblasts, which are characterized 
by their muscle-like interaction with the extracellular matrix, 
especially collagen. Rats are loose-skinned animals because of 
their skin’s elasticity or redundancy and its lack of a strong adher-
ence to the underlying structures.1,3,5 The skin of loose-skinned 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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rats can slide and retract over the subcutaneous fascia at the time 
of incision to initially produce a large gap.1 Consequently, wound 
contraction, which is usually more rapid than epithelialization 
since new tissue is not created, causes a decrease in the overall 
healing time of rat wounds.3 The tight skin found in humans 
makes comparison with loose-skinned animal models diffi cult.1,3

Contraction can be measured by noninvasive, morphometric tech-
niques such as video images with computer programs or by simply 
tracing the wound every other day. Contraction can be represented 
as a percent change in the wound surface area compared to the 
original wound’s size.3 If contraction is not desirable, the wound 
can be splinted by physical barriers such as retaining rings, bio-
polymer plugs, or other mechanical means.1

Epithelialization is the primary response in burns, abrasions, 
and partial thickness wounds when only the epithelium and super-
fi cial dermis are missing.3 Epithelial cells move quickly out from 
the hair follicles and sweat glands left in the remaining dermis as 
well as from the leading wound edges.3 In full-thickness open 
wounds, epithelialization comes only from the wound edge and 
occurs at the rate of 1–2  mm/day.3 In a normal surgical incision 
with edge-to-edge approximation, the epithelialization process 
occurs in 24–48  h.3

PANNICULUS CARNOSUS Rats possess a subcutaneous 
panniculus carnosus muscle that contributes to skin healing by 
both contraction and collagen formation.4 Leaving the panniculus 
carnosus with its rich vascular supply intact provides an anatomi-
cally constant wound bed. Thus, if the panniculus carnosus is left 
intact, wound healing will be facilitated.

HAIR CYCLE The hair of the rat goes through a cyclic 
pattern in which anagen is the active growth phase; hair follicles 
start to shut down during catagen, and in telogen, the resting stage, 
the hair may or may not fall out. All hair follicles do not proceed 
through the same cycle at the same time. Rats typically have an 
active growth phase that passes like a wave from ventral to dorsal 
and from rostral to caudal.8 Rat skin thickness is affected during 
this hair growth cycle so that skin during the anagen phase is 
markedly thicker, in mice 1.5–2  µm thicker, and more vascular 
than areas with resting, telogen-phase skin.9,10 Littermates can 
exhibit differences in skin thickness. Contraction is decreased in 
anagen compared to telogen skin. In contrast, humans have a 
mosaic pattern of hair cyclic activity, thus ensuring a more 
uniform skin thickness relative to body location.

Partial thickness wounds made with devices such as a derma-
tome may have inherent problems for the study if performed in 
haired animals such as the commonly used Sprague–Dawley and 
Wistar strains of rats. The high density of hair in the rodent model 
causes an exaggeration in the rate of reepithelialization.1 Consid-
eration of the advantages and disadvantages of the use of depila-

tory agents and/or shaving in haired rats needs to be made on each 
study.

VITAMIN C Another potential consideration in using rats to 
recapitulate human skin wound healing is that unlike humans, rats 
are not subject to scurvy and therefore do not require diets with 
added vitamin C. Rats possess the enzyme l-gluconolactone
that converts l-gluconogammalactone to vitamin C. Primates 
and guinea pigs need vitamin C supplementation for collagen 
synthesis.

STRAIN AND SEX PREFERENCES Rats fall into two basic 
groups: either inbred or outbred. Inbred strains are developed 
through at least 20 generations of brother–sister matings.11 Sharp 
and Regina describe outbred rats as those with less than 1% 
inbreeding per generation and maintenance in a closed colony 
for at least four generations.11 Of the two most commonly used 
outbred stocks, the Sprague–Dawley is generally larger than the 
Wistar, but both are considered docile and serve well as general 
purpose models.12–14 The Fisher rats are smaller than the Sprague–
Dawley and the Wistar rats.13 The Fisher and Norway rats are 
identifi ed as inbred strains and the Fisher rats are also described 
as being a general purpose model, whereas the Norway rats are 
listed as appropriate for studies such as aging and kidney 
research.12

Nude rats, which are athymic, have been used in immunology-
based research.12,15 Lewis rats, an inbred strain, have been used 
for transplantation studies, endocrinology, multiple sclerosis, 
and experimentally induced autoimmune diseases.12,13 The inbred 
strain ACI, a cross between the August and Copenhagen–Irish 
strains, has been used in research dealing with congenital genito-
urinary anomalies and prostatic adenocarcinomas.13 A rationale 
for the selections of strains or sexes of rats is usually not included 
in journal articles. Currently, there is scant literature indicating 
the superiority of one strain over another for wound-healing 
studies. When determining wound contraction coefficients, Cross 
et al. found that Hooded Lister rats were more docile as compared 
to Sprague–Dawley rats, allowing multiple precise wound area 
measurements to be made daily.5 The ability to trace wound areas 
with great accuracy is crucial to mathematical analysis. Personal
preferences, convenience, past experiences, and expense may 
weigh heavily in the choices. In general, preference for the models 
is more likely a result of long-term experience, known breeding 
characteristics, cost, genetic stability, and ready accessibility.16

Sharp and LaRegina warn that different stocks and strains 
of rats have shown variability in biological parameters such as 
clinical chemistry, hematology, and anesthesia response, so they 
advise investigators not to change rat strains or their rat suppliers 
for the duration of the study.11 Such variability could potentially 
skew data from wound-healing research. One of the reasons to 
produce the various strains of rats is to have diverse animal popu-
lations within the species so that they do not have the exact same 
behavioral characteristics and physiological parameters. Since 
cost-conscious reasoning usually plays a role in animal selection, 
it is important to note that in general, male rats consistently cost 
less than females of the same size.12 A point to consider in select-
ing the sex of study animals would be the possible hormonal 
infl uence on wound healing, because it has been reported that 
estrogen deficiency is associated with impaired cutaneous wound 
healing.17,18 Also, as reported by Cross et al., the thinner skin 
found in female rats allows a faster rate of wound healing with a 
higher wound contraction rate, while the wounds of male rats have 
a greater tendency to heal by epithelialization,5 although the 

Table 65–1
Comparison of skin traits

Trait Human Rat

Skin adherence Tight Loose
Panniculus carnosus None Present
Hair growth Mosaic Patches
Apocrine glands Present None
Eccrine glands Present None
Vitamin C source Exogenous Endogenous
Keloid/hypertrophic scar Possible No
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effects of the hair growth cycle in this study were not addressed. 
Since the National Institutes of Health and the Food and Drug 
Administration now require the use of females in human clinical 
studies, it is predicted that the inclusion of female animals in 
studies will increase over time.

NUDE RATS Nude rats have no functioning thymus and 
since T-lymphocytes mature in the thymus, their rudimentary 
thymus renders these animals immunodefi cient.15 Immune func-
tion from killer and natural killer cells that do not depend on the 
thymus appears to be normal.19 Nude rats grow at only 60–80% 
of the rate of normal rats.20 Hair-defi cient rats include strains such 
as Charles River hairless, Rowett nude, and New Zealand nude.

DIABETES Diabetes mellitus is one of the most common 
causes of impaired wound healing in humans.1 Diabetic models 
of wound healing are either chemically induced or a result of 
genetics.3 Streptozotocin sulfate at 55  mg/kg intramuscularly 
can be used to induce diabetes mellitus in rats.1 Wound-healing 
parameters of diabetic rats include defects in biomechanical 
strength of incisional wounds, closure of excisional wounds, 
formation of granulation tissue in porous implants, and 
angiogenesis.1

Zucker rats have been developed with a diabetic phenotype. 
Genetically diabetic rats often have obesity levels to the point that 
excisional wound closure is impeded not only by physiological 
dysfunctions but also by excess fat, preventing skin contraction.1

Like humans, diabetic animals show a greater tendency toward 
wound infection.21 The reduced wound-healing capacity in 
diabetics is most likely associated with diabetic neuropathy and 
ischemia.22

KNOCKOUTS/STEROID USE AND GENETICALLY IMMU-
NODEFICIENT ANIMALS Glucocorticoids have an antiin-
fl ammatory activity leading to thinning of the skin and reduced 
healing capacity.1 Steroids reduce the capacity of monocytes to 
differentiate into growth factor-expressing macrophages and then 
reduce the capacity of fibroblasts to synthesize collagen.1 Steroids
have been used to lengthen the normally rapid healing times seen 
with rats in order to study the effects of various wound-healing 
agents.3 Dostal and Gamelli have reported that hydrocortisone and 
dexamethasone reduce wound strength.23

Antiproliferative agents such as doxorubicin (Adriamycin) 
cause immune compromise by disrupting the production of 
immune cells and can impair wound healing.1 Extravasation of 
Adriamycin can cause severe ulceration, and the drug produces 
side effects such as weight loss, anemia, and cardiotoxicity that 
can affect the interpretation of wound-healing studies.3,24,25 Exper-
imental depletion of specific elements of the repair system such 
as antimacrophage or platelet-derived growth factor-neutralizing 
antibodies could provide impaired models of wound healing.1

The rat genome project will make it possible to create addi-
tional knockin/knockout models for wound-healing studies. Pre-
viously, most of these studies were conducted in mice. Completion 
of the rat genome project in 2004 with the sequencing for the 
Brown Norway (BN) rat led by the Bayer College of Medicine 
should open new areas of study for rat wound-healing research 
and permit analysis of genotype to ensure consistent results.

WOUND MODELS AND METHODS
Reviews1–4 of various animal wound-healing models describe 

chronic wound models, ischemic conditions, and acute surgical 
wounds that can be categorized as incisional models and/or 
excisional models. Additional models include (1) dead space, (2) 

wound chambers, (3) burns, and/or (4) impaired. To date, most 
experts agree that there are no chronic wound models comparable 
to the chronic, nonhealing wounds found in humans.4 Many pur-
ported chronic models are actually ischemic models and are not 
suffi cient models for venous wounds.

INCISIONAL MODELS Incisional models can be used to 
investigate the wound-healing process and the influence of differ-
ent systemic and local products along with various dressings, 
sutures, and wound-therapy protocols.4 Incisional wounds can be 
analyzed for wound-breaking strength, histology, immunohistol-
ogy, collagen and protein content, and in situ hybridization.3 When 
the incisional edges are reapproximated and sutured or stapled, 
healing will occur primarily by reepithelialization (primary initia-
tion healing) within 1–2 days with minimal contraction.3

Scalpels and scissors are the most common surgical instru-
ments used to create a full-thickness linear wound that can be 
sutured closed. This is one of the most frequently used models in 
wound-healing research.2 A sharp blade cutting the skin causes 
a rapid disruption of tissue integrity with minimal collateral 
damage.1 Immediately upon incision, there is extravasation of 
plasma and blood cells into the new space, and dependent on the 
extent and timing of hemostasis, the formation of a fibrin clot that 
will act as a bridge between the margins of injury1 and prime the 
wound for healing as soon as the wound is made.

Electrocautery or Bovie knives, while commonly used in the 
operating room, are not commonly reported in animal skin wound-
healing studies. Incisions with laser and electrocautery may 
produce some collateral thermal damage but less hemorrhage than 
just straight edge blades.1 The pulsed CO2 laser may also be used 
as a burning device with, depending on energy input, substantial 
collateral damage, but computer-assisted beam control allows the 
creation of precise size areas of damage.1 A newer generation of 
cold lasers has largely eliminated the thermal damage seen with 
the older class of lasers.

After performing an incision, porous materials such as the 
Hunt-Schilling chamber, polyvinyl alcohol, viscose sponges, and 
polytetrafl uoroethylene are used to create a subcutaneous pocket.3

Granulation tissue and wound fluid can be examined by implant-
ing a chamber or sponge in a subcutaneous pocket.4 Implant
materials are chosen to be relatively inert so there is minimal 
infl ammatory response, and biochemical assessments can be made 
with most implants because of the well-defined volume enclosed.1

At early time points (3–5 days) the interstitial fluid that accumu-
lates within the implant can be aspirated and analyzed for metabo-
lites, cytokines, growth factors, and nonadherent cells.1 The cavity 
created for an implant can be used as a reservoir for injectable or 
implantable material such as growth stimulants, chemoattractants, 
or antibodies.1 Limitations of implants include the interference of 
the implant with normal scar maturation and the possibility of 
eventual foreign body immune responses.1 Even polyvinyl alcohol 
sponges induce a giant cell reaction and lead to ectopic calcifica-
tion; therefore wound data are collected for only the first 3–4 
weeks with most implant models.1

The polyvinyl alcohol sponge was probably one of the fi rst 
devices used in healing studies.2 These sponges elicit a pro-
nounced foreign tissue reaction with rapid infiltration of the 
sponge by connective tissue deposited at the wound site.2 Con-
nective tissue formation can be isolated from epithelialization 
and contraction by the use of porous subcutaneous implants.1

These implants create an artificial tissue space into which plasma 
infuses, which leads to the formation of a fibrin clot and the 
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subsequent formation of granulation tissue.1 The polyvinyl 
alcohol sponge model can be used to study granulation tissue by 
histological and biochemical analysis.4 Further maturation into 
scar tissue may occur and the implant may become surrounded 
by a connective tissue capsule made of several layers of collage-
nous fascia.1

Like wound chambers, polytetrafluoroethylene tubing, which 
is porous and allows the diffusion of gas and fluids through the 
device, is most often inserted in the dorsal region of an anesthe-
tized animal.4 These tube models are used to study the amount of 
collagen deposited expressed as hydroxyproline and total protein 
or DNA deposited per length unit of the tube.4 Uptake of radio-
actively labeled thymidine can be used to determine the number 
of replicating cells in the tubes.4

In 1976 Viljanto described a combination tube/sponge device 
that is placed as a drain; the wound fluid can then be analyzed in 
the early inflammatory phase of wound healing.4,26 The material 
trapped in the sponges has been studied by histology, enzyme 
histochemistry, biochemistry, and cytology at the light and elec-
tron microscope level.27

The wire mesh Hunt-Schilling chamber is placed subcutane-
ously and rapidly fills with wound fluid; later, as healing proceeds, 
it is filled with connective tissue.2,4,28,29 Fluids, cells, and connec-
tive tissue can be collected for histological, histochemical, and 
biochemical analysis and the presence of various substances can 
be followed over time in a single wound, providing data regarding 
differences found over time in the wound.2,4 In some cases, 
samples can be acquired for several months.29 Equally important, 
the effects of different agents can be studied upon their placement 
in the chamber.2

EXCISIONAL MODELS In excisional wound models, the 
effect of different types of dressings, dermal substitutes, and 
topical agents can be investigated with the outcome measurements 
being an evaluation of wound size by measuring changes in area 
and time to complete healing and by examining the histology of 
the wound tissue.4 Early healing can be documented histologically 
through serial/sequential biopsies and later scarring, and any 
deformation of the surrounding area can be observed.4 The exci-
sion site not only provides a wound for study but also provides a 
sample of tissue for the analysis or quantification of substances 
such as collagen, RNA, DNA, glycosaminoglycans, infl ammatory 
cells, growth factors, and other biochemical mediators involved 
in the healing process.1,2 Excisional wounds can be covered with 
occlusive dressings, which can allow wound fluids to be collected 
for analysis or to assess the status of various soluble factors in the 
wound environment such as proteinases and cytokines.1,30

Excisional wounds may be enclosed with occlusive materials 
to permit collection of wound fluids or to concentrate topical 
treatments.1 Saline-fi lled external vinyl chambers, “Eriksson 
chambers,” can also be employed and are placed over the wound, 
maintaining a sealed wet environment to study healing in both 
partial and full thickness wounds.31,32

The split thickness injury involves the use of a sharp blade, 
usually a dermatome, which cuts parallel to the skin surface at a 
depth that includes the epidermis and upper dermis.1,3 A substan-
tial amount of dermis, mostly the reticular or deep dermis, remains 
as well as the base of most epidermal appendages. Epithelializa-
tion will occur both from the margins and the epidermal append-
ages.1,3 Many animals are unsuitable for this because of the 
extremely high hair density, which greatly exaggerates the rate of 

reepithelialization; therefore hairless strains provide an advantage 
when using a split thickness model.1 There is no or minimal 
wound contraction with partial thickness excisional wounds and 
the surface area can be calculated exactly.4 Evaluation of healing 
is made either by separating the healing epidermis from the dermis 
with chaotropic or enzymatic digestion, in which case planimetric 
methods are conducted, or serial sections are made for histomor-
phometric analysis.1 The split thickness model is useful for 
testing many agents and devices that promote reepithelialization, 
including wound dressings, topical agents, and growth factors.1,3,4

Extravasation of lymph and blood occurs when using split thick-
ness models, and an eschar made of the fibrin clot and expended 
granulocytes will form over the wound.1 Desiccation can also be 
used to impair wound healing; therefore, conversely, a semioc-
clusive dressing or other moisture-retaining or -promoting prod-
ucts could be used to cover the area and promote healing.1

Full thickness wounds can be created by removing the skin 
with scissors, scalpel, biopsy punches, or a dermatome using 
several passes.1,33 In full thickness models, both the epidermis and 
dermis are removed to the fascial planes or the subcutaneous fat. 
In loose-skinned animals such as the rat, the panniculus carnosus, 
which is firmly adherent to the base of the dermis, may or may 
not be removed. Healing occurs from the margins and the base of 
the wound by the formation of a fibrin clot that is invaded by 
granulation tissue and by the migration of an epidermal tongue 
along the interface between the granulation tissue and the clot.1,3

Bleeding and fluid loss are more extensive in this model compared 
with split thickness models.1 There is also a greater susceptibility 
to infection. The open defect will heal by a combination of con-
traction, reepithelialization, and dermal reconstitution.4 With a 
full thickness model there is involvement of all the dermal com-
ponents; thus, epithelialization occurs only from the wound 
margins. Full thickness wounds allow/permit analysis of bio-
chemical components, histology, and cell populations found in the 
wound.1 Healing rates can be monitored by measuring the fi lling 
of the space with granulation tissue, extent of reepithelialization, 
histological organization of connective tissue, angiogenesis, 
and biological content of collagen or proteoglycans.1 Contraction,
dermal reconstitution, inflammation, chemotaxis, and aesthetic 
and functional outcome can also be evaluated in this type of 
model.4

Sequential epidermal layers can be removed using adhesive 
tape applied repeatedly. This removes the stratum corneum and 
stratum granulosum layers to expose the basal keratinocyte skin 
layer.1 If the basement membrane is left intact, this type of injury 
will activate the processes of epidermal repair.1 Tape stripping is 
less damaging to the epidermis than the use of blister models 4 in
which the basement membrane can be damaged. Abrasions of 
various depths have also been produced with the use a mechani-
cally driven emery wheel. Blistering involves the rupture of the 
epithelial basement membrane zone, forcing detachment of the 
epidermis from the underlying dermis.1 Blister models can be 
used for the evaluation of epidermal regeneration and the infl u-
ence of different treatment options.4 The epidermal structures will 
lose their nutrient supply and become necrotic unless quickly 
placed back in contact with the basement membrane zone.1 If
separation persists, the epidermal healing must come from the 
margins not from beneath.1 Suction devices, chemical (ammo-
nium hydroxide) or biological vesicants, heat, or a combination 
of suction and heat may be used to raise blisters.1 Healing of 
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suction blister wounds is made by reepithelialization alone.4

Blister models can be used to study absorption of drugs,34 dressing 
products, topical agents, and transepidermal water loss to study 
the effectiveness of the epidermis as a barrier.35

Partial and full thickness burns can be made by applying a 
heated metal object or by scalding the skin.3 Burns have been pro-
duced by methods such as hot water (75–99ºC), hot metal plates 
(250ºC), steam, hot oil, gas torches, radiant energy, and ignited 
alcohol gauze.36,37 Since burn injuries have a progressive course 
for up to 2 days after the inciting cause,38,39 model standardization 
and consistent timing are important in reproducing burns.3 Post-
burning ice baths can also be used to control the extent of injury, 
but all wound depths should be determined by histology.3

Thermal burns create an extensive zone of necrosis that 
includes denatured or charred connective tissue.1 Out of the 
destroyed zone there is a zone of coagulation necrosis in which 
denatured plasma and cellular proteins cause obstruction of blood 
vessels and lymphatics, which in turn prevent nutrient flow to the 
involved tissue.1 General anesthesia and postoperative care includ-
ing analgesics and antibiotics should be utilized with burn 
models.1

Walker and Mason, of the U.S. Army surgical Research Unit, 
use a scald burn produced on anesthetized rats held in a protective 
template that limits the area exposed to burning and the thickness 
of the burn is limited by timing the exposure to the water.40 Hot 
water (95–100ºC) or ethanol bath partial immersions can produce 
extensive third-degree burns without charring, but as Davidson 
warns, this produces a much greater physiological stress than 
groups of small lesions.1

Thermal burns can be induced on shaved skin by placing a 
heated conductive object such as a brass rod of uniform size 
heated in either a water or oil bath. The degree of tissue damage 
is consistent and controlled by a combination of weight, time, and 
temperature with the extent of damage confirmed through histo-
logical sections.1

The transient freezing of tissue causes the formation of internal 
ice crystals that rupture the cell membrane resulting in local 
necrosis without extensive protein denaturation or coagulation 
necrosis.1 The mass of the cooled metal object and the length of 
exposure will determine the depth of the injury, which can be 
determined by histology.1

A number of caustic agents, especially alkalis, can produce 
skin lesions.1 Dermonecrotic wounds have been made by agents 
such as Adriamycin and the venom of the Brown recluse (Loxos-
celes) spider.1 Brown recluse spider venom contains sphingomy-
elinase, with the lesion showing hemorrhage and gradual 
development into a ulcer, which can be used to develop treatments 
to control excess activity of serine proteinases released by 
neutrophils.1

Raised flaps with compromised circulation will show necrosis 
and impaired healing.1 If flaps are allowed to reattach to the 
dermal base, revascularization can occur.1 To prevent reattach-
ment, the strip of tissue can be sutured or clipped to form a tube 
fl ap that will have a perfusion gradient from each end toward the 
center.1 Wounds produced along the length of the pedicle will 
have graded healing patterns depending on circulation proximity, 
which can be determined with transcutaneous pO2 measurements 
or laser Doppler.1

Ischemia is perhaps the most significant factor contributing to 
the chronicity of wounds associated with diabetes, some types of 

peripheral vascular disease, and pressure sores.3 Quirinia and 
Viidik have developed an ischemic incisional model on the 
dorsum of the rat in which a bipedicled H-shaped flap is created 
so that the cross bar of the H is the test wound.41 The cross bar 
of tissue is made ischemic (up to 93% at 1 day after wounding) 
by transecting the branches of the central vein, which serve as the 
primary drainage for the arterial supply of the rat’s back.3,41 Pres-
sure applications can prove difficult to standardize and maintain 
to study decubitus.1 Peirce et al. report on the use of magnets and 
implanted steel plates to pinch the skin and cause pressure ulcer 
formation.42

Flow models with skin windows have been developed to 
provide direct microscopic observation of blood flow for the entire 
thickness of skin. A hamster model with a chronic implantation 
dorsal skin flap window chamber has been used to observe and 
quantify alterations in the cutaneous vasomotion function caused 
by scald burns.43 This flow model could also be used with rats.

FACTORS THAT MAY AFFECT RESULTS
Chronic wounds commonly involve the skin, but can be very 

diverse in etiology and therapy. The chronic wound, though 
common in the human population, is not common in laboratory 
rats, and no model has proved to be entirely satisfactory.1,4 Wound
healing can be altered by any factor that affects the whole animal 
such as stress, nutrition, minor illnesses, age, weight, infection, 
infl ammation, bleeding, necrosis, genetics, noise, environmental 
factors, radiation exposure, pharmacological agents, and the pres-
ence of foreign bodies.3

Kennedy and Cliff stated that in their studies of wound con-
traction, the sex of the animal, the time of day of wounding, and 
the size and shape of the wounds had no influence on the wound 
contraction curves expressed as percent of original area against 
time.44

The wound(s) can be made anywhere on the body surface, but 
in most cases researchers usually choose the dorsum of the 
animal.4 Auberach and Auerbach reported regional differences 
found in the growth of normal and neoplastic cells in mice, and 
they reported concerns of other scientists over the need for con-
sistency in the application of experimental procedures to cancer 
research.45 Kullander and Olsson showed the tensile strength of 
dorsal incisional wounds of rats diminished the more caudally 
they were placed.14 Kullander and Olsson suggested that when 
studying wound healing, it is important to compare cutaneous 
wounds made in exactly corresponding positions.14 They specu-
lated that the differences in the vascularity of different skin 
regions may be the reason for the differences found in tensile 
strength.14

Since an important variable in governing the rate of wound 
contraction is how tightly the skin is adherent to the underlying 
tissue, wound location is very significant. Medical personnel and 
their patients alike have been frustrated in their attempts to heal 
chronic wounds such as venous and diabetic ulcers of the lower 
legs and feet. In these cases, contraction is thought to make up 
approximately a 30% or less contribution to wound healing.3 To
ensure the accuracy of results, a standardized position for measur-
ing the wounds must be maintained for all the animals when using 
“loose-skinned” species such as rats.5

The shape of the wound depends on the purpose of the study.4

Size is a key consideration in the study of wounds.5,46 Within
experimental studies, no matter what the original intended shape, 
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the resulting size and shape are influenced by the remaining skin’s 
elastic forces with a pull along the tension lines of the particular 
area.46 Montandon et al.46 suggest that the decreased contraction 
observed in round ulcers is often a secondary phenomenon due to 
the lack of extensibility or to the adherence to the surrounding 
skin. For the study of wound healing, they recommend the use of 
square wounds no less than 4  cm2 to allow the study of the effects 
of contraction as well as epithelialization on closure. On the other 
hand, Cross et al. explained that the metabolic and physical stress 
of a large wound relative to total body surface area will indepen-
dently influence the results of the wound-healing research.5 In an 
effort to minimize stress, Cross et al. chose to use a 15 × 15-mm 
wound on 200–350  g adult female Hooded Lister rats rather than 
20 × 20  mm in size.5 Limiting the size of wounds to avoid stress 
also suggests that stress could be caused by too many wounds on 
one animal.

Single caging is recommended once wounds are created. 
Animal interference in wound healing, especially by cage mates, 
has to be weighed against space and cost limitations.

Traditional rodent litter type bedding may become imbedded 
in the wound and may incite infection or a foreign body reaction. 
Nontraditional bedding that is softer and does not form a foreign 
body in the wound is recommended in light of added handling/
care time, increased bedding costs, and possible increased dis-
posal costs.

Food and water placement should be checked to ensure they 
are readily accessible to wounded animals that may have wound- 
or pain-limiting mobility. For example, rats may not wish to 
retrieve food from the top portions of cages if they have abdomi-
nal wounds and water conveyance tubing may have to be lowered 
to ease accessibility.

The nutritional status of animals that have impaired mobility 
or are dealing with pain should be monitored. Lack of adequate 
nutritional status could have detrimental effects on healing.

Wound pain, rough handling, noise levels, altered light and 
dark cycles, and other environmental stimuli may all influence the 
animal’s overall state of being, which may lead to physiological 
changes that could effect the ability of the animals to heal. Many 
early studies on the effects of stress on the body were performed 
by Hans Selye and remain valid. Cross et al. used the frequent 
measuring of the rats’ body weights as an indicator of stress in 
their studies.5

Radiation can be used to reduce local or systemic propagation 
of cell populations critical to tissue repair.1,3 Localized radiation 
will show the importance of local cell proliferation from recruit-
ment of peripheral, circulating populations.1 Total body radiation 
can affect marrow precursors that are necessary for wound 
repair.1,3 In conjunction with local therapy, local versus systemic 
effects of a wound treatment can be determined.1 High-energy
irradiation limited to skin cells can impair surface healing for up 
to 3 weeks without loss of monocytes or other hematopoietic 
cells.3 Knowledge of the effects of radiation on wound healing is 
necessary in the use of cancer treatment radiotherapy.3

Most infected wounds will fail to heal if contamination is 
greater than 105 organisms per gram of tissue,47 with the exception 
of β-hemolytic streptococcus in humans. The presence of infec-
tion can cause impairment due to a combination of the exaggera-
tion and exhaustion of host defenses along with the damage 
caused by bacterial proteases and endotoxins.1 Bacterial counts 
should ideally be confirmed by biopsy.1 However, rats have good 

host immune systems and are not infection prone unless bacteria 
are purposefully introduced.

Rat ages and body weights can be correlated,12 and aging has 
been reported to result in prolonged or poor wound healing.5,48,49

The age and/or weight of the animal may present an additional 
variable in the wound-healing analysis and details about these 
animal characteristics should be reported.

The Harlan Laboratory Animal Company reports that weights 
of 200–224  g correspond to male Sprague–Dawley rats that are 
49–52 days old.12 Rats that are 3–6 months old would be compa-
rable to young humans.3 Mogford and Mustoe state that it is 
generally accepted that the elderly have less capacity to deal with 
environmental stress and are more apt to suffer from comorbidi-
ties, especially those that cause a decrease in skin blood fl ow.3

Sensory nerve function declines during the aging process, and this 
is associated with decreased neurogenic inflammation and poor 
wound healing.49 Experts question whether accurate comparisons 
can be made regarding wound healing between young rats and 
humans who are not all young, vigorous healers, especially in 
chronic wound cases that are more apt to be found among the 
geriatric populations.1 Age-related healing impairment is seen in 
the rat between juvenile and adult animals (8 versus 16 weeks in 
Sprague–Dawley rats) where there is a marked decline in the rate 
of wound healing.1 Age-related differences in wound healing are 
evident in studies using rats as well as other animal models, yet 
many continue to use young rapidly growing animals to study 
problems of impaired healing in which the overall robust nature 
of a young animal’s healing can prove difficult to manipulate.1

Injectable anesthetics commonly used in the rat include sodium 
pentobarbital or mixtures of ketamine and xylazine. Common 
inhalation agents often used are ether, halothane, and isofl urane. 
Combinations of injectable and inhalation agents have been 
employed in research with rat models. Whether the use of various 
anesthetic agents plays a role in the rate of wound healing in 
regards to comparability has been questioned. Li et al.50 reported 
that anesthetics such as ether and ketamine may influence the 
action of laser light treatment on wound healing. In choosing 
anesthetic agents, the cost, the availability, and the investigator’s 
familiarity with the drugs must be considered. Personnel and the 
institution must be compliant with governmental narcotics regula-
tions. This usually requires additional documentation and added 
security measures. Achieving a consistent anatomical position for 
measuring wounds may require the use of anesthesia, but it must 
be remembered that repeated exposures to anesthesia may be 
harmful and could potentially cause wound damage during some 
methods of anesthesia induction.5 The influence of various anal-
gesics on wound healing adds another variable in analyzing 
animal-derived data for relevance to humans.

OUTCOME MEASURES
Wound-healing models have been employed to determine the 

effectiveness of dressings, systemic and topical pharmacological 
agents, skin equivalents, sutures, and both viral and stem cell 
therapies. Investigators have used a combination of macroscopic 
and histological observations, biochemical and biomechanical 
measurements, and measurements of wound-healing markers, 
often in combination with analyses of cellular and immunological 
responses, to evaluate the progress of wound repair.4,5 For example, 
histological assessments such as the progression of new epithe-
lium, inflammation, and vascular response, thickness of the skin 
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layers, and the formation of collagen in the wound defect are often 
made. Histology is used for quantitating angiogenesis.4 Staining 
for nonspecific esterase activity will detect the presence of mac-
rophages.2 Alcian blue can be used to detect proteoglycans and 
Masson’s trichrome will show collagen.2 Antibodies with fl uores-
cent tags can be used to identify specific types of collagen and 
growth factors.2

Various testing methods have been used to determine the 
success or failure of treatment modalities. The purpose of wound 
healing is to restore tissue continuity and resistance to externally 
applied forces.51 In animal models, the progress of this process 
can be assessed by measuring the development of the mechanical 
strength of the wound.51 In the majority of the studies reviewed, 
evaluation of the skin models was accomplished by testing both 
the tensile and breaking strength of the wounded area with a ten-
siometer. Granulation tissue, especially collagen, is the main con-
stituent for the development of biomechanical strength of the 
wound.4 The breaking strength of the closed linear wound is the 
force required to dissociate the healing tissue and the tensile 
strength is the breaking strength per unit thickness of tissue.2

Tensile strength studies must be considered in terms of the timing 
of collagen deposition.2 The incisional wound model lends itself 
to the evaluation of the development of breaking strength, either 
physiologically or when influenced by local or systemic agents.

Areas of contraction and reepithelialization were documented 
with tracings and area grid techniques, usually in conjunction with 
computer analysis.5 Electron microscopy, dye testing of vascula-
ture patency, immunohistochemical testings, and genetic level 
investigation are a few examples of the other types of testing 
employed to evaluate outcomes. Varying methods used in report-
ing results only add to the difficulties encountered in the attempt 
to make direct comparisons between studies5; testing conditions, 
seasonal skin variations, and wounding technique varied so widely 
that comparisons may not be scientifically justifiable. A separate 
study would have to be initiated to concentrate on the wound-
healing abilities of separate strains of rats while maintaining as 
little variation as possible in the size and the age of the animal, 
the sex used, environmental conditions, animal handling, wound-
ing technique, and all parameters used for healing analysis.

CONCLUSIONS
Characteristics such as a short gestation, short life span, docile 

behavior, and ready availability of animals with well-defi ned 
health and genetic backgrounds are critical in the decision to use 
the rat as the choice of a research animal.13

Developing an animal model that has all the complexity of 
human chronic wounds may be an unattainable goal, since non-
healing and delayed healing wounds in humans are often the result 
of combinations of impaired circulation, inadequate nutrition, age, 
limited physical activity, and/or chronic physiological imbalance.1

Animal models cannot replace the ultimate verification of actions 
in human wounds due to the differences in tissue architecture and 
immune response.1 Models need to be developed that demonstrate 
and validate these impairments to be sure they are comparable. 
This would permit a higher level of confidence in animal data. 
Results of wound contraction coefficients show that choices of 
strain, sexes, and ages of rats are variables that somehow must be 
standardized in the search for reproducibility.5 The need for con-
sistency is of great importance in the study of wound healing to 

increase the ability to compare studies and further the knowledge 
base.

Human clinical trials have been disappointing in comparison 
to the promising results seen with growth factor therapies in 
animal studies; thus there is a great deal of concern regarding the 
ability to transfer animal research data to the human clinical situ-
ation.52 In attempting to explain impaired wound healing, most 
investigators try to divide the problem into components that can 
be shown to be reproducible while keeping costs to an acceptable 
level.1 Having a model that is merely reproducible is not enough 
to investigate modifications to the wound-healing process.5 The 
model must also have the capacity to allow the detection of the 
effects of potential treatments or procedures.5 Thus, it cannot be 
overemphasized that models with standardization of techniques 
and reproducibility need to be explored so that results from dif-
ferent treatment modalities can be compared in a scientific manner. 
Accurate comparisons between studies regarding the ultimate effi -
cacy of treatments would add to the knowledge base of wound 
healing. The desire to compare studies for the advancement of 
wound-healing knowledge is being hampered by the differences 
found between the studies. Standardization in reporting, as sug-
gested in Table 65–2, could facilitate comparisons and may initi-
ate additional research that favors the inevitable comparisons 
between the studies.16 This increased knowledge base would be 
vital in transferring animal-derived data to human clinical 
situations.
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ABSTRACT
Prostate cancer is one of the most prevalent cancers in the 

United States. The current standard treatments for early stage 
confi ned disease include surgery and radiation therapy. However, 
advanced diseases or tumors that relapse are treated with hormone 
deprivation therapy. Unfortunately, most men relapse with 
advanced metastatic and aggressive hormone refractory disease 
for which there is no cure. Although prostate-specific antigen 
(PSA) screening and digital rectal examinations have improved 
detection of early stage disease, prognosis for advanced metastatic 
disease is still poor. Therefore, there is a need to understand the 
biology and genetics of the normal prostate gland and the molecu-
lar and biochemical pathways that are deregulated in prostate 
malignancy. Animal models of prostate cancer have been devel-
oped to delineate the key factors that contribute to the initiation, 
progression, and metastasis of prostate cancer. Such models are 
also used for preclinical screening of therapeutic regimens for the 
prevention and treatment of prostate cancer. Animal models of 
prostate cancer such as rat, canine and mouse models will be dis-
cussed. Emphasis will be placed on autochthonous genetically 
engineered mouse (GEM) models of prostate cancer.

Key Words: Prostate cancer, Genetically engineered mouse 
models, Rodent models, SV40 T antigens, Prostate gland, Canine 
models, Human prostate cancer xenograft models, Transgenic 
mice, Bigenic mice.

INTRODUCTION
Prostate cancer is one of the leading causes of cancer and 

cancer-related mortality in the United States.1 It is estimated that 
one in six men will develop prostate cancer in their lifetime.2 Age 
is one of the major risk factors for prostate cancer as most men 
diagnosed with prostate adenocarcinoma are over 65 years old.3

Other risk factors for prostate cancer include race3 and a positive 
family history of prostate cancer.4,5 Early stage organ-confi ned 
prostate cancer is clinically manageable by surgery or radiation 
therapy. Advanced metastatic diseases or tumors that relapse are 
treated with hormonal therapies. However, most men progress 
with advanced hormone refractory prostate cancer for which there 
is currently no cure. The high incidence and mortality associated 
with prostate cancer in the United States have driven interest in 
the development of appropriate animal models to study the bio-

logical and genetic basis of prostate cancer progression. Such 
models are also useful for evaluating therapeutic interventions 
such as chemotherapy, immunotherapy, gene therapy, and chemo-
prevention.6 Human prostate cancer is a latent, multistep process 
that preferentially metastasizes to the bone. It is also a heteroge-
neous disease as indicated by variabilities in genetics, oncogenic 
signaling, and tumor grade.6 Spontaneous prostate cancer is rela-
tively uncommon in nonhuman species with the few exceptions 
being some strains of rats6,7 and dogs.8–10 These factors create 
challenging obstacles in attempts to study human prostate cancer 
in animals. Animal models that recapitulate the key features of 
prostate cancer initiation, progression, and metastasis are critical 
for studies designed to understand prostate tumorigenesis and to 
screen preventive and chemotherapeutic interventions. Several 
animal models of prostate cancer have emerged including human 
prostate cancer xenograft models that are implanted in mice, 
canine models, and rodent models. These animal models are valu-
able tools for delineating the mechanisms of prostate cancer initia-
tion, progression, and metastasis.

THE PROSTATE GLAND: DEVELOPMENT, 
MORPHOGENESIS, AND ANATOMY

The embryonic development of the prostate gland originates 
from epithelial prostatic buds that arise from the urogenital sinus 
(UGS) in the endoderm. Prostatic buds appear during gestation at 
10 weeks in humans and 17.5 days in mice. In rodents, these buds 
undergo androgen-dependent growth and ductal branching into the 
surrounding mesenchyme in the early weeks of postnatal develop-
ment.11 In contrast, ductal growth and morphogenesis in the human 
prostate occur prenatally and during puberty when androgen levels 
are higher. The development and growth of the prostate gland are 
dependent on androgens and the function of the androgen receptor. 
Surgical or chemical castration with antiandrogens or estrogen 
inhibits the development and growth of the prostate.12–15

The prostate is a secretory male accessory sex gland that sur-
rounds the urethra and is situated beneath the urinary bladder.15

Prostatic ducts secrete several components of semen including 
proteins, fructose, and zinc ions that are released into the urethra 
during ejaculation. The benign and pathological conditions that 
are associated with the prostate have generated interest in the 
study of its development, biology, functions, and malignancy. 
Interestingly, while prostate cancer occurs frequently, tumor inci-
dence in other male accessory organs such as the seminal vesicles 
and bulbourethral glands are negligible or nonexistent in men.16

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.



640 SECTION VI  /  MODELS OF OTHER HUMAN DISEASES

This chapter will discuss genetically engineered mouse (GEM) 
models mainly because of their widespread utility and the innova-
tive research in the area. However, other animal models of pros-
tate cancer including canine, rat, and human prostate cancer 
xenograft models will be briefly discussed.

PROSTATE CANCER MODELS
HUMAN PROSTATE CANCER XENOGRAFT MOD-

ELS Human prostate cancer xenograft models are generated by 
grafting prostate tissue samples into immunodeficient host mice. 
The PC-82 model was the first prostate cancer xenograft model 
that was successfully established by subcutaneous heterotrans-
plantation of tissue samples in athymic nude BALB/c mice.17

Other xenograft models were developed including androgen-
dependent PC-295 and PC-310 models and hormone refractory 
PC-133, PC-135, PC-324, and PC-339 xenograft models.18,19

More details on the prostate cancer xenograft models that are 
available, well-characterized, and widely utilized are reviewed 
by Navone et al.20 and van Weerden and Romijn.19 Briefl y, other 
human prostate cancer xenograft models include the androgen 
responsive CWR2221 and hormone-refractory CWR22R22 models, 
the LuCaP 23 lines that were generated from metastatic tissue 
samples,23 the androgen-responsive LAPC-4 and hormone-
refractory LAPC-3 models,24 and the MDA PCa xenograft series 
that were established from metastatic tissue samples.20 In addition, 
subrenal capsule grafting and orthotopic transplantation of human 
prostate cancer tissues into mice have been used to generate 
transplantable and metastatic prostate cancer sublines.25 Several 
factors can influence the establishment of prostate cancer xeno-
graft models. These include the strain of athymic nude mice used, 
transplantation in nude mice versus severe combined immunode-
fi ciency (SCID) mice, the site of tumor implantation (subcutane-
ous or orthotopic), and the quality of tissue samples used.

A major limitation of human prostate cancer xenograft models 
is that tissues are obtained from late stage primary tumors or 
metastatic deposits. Therefore, these models are largely unsuit-
able for studying the molecular mechanisms of early prostate 
carcinogenesis. The use of these models for chemoprevention 
trials is also limited because they represent end-stage disease.

CANINE MODELS Dogs spontaneously, naturally, and fre-
quently develop prostate carcinoma.9 Canine prostate cancer 
mimics several characteristics of its human counterpart in terms 
of heterogeneity, prevalence in elderly populations, histopathol-
ogy of the disease, and association with skeletal metastasis.6 The 
median age of prostate cancer diagnosis in dogs (10 years) is 
equivalent to the average age of diagnosis in older men (70 years) 
when converted to human-years.26 Studies of elderly pet dogs and 
military working dogs indicate that the frequency of high-grade 
prostatic intraepithelial neoplasia (HGPIN) and adenocarcinoma 
is higher in canines as they age.8,9 Bone metastasis is the most 
common lethal clinical complication that is associated with 
advanced prostate cancer in men. Dogs develop osteoblastic bone 
lesions that mimic the human disease,6 thus making this model 
relevant for preclinical testing of bone-targeted therapies. In an 
autopsy study that consecutively examined 129 dogs with prostate 
cancer, 24% presented with skeletal metastasis.9

Advantages: Most men die of advanced metastatic prostate 
cancer after failing hormone therapy. Canine models can be uti-
lized for imaging and evaluating therapeutic modalities for pre-
vention and treatment of bone metastasis.

Disadvantages: Clinically evident disease and skeletal metas-
tasis occur in older dogs with low penetrance. Thus, the long 
latency associated with the emergence of prostate cancer presents 
a major obstacle for using canine models for research. Therefore 
experiments with canine models require a long time commitment 
and are rather costly.

RODENT MODELS Rodent models of prostate cancer 
including the laboratory rat and mouse have emerged as powerful 
tools for studying the biological basis of prostate cancer initiation, 
progression, and metastasis because they can be managed in large 
numbers and are easy to use.7 There are several key similarities 
and differences between the rodent and human prostate that should 
be taken into consideration when utilizing rodent models of pros-
tate cancer. There is a distinct anatomical difference between the 
rodent and human prostate. The rodent prostate is organized into 
four distinct lobes around the urethra (Figure 66–1A): ventral, 
dorsal, and lateral (dorsolateral), and anterior (coagulating gland). 
The individual lobular structures of the rodent prostate have 
unique branching duct patterns.11 A normal adult mouse prostatic 
duct consists of an open lumen that is surrounded by tall columnar 
secretory epithelial cells and basal epithelial cells that are closely 
associated with the basement membrane.
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Figure 66–1. Diagrams of the male genitourinary systems of an 
adult (A) mouse and (B) human. (Adapted from Cunha et al.15)
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In contrast, the human prostate (Figure 66–1B) consists of a 
single gland that is located adjacent to the urethra at the base of 
the bladder.15 It is classified into four anatomically distinct 
morphological regions, namely, the anterior fibromuscular stroma, 
transition zone (TZ), central zone (CZ) and peripheral zone 
(PZ).27–29 These zones differ histologically and in their predisposi-
tion to benign and malignant prostatic diseases. Benign prostatic 
hyperplasia (BPH) is a nonneoplastic increase in proliferation of 
prostatic tissue and generally occurs in the TZ. In contrast, pros-
tate carcinoma is frequently found in the PZ. There have been 
suggestions that the dorsolateral lobe of the rodent prostate is 
most similar to the human PZ where most prostate cancers occur30;
however, this contention is still debatable.31,32 The lobular struc-
tures of the human and rodent prostate glands are analogous 
during embryonic development.32 Although similarities are found 
in the embryonic development of the rodent and human prostates, 
the anatomy of the adult prostate gland is strikingly different in 
each species (Figure 66–1). The rodent models that are used for 
prostate cancer research include rat and mouse models. Much 
emphasis will be placed on autochthonous GEM models, while 
rat models will be briefly highlighted.

Rat Models
Spontaneous Rat Models Certain strains of rats are predis-

posed to spontaneously developing prostate cancer. The rat models 
of prostatic carcinoma that are currently available were either 
derived from spontaneous33,34 or induced tumors.35 There are a 
number of rat models that are currently in use; however, not all 
models are applicable for research studies. For example, the ACI/
Seg spontaneous rat model has limited usefulness because of long 
latency, low tumor incidence, and low incidence of invasive pros-
tate carcinoma.6,7

The Dunning rat model is one of the first rat models that was 
established.36 The Dunning R-3327 tumor was a spontaneous 
adenocarcinoma that developed in an inbred Copenhagen rat and 
was transplanted into syngeneic Copenhagen × Fischer F1 hybrid 
rats.33 The Dunning system currently consists of several in vitro
and in vivo transplantable sublines that were derived from the 
original well-differentiated, slow-growing, and nonmetastatic 
Dunning R-3327 tumor.37–41 These sublines represent different 
stages in prostate cancer progression and metastasis. R-3327-H 
is a well-differentiated, slow-growing, and androgen-sensitive 
tumor, R-3327-HI is a well-differentiated, slow-growing, and 
androgen-insensitive tumor, and R-3327-AT is a fast-growing, 
androgen-insensitive, and anaplastic tumor.38 A Dunning R-3327 
MAT LyLu line that metastasizes to the lymph nodes and lungs 
was derived from the R-3327-AT line.39,40 Copenhagen rats inocu-
lated with R-3327 MAT LyLu cells by tail vein injections develop 
skeletal metastasis.42 The different sublines of the Dunning model 
represent a wide spectrum of stages in prostate cancer progression 
and metastasis. This model has been extensively characterized 
and is widely utilized, thus making it very attractive for research 
purposes. The expression of nonprostatic proteins in the Dunning 
H tumor has raised questions about the origin of the Dunning 
tumors.43 Analysis of Dunning H tumor extracts indicated that 
prostate-specifi c secretory proteins such as SVS II and transglu-
taminase were not expressed; however, proteins associated with 
the mammary gland were detected in the tumor.43 These fi ndings 
suggest that the mammary gland or other male accessory sex 
glands might be the origin of the Dunning H tumor. However, 
these observations are tempered by the fact that the Dunning 

model was useful for identifying several clinically relevant 
markers of human prostate cancer including KAI-1, CD44, and 
β-thymosin.6,7

The Lobund–Wistar (L-W) prostate adenocarcinoma rat model 
originated from a colony of random bred, germ-free Lobund–
Wistar rats.34 The L-W model consists of spontaneous, induced, 
and transplantable tumors that metastasize.6,34 The low tumor inci-
dence and long latency period associated with the spontaneous 
L-W model have limited its use for research.7 However, tumor 
incidence and metastasis are increased in the L-W model using 
chemical carcinogens (methylnitrosourea, MNU)44 and hormones 
(testosterone propionate, TP).45 The combination of MNU and TP 
further enhances tumor formation and metastasis in the L-W 
model.35,44 This model is unique because it is the only rat model 
that spontaneously develops hormone-induced adenocarcinoma 
of the prostate with metastases. Most men fail androgen depriva-
tion therapy and relapse with advanced hormone refractory pros-
tate cancer for which there is currently no cure. The spontaneous, 
metastatic, and hormone-refractory L-W model46 can be utilized 
to study the molecular mechanisms of progression of hormone-
refractory prostate cancer and to test chemopreventive and treat-
ment regimens for late stage and metastatic disease.

Advantages of spontaneous rat models: A broad spectrum of 
human disease progression ranging from PIN to metastasis is 
represented in the models, making them useful for studies on 
prevention and metastasis of prostate cancer. The long latency of 
spontaneous models makes them ideal for studies aimed at eluci-
dating the mechanisms of early carcinogenesis.7 The Dunning and 
L-W models are among the best-characterized and well-studied 
rat models of prostate cancer. Rodents have been widely used for 
prostate cancer research because maintenance of rodent colonies 
is economical, they are easily handled, and tumors can be induced 
or implanted.6

Disadvantages of spontaneous rat models: Some limitations 
associated with rat models include long tumor latency, lack of 
reproducibility, and low percentage of rats that spontaneously 
develop adenocarcinoma and metastasis in some models.

Transgenic Rat Models Transgenic animals carry an exog-
enous vector construct (transgene) inserted into the genome of all 
their cells, including germ cells, allowing germ line transmission 
to offspring.47 Most transgenic animal models that have been 
developed to study the molecular basis of prostate cancer initia-
tion, progression, and metastasis are mouse models, but trans-
genic rat models exist. Transgenic mouse models of prostate 
cancer will be discussed in detail in the next section. Rats are 
larger in comparison to mice, thus more sample materials (tissues, 
blood, etc.) can be obtained from rats. Spontaneous and carcino-
gen- or hormone-induced rat models sometimes have long latency 
periods and low tumor incidence. Asamoto et al. developed a 
transgenic rat model of prostate cancer using the androgen-
regulated prostate specific minimal rat probasin (PB) gene (−426
to +33) to drive expression of oncogenic simian virus 40 (SV40) 
early genes (T and t antigens, Tag) in Sprague–Dawley rats.48 The 
phenotype is 100% penetrant, as all PB/SV40 Tag rats develop 
androgen-dependent prostate adenocarcinoma in ventral, dorso-
lateral, and anterior lobes before 15 weeks of age.48 Castration of 
5-week-old PB/SV40 Tag rats completely inhibits prostate tumor-
igenesis and castration of 20-week-old tumor-bearing rats induces 
apoptosis, inflammation, and complete tumor involution.48 This 
model may be suitable for studies designed to elucidate the 
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mechanisms of androgen-dependent prostate cancer progression 
and to test therapeutic interventions targeted for early stage 
androgen-dependent prostate cancer. In contrast to the low tumor 
incidence and long latency period associated with spontaneous rat 
models, transgenic rats develop prostate cancer over time. This 
presents a window of opportunity that can be targeted for molecu-
lar, genetic, and therapeutic intervention studies.

Mouse Models Transgenic or GEM models of prostate 
cancer have been widely used to delineate the genetic and molecu-
lar events that contribute to prostate cancer progression and 
metastasis. Although there are significant anatomical differences 
between the mouse and human prostate, these models have been 
used to validate several genetic events that are clinically relevant 
for human prostate cancer. Several approaches can be employed 
to create transgenic mouse models of prostate cancer including 
overexpression of heterologous genes using tissue-specific pro-
moters and genetic manipulation of oncogenes and tumor suppres-
sor genes that are implicated in prostate carcinogenesis.

There are several GEM models of prostate cancer that develop 
only benign prostatic lesions such as prostatic intraepithelial neo-
plasia (PIN), while others develop tumors in tissues other than the 
prostate. Several groups have developed GEM models to mimic 
several aspects of human prostate carcinogenesis; however, not 
all these models develop invasive carcinoma in the prostate or 
distant metastasis. Special emphasis will be placed on models that 
develop autochthonous prostate cancer that mimics the relevant 
and lethal aspects of prostate carcinogenesis in man including 
progressive development of low-grade PIN, invasive carcinoma, 
and metastasis to distant organs. Some factors to consider when 
using GEM models of prostate cancer include the site of integra-
tion of the transgene, the choice of promoter used in the targeting 
construct, and the strain background of the mice.

The site of integration of a targeting construct into the chromo-
some influences the level of expression of transgenes in transgenic 
mice. The random insertion of a transgene into the genome pro-
duces a position effect,47 which may result in transgenic offsprings 
with varying levels of transgene expression or aberrant expression 
of the transgene in nonspecific tissues or cell types.49 Greenberg 
et al.50 observed that the level of expression of a rat probasin 
(rPB)/chloramphenicol acetyltransferase (CAT) transgene in the 
mouse prostate was independent of copy number. Variabilities in 
the expression of the transgene in the prostate of transgenic mice 
were attributed to position effects that occur due to random inte-
gration of the transgene into the genome.

The use of prostate-specific promoters is critical for the expres-
sion of a target vector in the prostate. Promoter elements that have 
been used to generate GEM models of prostate cancer include the 
rat probasin (rPB),51,52 rat C3(1) steroid-binding protein,53,54 fetal 
globin γ,55 cryptdin-2,56 gp91-pho,57 and prostate secretory protein 
of 94 amino acids (PSP94).58 However, not all these promoter 
elements direct prostate-specific gene expression. In addition, the 
size of the promoter of choice influences the regulation of trans-
gene expression, thereby affecting prostate cancer progression. 
The long 12-kb fragment of the 5′ flanking region of the rPB 
promoter (LPB) drives higher levels of transgene expression in 
prostatic epithelial cells compared to the minimal −426/+28 region 
of the same promoter.59 The biological differences in prostate 
cancer progression in the transgenic adenocarcinoma of the mouse 
prostate (TRAMP) model that was generated using the minimal 
rPB to drive expression of SV40 large and small T antigens,51 and 

the LADY transgenic model that was made with a LPB-SV40 
large T antigen construct,52 are due to the size of the promoter 
elements and differences in transgenes used in each model. The 
promoter of choice can also dictate the severity of the prostatic 
lesions developed in a transgenic model. For example, the ARR2PB
promoter that was constructed by linking two androgen-
responsive regions (ARR) to the PB promoter strongly directs 
prostate-specifi c transgene expression in transgenic mice.60 Com-
pared to (−426)PB-Myc-PAI mice in which prostate-specific gene 
expression is driven by the weaker −426/+28 PB promoter, 
ARR2PB-Myc-PAI mice develop PIN lesions and prostate carci-
noma more rapidly.61

The strain background of mice used to create GEM models 
may also influence the phenotype and rate of prostatic disease 
progression in transgenic mice. This is exemplified in the TRAMP 
model, where the genetic background of the mice influences the 
phenotype of prostatic disease.62 TRAMP mice in the C57BL/6 
background develop tumors that invade the seminal vesicles and 
urethra, while mice in the C57BL/6 × FVB background develop 
highly vascularized solid tumors within the prostate that are less 
likely to invade the seminal vesicles. C57BL/6 TRAMP mice can 
live for up to 52 weeks, while C57BL/6 × FVB TRAMP mice are 
euthanized by 33 weeks due to large tumors that can obstruct the 
urinary tract.62 In addition, bone metastasis has been observed 
only in C57BL/6 × FVB TRAMP mice.63 These data indicate that 
the genotype of a mouse can influence the phenotype obtained in 
GEM models.

Autochthonous Transgenic Mice/Genetically Engineered 
Mice Several GEM models have been created to recapitulate 
key features of human prostate cancer. However, there is no single 
model that mimics the full spectrum of the human disease. Some 
GEM models develop tumors in nonprostatic tissues while others 
develop mild epithelial hyperplasia that does not progress to inva-
sive carcinoma or metastasis. More emphasis will be placed on 
the discussion of mouse models that are well characterized and 
widely used and that recapitulate key features of human prostate 
cancer such as development of progressive, autochthonous pros-
tate carcinoma and metastasis to distant organs.

The neoplastic changes in the prostate of GEM are considered 
to be the consequences of the genetic alterations induced in the 
animals by the transgene. This is based on observations that the 
incidence of spontaneous neoplastic prostatic diseases is very low 
in the mouse prostate.32,64 Individual investigators have generally 
established the histopathological grading systems used to classify 
benign and malignant prostatic lesions of GEM models.53,62,64–66

The Bar Harbor Classification system is a hierarchical histopatho-
logical classification system that was developed to facilitate uni-
formity in the descriptions of the pathological changes in the 
prostate of GEM.32 Briefl y, nonneoplastic changes in the prostate 
of mice are described as epithelial and stromal hyperplasia. Mouse 
prostatic intraepithelial neoplasia (mPIN) is classified as a nonin-
vasive neoplastic proliferation of the prostate epithelium that can 
possess premalignant potential. Malignant proliferation of the 
prostate gland is described as invasive carcinoma, adenocarci-
noma, and neuroendocrine carcinoma.

SV40 T Antigen (Tag)-Based Models Transgenic mouse 
models generated using vector constructs in which a promoter 
drives expression of SV40 large and small T antigens (T and t 
antigens, Tag) have been used extensively to study prostate 
carcinogenesis because of the transforming properties of SV40 
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Tag. There are currently no definitive links between SV40 
infections and risk of prostate cancer; however, SV40 
contaminations in polio vaccines administered from 1955 to 1963 
may be associated with human mesotheliomas, ependymomas, 
and osteosarcomas.67,68 The major functions of large T antigen 
include promotion of cellular transformation and viral replication 
in target cells by interacting with and blocking the functions of 
tumor suppressor genes including p5369 and the retinoblastoma 
(Rb) family.70 Large T also binds to transcriptional coactivators 
such as CBP and p300.71 One mechanism by which small t antigen 
promotes uncontrolled cell proliferation is by interacting with the 
serine–threonine protein phosphatase 2A (PP2A) that leads to 
constitutive activation of the Wnt signaling pathway.72

TRAMP model: The TRAMP model is an autochthonous model 
of prostate carcinoma that was generated using the minimal rat 
probasin (rPB) −426/+28 regulatory element to drive expression 
of the SV40 early genes (T and t antigens, Tag) to the epithelium 
of the prostate.51 The androgen-regulated rPB fragment directs 
prostate epithelium-specific expression of the transgene to the 
dorsolateral and ventral lobes. Transgene expression is controlled 
developmentally and hormonally, thus it is expressed postnatally 
at sexual maturity when androgen levels are high.50,51 Besides 
abrogation of the tumor suppressor functions of p53 and Rb by 
large Tag, other genetic “hits” occur to drive tumor progression.73

Expression of the transgene is 100% penetrant, therefore all mice 
eventually develop prostate cancer.51 TRAMP mice develop pro-
gressive prostate cancer that metastasizes to distant organs.63,64 By
12 weeks of age, TRAMP mice typically develop PIN lesions and 
invasive cancer.64 By 24 weeks of age, 100% of mice develop 
poorly differentiated prostate cancer that is associated with metas-
tasis to the periaortic lymph nodes and lungs and less frequently 
to the bone, liver, salivary glands, and kidney.64 Based on the 
histological grading system established for the TRAMP model, 
mice develop progressive prostatic neoplasia from low grade 
prostatic intraepithelial neoplasia (LGPIN) to poorly differenti-
ated cancer.64 Another grading system for the TRAMP model is 
based on a unique numerical grading system that avoids termi-
nologies associated with human prostate cancer pathology due to 
differences in the mouse and human prostate.66 Transgene expres-
sion in the TRAMP model is initially androgen dependent; 
however, following castration of mice at 12 weeks of age, 70–
80% of mice develop hormone refractory prostate cancer while 
∼20–30% do not present with palpable tumors by 24 weeks fol-
lowing androgen deprivation.74 Neuroendocrine differentiation is 
associated with tumor progression, metastasis, and androgen 
insensitivity in human prostate cancer.75 There is a stochastic 
development of the neuroendocrine phenotype that mostly occurs 
in poorly differentiated tumors that emerge in intact and castrated 
TRAMP mice.64 The TRAMP model has been used to elucidate 
the role of tumor angiogenesis in prostate cancer progression. A 
distinct “angiogenic switch” that correlates with increased vascu-
larity is associated with prostate cancer progression in the TRAMP 
model.76 VEGFR1 is highly expressed in PIN lesions, while 
increased VEGFR2 expression is detected in invasive carcinoma. 
Changes in the temporal and spatial expression patterns of the 
FGF signaling axis also correlate with tumor progression in the 
TRAMP model.77 The identification of distinct molecular markers 
of angiogenesis in the TRAMP model has been exploited to evalu-
ate the effects of antiangiogenic therapies on tumor progression.78

Cell lines have been established from TRAMP tumors that can 

either be used for in vitro studies or grafted into syngeneic 
C57BL/6 mice.79 The TRAMP model is an autochthonous, pro-
gressive, and heterogeneous model of prostate cancer that reca-
pitulates several key features in the natural history of human 
prostate cancer. It is one of the most extensively characterized and 
widely used transgenic models of prostate cancer and is useful for 
evaluating therapeutic interventions such as chemoprevention and 
immunotherapy.

LADY models: These models were generated using a large 12-
kb fragment of the 5′-fl anking sequence of the probasin gene 
(LPB) to drive expression of an SV40 large T antigen deletion 
mutant (that eliminates expression of small t antigen) in the pros-
tate epithelium (LPB-Tag).52,65 The decreased aggressiveness of 
the prostate cancer phenotype observed in LPB-Tag models is 
attributed to the expression of only SV40 large T antigen, thus 
eliminating the contributing effects of small t antigen. Expression 
of the transgene is 100% penetrant and mice progressively develop 
prostate cancer that recapitulates key aspects of human cancer. 
The 12T-7f line of mice develop multifocal lesions, nuclear 
atypia, and progressive prostatic lesions including PIN and inva-
sive carcinoma.52 Metastasis rarely occurs in this model; however, 
the prostatic lesions that develop are androgen dependent as they 
regress following castration. The 12T-10 line of the LADY model 
displays progressive high-grade PIN, poorly differentiated cancer, 
neuroendocrine differentiation, and metastasis to the lymph nodes, 
lung, spleen, and kidney.65 These tumors also demonstrate 
hormone refractoriness following castration. An allograft 
model (NE-10) that is hormone refractory, neuroendocrine, and 
metastatic was derived from the prostate tumor of a 12T-10 
mouse.80 The 12T-10 model may be used to study hormone refrac-
tory, neuroendocrine prostate carcinoma progression and to test 
novel therapeutic modalities that inhibit development of the neu-
roendocrine phenotype.

C3(1)-SV40 large T/small t model: In this model, expression 
of SV40 early genes is controlled by the androgen-responsive rat 
steroid-binding protein C3(1) regulatory elements.53 By 8 weeks 
of age, male mice develop PIN lesions in the ventral and dorso-
lateral lobes that progress to invasive carcinoma by 28 weeks of 
age. The model recapitulates several aspects of human prostate 
cancer in terms of development of PIN lesions that harbor muta-
tions in Ha-Ras. Metastasis to distant organs occurs in <5% of 
mice. However, the C3(1) promoter is not prostate specific as the 
transgene is expressed in nonprostatic tissues such as the mammary 
and urethral glands. Similar observations were made in C3(1)-
Polyoma middle-T (Py-MT) transgenic mice where the C3(1) 
regulatory sequences were used to drive expression of the Py-MT 
gene in the prostatic epithelium.54 Mice develop dorsolateral and 
ventral prostate tumors; however, invasive tumors also develop 
in the vas deferens and salivary glands.

PSP94-SV40 large T/small t antigen model: The prostate 
secretory protein of 94 amino (PSP94) is one of the most abundant 
prostate secretory proteins.81 The promoter/enhancer region of the 
androgen-regulated and prostate-specific mouse PSP94 gene was 
used to control expression of SV40 early genes in PSP94-SV40 
Tag mice.58 Histopathological changes in the dorsolateral and 
ventral prostate lobes correlate with the onset of puberty. Mice 
progressively develop low- and high-grade PIN by 12 weeks of 
age, poorly differentiated cancer by 16 weeks, and lymph node 
metastasis. Castration of PSP94-SV40 Tag mice results in involu-
tion and atrophy in the prostate, indicating that tumor progression 
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is androgen dependent. Importantly, PSP94 is conserved across 
several species including humans and mice.82 However, there is 
no human equivalent of the prostate-specific rat probasin (PB) 
gene that has been widely utilized for generating GEM models. 
As a result, PSP94 is being developed for generating vector con-
structs for gene therapy because it is a strong prostate-specifi c 
gene.58

Cryptdin-2-SV40 large T/small t antigen model: Cryptdins are 
nonprostatic, antimicrobial peptides that are secreted by the 
Paneth cells of the intestinal epithelium.83 Cryptdin-SV40 Tag 
mice were generated using nucleotides −6500 to +34 of the mouse 
cryptdin-2 gene to direct expression of SV40 early genes to neu-
roendocrine cells in the lobes of the mouse prostate.56 Mice rapidly 
develop PIN lesions and neuroendocrine carcinoma. In addition, 
metastasis to lymph nodes, liver, lungs, and bone occurs 
frequently in the model. This model may be appropriate for 
studies on the mechanisms of neuroendocrine prostate cancer 
progression.

Fetal globin γ (Gγ)-SV40 large T/small t antigen model: Tar-
geted expression of the fetal Gγ-SV40 Tag construct in mice 
unexpectedly results in the development of prostate tumors 
consisting of mixed neuroendocrine and epithelial cells.55 Further 
characterization of the model indicated that dorsolateral and 
ventral prostate tumors develop following castration.84 Metastasis 
to the lymph nodes and other distant sites is also observed. The 
fetal Gγ-SV40 Tag model is a hormone-refractory and metastatic 
transgenic mouse model that is suitable for studies of the mecha-
nisms of progression of aggressive and advanced prostate cancer. 
However, these mice also develop nonprostatic tumors including 
adrenocortical and brown adipose tumors.55

Extensive descriptions of other SV40-Tag-based models are 
reviewed by Kasper85 and Abate-Shen and Shen.31 The TRAMP 
and LADY models are among the first described and therefore 
best characterized and widely used SV40 Tag-based transgenic 
models. These models progressively develop prostate cancer and 
metastasis that recapitulates key features of the human disease. 
However, one limitation of these models is the rapid onset of 
aggressive prostate cancers with neuroendocrine features.

Oncogenes and Tumor Suppressor Genes Overexpression 
of oncogenes or inactivation of tumor suppressor genes is 
associated with progression of human prostate cancer. A number 
of GEM models have been created to mimic the genetic 
perturbations that promote progression of human prostate cancer 
(reviewed by Huss et al.,86 Abate-Shen and Shen,31,87 and 
Kasper85,88). In contrast to most SV40 Tag models that develop 
PIN, invasive carcinoma, neuroendocrine carcinoma, and 
metastasis, significant proportions of these mice develop mild 
hyperplasia or noninvasive PIN lesions. Therefore, more emphasis 
will be placed on models that develop severe prostatic lesions. 
Aberrant expression of oncogenes is implicated in human prostate 
cancer pathogenesis. C-Myc is an oncogene that is overexpressed 
in invasive and metastatic human prostate cancer samples.89

C3(1)-c-Myc transgenic mice primarily develop hyperplasia in 
the ventral prostate.90 Compared to (−426) PB-Myc-PAI mice that 
were generated with the minimal rat probasin promoter, ARR2PB-
myc-PAI transgenic mice rapidly develop high-grade PIN with 
invasive carcinoma in less than 6 months.61 Homozygous deletion 
of MXI1 (MXI1−/−), a c-Myc antagonist,91 results in prostatic 
dysplasia and hyperplasia.92 Mutations in members of the Ras 
family of oncogenes are found in human prostate cancer 

specimens.93 Overexpression of RasT24 in PB-Tras transgenic 
mice produces mild prostatic changes including epithelial and 
stromal hyperplasia. In PB-RAS mice that overexpress activated 
Harvey-RAS, PIN lesions and intestinal metaplasia develop.94

Transgenic mice were generated to model genomic instability 
using the minimal probasin promoter to force expression of the 
c-fos oncogene and ECORI restriction enzyme.95 While only low-
grade PIN lesions develop in PB-fos mice, PB-EcoRI mice 
develop high-grade PIN and invasive carcinoma. Increased 
expression of the antiapoptotic Bcl-2 gene in C3(1)-bcl-2 mice 
produces epithelial and stromal hyperplasia in the prostatic 
epithelium.96 However, no hyperplastic or neoplastic phenotypes 
were observed in the prostates of PB-bcl-2 mice.97

Deregulation of components of the PI3K/Akt pathway has 
been implicated in prostate carcinogenesis. PTEN/MMAC1 is a 
ubiquitously expressed protein/lipid phosphatase that functions as 
a tumor suppressor by inhibiting the PI3K/Akt pathway and pro-
moting apoptosis.98 PTEN maps to chromosome 10q23 and under-
goes loss of heterozygosity in many cancers including human 
prostate cancer.98 PTEN heterozygous (PTEN+/−) mice develop 
epithelial hyperplasia, dysplasia, and PIN lesions in the pros-
tate.99,100 Homozygous PTEN (PTEN−/−) mice are embryonic 
lethal99,101; therefore, conditional knockout mice were generated 
to specifically delete PTEN in the prostatic epithelium (PB-Cre4 
× PTENloxp/loxp).102 Probasin (PB) directs prostate epithelium-
specifi c expression of the Cre enzyme. This leads to Cre-mediated 
recombination and deletion of the PTEN gene between two loxP
sites. PB-Cre4 × PTENloxp/loxp mice progressively develop PIN, 
prostate adenocarcinoma, and metastasis to the lymph nodes and 
lungs.102 The conditional PTEN model is unique because it is the 
fi rst transgenic mouse model of prostate cancer that displays mul-
tistep carcinogenesis that closely mimics the initiation, progres-
sion, and metastasis of human prostate adenocarcinoma.102 Loss 
of PTEN activity promotes constitutive activation of the PI3K/Akt 
pathway.103 To model the elevated Akt activity that is frequently 
detected in human prostate cancer,104 a PB-myr-HA-Akt1 
(MPAKT) transgenic mouse model with constitutive Akt activity 
was generated.105 MPAKT mice develop PIN lesions in the ventral 
prostate lobe that are strikingly similar to PIN lesions in 
PTEN+/− mice.

Nkx3.1 is a prostate-specific homeobox gene that is important 
for normal prostate development and differentiation.106 Although 
Nkx3.1 mutations have yet to be identified in prostate cancer, it 
is considered a candidate tumor suppressor gene because it maps 
to the chromosome 8p12–21 region that is frequently lost in 
cancer,107,108 including prostate tumors.109,110 Defective branching 
morphogenesis, epithelial hyperplasia and PIN-like prostatic 
lesions were observed in Nkx3.1−/− null mice.106 Prostate-specifi c 
deletion of Nkx3.1 in PSA-Cre × Nkx3.1f/f conditional knockout 
mice results in the formation of PIN lesions.111

Cell Cycle Pathways and Growth Factor/Peptide 
Signaling Aberrant cell cycle progression and evasion of 
apoptosis are hallmarks of prostate cancer progression from early 
stage disease to late stage advanced metastatic disease.112 p27Kip1

is a cyclin-dependent kinase (CDK) inhibitor that is frequently 
lost in human prostate cancer.113 Loss of p27Kip1 expression in 
mice (p27−/−) promotes only mild hyperplasia in the prostate.113

Expression of the SKP2 complex that targets p27 for ubiquitination 
and proteolysis is elevated in prostate cancer.114 Overexpression 
of SKP2 in ARR2PB-SKP2 transgenic mice promotes high-grade 
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PIN and decreases p27 expression in the prostate.114 Loss-of-
function mouse models of negative cell cycle regulators and 
tumor suppressor genes such as p53−/− 115 and Rb−/− 116 null mice 
display normal prostate development or embryonic lethality, 
respectively.

Deregulation of growth factor signaling networks facilitates 
survival of cancer cells. Mild hyperplasia and dysplasia were 
observed in the fibroblast growth factor 7 (FGF7) overexpressing 
PB-FGF7 (PKS) mouse model.117 Minimal probasin promoter-
directed expression of dominant negative FGFR2iiib to the pros-
tate in KDNR mice results in development of a neuroendocrine-like 
phenotype.117 In ARR2PB-FGF8b transgenic mice, increased 
expression of FGF8b promotes development of high-grade PIN 
lesions.118 Elevated serum levels of insulin-like growth factor-1 
(IGF-1) increase the risk of prostate cancer.119 Bovine keratin 5 
(BK5)-IGF-1120 and PB-IGF-1121 mice were generated to study the 
role of IGF-1 in prostate cancer progression. In contrast to PB-
IGF-1 mice that did not develop hyperplastic or neoplastic changes 
in the prostate epithelium,121 BK5-IGF-1 mice develop multistep 
prostate carcinogenesis including hyperplasia, PIN, and invasive 
carcinoma with neuroendocrine features.120 Transforming growth 
factor-β (TGF-β) acts as a tumor suppressor via TGF-β receptors 
(TβR) in normal prostate cells;122 however, it also promotes pros-
tate cancer progression.123 Transgenic mice were created to block 
endogenous TGF-β receptor type II (TβRII) using a metallothio-
nein promoter to control dominant-negative TβRII (MT-DNIIR).124

Crossbreeding of MT-DNIIR mice with the LADY (LPB-SV40 
large Tag) model enhances metastasis in bigenic mice.125 Acti-
vated ERBB2 (HER-2/Neu), a member of the epidermal growth 
factor receptor (EGFR) family, is implicated in hormone refrac-
tory prostate cancer progression.126 Probasin promoter-driven 
expression of oncogenic Neu in the prostate epithelium of PB-
Neu mice results in progressive PIN lesions and invasive 
carcinoma.127

Steroid Receptors Overexpression of the androgen 
receptor (AR) promotes prostate cancer survival following 
androgen deprivation.128 Minimal probasin promoter-driven 
expression of murine AR in the prostate epithelium of mice (PB-
mAR) results in mild prostatic dysplasia, hyperplasia, and PIN 
after 1 year.129 The antiproliferative effects of retinoic acid130 and 
vitamin D131 in prostate cancer are mediated by retinoic acid 
receptors (RARs or RXRs)132 and the vitamin D receptor (VDR).131

RXRα conditional knockout mice were generated by crossing 
PB-Cre4 mice with RXRαf/f mice (PB-Cre4 × RXRαf/f) for Cre-
mediated targeted deletion of RXRα in the prostate epithelium.133

These mice develop hyperplasia and low-grade and high-grade 
PIN lesions.

Bigenic Models The prevalence of mild dysplasia, 
hyperplasia, and noninvasive neoplastic lesions in the prostates of 
most GEM models with targeted loss-of-function or gain-of-
function mutations of one gene suggests that prostate cancer 
progression and metastasis involve a complex, multistep process. 
Therefore, several GEM models with two or more genetic hits 
have been generated to better recapitulate the complex natural 
history of human prostate cancer.

Although no histological changes were observed in the pros-
tates of PB-bcl-2 mice that overexpress the antiapoptotic Bcl-2 
gene,97 PB-bcl-2 × TRAMP bigenic mice rapidly develop prostate 
tumors.134 This suggests that Bcl-2 decreases tumor latency in 
TRAMP mice. In PTEN+/−, p27−/− (Cdkn1b−/−), and Nkx3.1−/−

knockout mice, the prostatic lesions observed include dysplasia, 
hyperplasia, and sometimes PIN, but not invasive carci-
noma.99,100,106,113 Bigenic PTEN+/− × Cdkn1b−/− mice develop PIN 
lesions that progress to invasive carcinoma in 25% of mice.135

Crossbreeding of PTEN+/− and Nkx3.1-/- null mice is also synergis-
tic as mice develop invasive carcinoma136 that frequently metasta-
sizes to the lymph nodes.137 These studies indicate cooperativity 
between PTEN haploinsufficiency and loss of p27 or Nkx3.1 tumor 
suppressor functions. Furthermore, crossbreeding of PTEN+/− mice 
with TRAMP mice results in rapid development of invasive pros-
tate carcinoma.138 FGF2 levels are elevated in advanced stage 
metastatic human prostate cancer.139 In TRAMP mice that were 
crossbred with FGF2−/− null mice, the incidence of metastasis and 
the tumor grade were decreased.139 Hepsin is a type II transmem-
brane serine protease that is overexpressed in human prostate 
cancer.140–142 Probasin promoter-driven overexpression of hepsin 
in the prostate epithelium of PB-hepsin mice causes weakened 
epithelial–stromal adhesion.143 Crossbreeding of the 12T-7f line of 
the LADY model that develops invasive cancer without metastasis 
to PB-hepsin mice triggers liver, lung, and bone metastasis.143

In contrast to GEM models with targeted manipulation of only 
one gene, most bigenic mouse models develop more severe pros-
tatic lesions that are sometimes associated with distant site metas-
tasis. This suggests that multiple genetic events are necessary for 
development of prostate cancer.

Alternative Genetically Engineered Mouse 
Models The prostate gland is composed of different cellular 
compartments including epithelial cells, stromal cells, and 
endothelial cells. The epithelial cell compartment consists of 
secretory luminal cells, basal cells, and neuroendocrine cells. Most 
innovations in the field of transgenic mouse modeling involve 
targeted disruption or overexpression of genes in the luminal 
epithelial cell compartment using prostate epithelium-specifi c 
regulatory elements such as probasin and PSP94. The genetic 
and molecular changes that arise in other cellular compartments 
of the prostate must be critically evaluated to adequately 
recapitulate the complex, multistep changes that contribute to 
prostate carcinogenesis.

To examine the role of TGF-β signaling in stromal–epithelial 
interactions, the TGF-β type II receptor (Tgfbr2) was condition-
ally inactivated in mouse fibroblasts by crossing fi broblast-
specifi c protein 1 (Fsp1)-Cre mice with Tgfbr2f/f mice 
(Tgfbr2fspKO).144 Fsp1 controls prostatic fi broblast-specifi c expres-
sion of Cre recombinase, and Cre mediates recombination at the 
loxP sites surrounding the Tgfbr2 gene in Tgfbr2f/f mice. Stromal 
hypercellularity and PIN develop in the dorsolateral, ventral, and 
anterior prostate lobes of Tgfbr2fspKO mice. The prostate stem cell 
antigen (PSCA) promoter directs prostate-specific gene expres-
sion to a subpopulation of epithelial cells that expresses basal and 
luminal epithelial cell markers.145 The PSCA promoter may be 
utilized as a promoter that targets a unique subset of epithelial 
cells in the prostate gland. Prostate-specific promoters that can 
direct gene expression to prostatic endothelial cells have yet to be 
reported.

Some of the limitations associated with traditional GEM 
models such as the TRAMP and LADY models include the rapid 
onset of aggressive prostate cancer and a high incidence of neu-
roendocrine tumors. In addition, there is currently no evidence 
that the SV40 early genes are involved in development of human 
prostate cancer. Random insertion of the transgene into the 
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genome can cause a “position effect” that leads to differences in 
genotype and phenotype in traditional GEM models. To circum-
vent some of these problems, knockin technology is being utilized 
to generate mouse models of prostate cancer. Knockin mice are 
created by targeted insertion of a heterologous gene into a specifi c 
gene locus.146 This facilitates single copy insertion of the targeting 
vector into the genome, thereby resulting in uniform transgene 
expression and a stable phenotype. PSP94 mouse adenocarcinoma 
prostate model knockin mice (PSP-KIMAP) were generated by 
targeted insertion of SV40 early genes to the prostate-specifi c 
PSP94 promoter/enhancer gene locus.147 Compared to PSP94-
SV40 Tag transgenic mice that were generated using traditional 
transgenic technique to create mice with PSP94 promoter-driven 
prostate-specifi c expression of SV40 Tag,58 prostate cancer pro-
gression was more prolonged and synchronous in PSP-KIMAP 
mice.147

CONCLUSIONS
Each spontaneous, inducible, and transgenic animal model of 

prostate cancer that is currently available has strengths that have 
been exploited to understand the genetic and molecular basis of 
prostate carcinogenesis. However, there is currently no single 
model that fully recapitulates the full spectrum of human prostate 
cancer initiation, progression, and metastasis. One obvious limita-
tion of the GEM models that have been widely utilized for pros-
tate cancer research is the lack of reproducible development of 
bone metastasis. Most gain- or loss-of-function models have tar-
geted disruption of candidate genes directed to the prostate luminal 
epithelium. To fully model the entire continuum and natural 
history of prostate cancer development, it will be critical to utilize 
regulatory sequences that target gene expression to other prostatic 
cellular compartments such as basal, stromal, and endothelial 
cells.
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67 Animal Models of Diabetes

WILLY J. MALAISSE AND ABDULLAH SENER

ABSTRACT
This review deals with animal models of diabetes mellitus. 

Experimentally induced diabetes, such as that caused by antiinsu-
lin serum, pancreatectomy, glucose infusion, β-cytotoxic agents, 
and viruses, is first considered. Attention is also paid to diabeto-
genic nutritional and hormonal factors, inhibitors of insulin 
release, and animal models of glycosuria. Second, both non-
insulin-dependent spontaneous diabetes, such as that encountered 
in several rodent species, and insulin-dependent spontaneous dia-
betes, especially in NOD mice and BB rats, are briefly discussed. 
Last, the more recent use of gene targeting and transgenic tech-
niques to explore the physiopathology of diabetes and the intro-
duction of several insulin-secreting and other pancreatic endocrine 
cell lines in experimental diabetology are reviewed.

Key Words: Diabetes mellitus, Animal models, Antiinsulin 
serum, Pancreatectomy, β-Cytotoxic agents, Spontaneous diabe-
tes, Gene targeting and transgenic techniques, Insulin-secreting 
cell lines.

INTRODUCTION
Diabetes mellitus has occurred in humans at least as long as 

written medical reports exist, i.e., approximately 4000 years. It has 
been found in all human societies where any consistent search has 
been made. In the introduction of a Workshop on Spontaneous 
Diabetes in Laboratory Animals, held in Augusta (MI) in 1966, A.E. 
Renold and W.E. Dulin proposed that the same may be true in 
animals, particularly those living in association with humans, 
whether as domestic animals or as animals bred in the laboratory.1

They indicated that diabetes was reported in species such as the tree 
shrew2 and the dolphin.3 They also provided a table listing, under 
the title “Type of inherited diabetes in mus musculus and in other 
small laboratory rodents,” six single gene mutations and three 
inbred strains and F1 hybrids in mice, and four other species, includ-
ing spiny-mouse, sand rat, Chinese hamster, and the single “fatty” 
mutant gene in the rat. This introduction was followed by 222 pages 
of articles devoted to the same issue. Needless to add, in this 
chapter, the issue of animal models of diabetes could be reviewed 
in only a quite restricted and, at best, illustrative manner.

EXPERIMENTALLY INDUCED DIABETES
Several experimental procedures can be used to induce hyper-

glycemia in otherwise normal animals. Seven of these procedures 
are considered below.

DIABETES INDUCED BY ANTIINSULIN SERUM A tran-
sient state of insulinopenia for several hours up to a few days 
can be induced by the injection, e.g., in rats or dogs, of guinea 
pig antiinsulin serum.4 The restoration of normoglycemia occurs 
when all circulating antibodies are neutralized by endogenously 
secreted insulin.5 This approach makes it possible to characterize 
the metabolic consequences of insulinopenia without any primary 
alteration of endocrine pancreatic function. It was also used to 
explore the consequences of a sustained increase in insulin output 
upon the functional behavior of pancreatic islets, e.g., after their 
isolation from animals previously injected with guinea pig anti-
insulin serum.6

PANCREATECTOMY In the 1880s, von Mering and 
Minkowski observed that after removal of the pancreas of a dog, 
the animal developed polyuria and polydipsia and was eventually 
found to have diabetes mellitus.7 History has also given a special 
place to Marjorie, one of the dogs used by Banting and Best in 
their seminal experiments on the isolation and purification of 
insulin in the 1920s.8

In a more recent work, partial pancreatectomy, e.g., removal 
of 70–90% of the β cell mass, was used to induce a mild 
type 2 diabetes-like state associated with a stable increase 
in glycemia. This approach is still widely used to explore its 
functional consequences upon the remaining insulin-producing 
cells.9

GLUCOSE INFUSION The hyperglycemia provoked in 
healthy animals by the infusion of glucose differs in several 
respects, e.g., by the changes in unesterified fatty acids and 
production of ketone bodies, from that prevailing in diabetic 
animals. Nevertheless, the sustained infusion of a hypertonic 
solution of glucose represents a suitable model to reproduce 
some of the hydroionic consequences of diabetic hyperglyce-
mia. For instance, prolonged glucose infusions to dogs served 
as an animal model for the study of hyperosmolar nonketotic 
coma.10 In exceptional cases, glucose administration for 
several weeks was also reported to induce permanent diabetes.11

Moreover, chronic intravenous infusion of glucose for periods 
of up to 7 days has been used, inter alia, to explore the bio-
chemical determinants of the insulin secretory defect caused 
by sustained hyperglycemia and often referred to as a pheno-
menon of B cell glucotoxicity or in-competence. For instance, 
it was proposed that under these experimental conditions, 
glycogen accumulation in pancreatic islet β cells may account 
for two typical features of B cell glucotoxicity, mainly a 
paradoxical short-lived inhibition of insulin release in res-
ponse to the bolus intravenous injection of glucose and a 
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perturbation of the anomeric specificity of glucose-induced insulin 
release.12

b-CYTOTOXIC AGENTS Alloxan and streptozotocin are 
the two most commonly used β-cytotoxic agents in the perspec-
tive of nonsurgical induction of experimental diabetes in 
animals.

The diabetogenic action of alloxan was first reported by Dunn 
et al.13 The intravenous administration of freshly dissolved alloxan 
(0.3–0.7 µmol/g body weight) after 24  h starvation is recom-
mended as the usual procedure. The selective cytotoxic action of 
alloxan on insulin-producing cells was attributed to the coinci-
dence of two distinct and independent features: a rapid accumula-
tion of the drug into islet β cells and their exquisite sensitivity to 
peroxides.14

Streptozotocin, an antibiotic isolated from Streptomyces
achromogenes, also exerts a selective β-cytoxic action.15 It is 
usually administered intravenously, at a dose close to 0.25  µmol/g
body weight, to overnight starved animals. Three further modali-
ties of streptozotocin administration merit mention. First, the 
combined administration of streptozotocin and nicotinamide, 
which protects against the diabetogenic action of the antibiotic, 
is currently used to develop, within about 1 year, pancreatic 
insulinomas.16 Second, a multiple low-dose streptozotocin 
model has been extensively used to study the immunological 
pathways that lead to insulitis and β cell death.17 Last, 
injection of neonatal rats with streptozotocin within 2 days 
of birth results, later in life, in a model of non-insulin-
dependent diabetes, with reduced β cell mass and mild 
hyperglycemia.18

Vacor, dithizone dehydroascorbic acid, pentamidine, and 8-
hydroxyquinoline were also examined for their diabetogenic 
effects in experimental animals.19–21

VIRUS-INDUCED DIABETES Viruses, such as encephalo-
myocarditis virus (EMC), may induce diabetes in experimental 
animals.22 This occurs not by autoimmunity but by direct infection 
and cytolysis of pancreatic β cells.

DIABETOGENIC NUTRITIONAL AND HORMONAL 
FACTORS It has long been known that the long-term adminis-
tration of different hormones may lead to either glucose intoler-
ance or frank diabetes. Such is the case for growth hormone, 
glucocorticoids, glucagon, and thyroid hormones.23 Likewise, 
obesity, such as that induced by gold thioglucose or a fat diet, 
may affect glucose homeostasis.24 Attention was also drawn to the 
perturbation of both fuel homeostasis and islet function found in 
starvation,25 protein malnutrition,26 and pregnancy and lactation.27

In these several instances, suitable animal experimental designs 
were developed to assess both the pancreatic endocrine and extra-
pancreatic determinants participating in the response to such 
diabetogenic factors. In this respect, two examples could be 
mentioned. First, attention has been paid to the role of diabetes 
in pregnancy and the intrauterine environment in the subsequent 
development of diabetes among offspring.28 Second, second-
generation rats deficient in long-chain polyunsaturated ω3 fatty 
acids were recently examined to further explore the impact of 
these fatty acids on metabolic variables such as liver triglyceride 
content, visceral obesity, insulin resistance, and pancreatic islet 
metabolic, ionic, and secretory parameters.29

INHIBITION OF INSULIN RELEASE Several chemical 
agents inhibit insulin secretion. For in vivo studies, d-mannohep-
tulose, adrenalin, and diazoxide merit consideration.20

d-Mannoheptulose is a natural ketoheptose present in several 
plants, e.g., avocados. By inhibiting glucose phosphorylation in 
islet cells, it suppresses insulin secretion. The in vivo use of d-
mannoheptulose (1–4  µmol/g body weight given intravenously) 
is limited by its biological half-life, itself linked to its renal 
clearance.5

Adrenalin inhibits insulin release at the intervention of β cell 
α-adrenergic receptors. In vivo it needs to be continuously infused 
(about 5  pmol/g body weight/min), the insulinemia rapidly reach-
ing high values when the infusion of the adrenergic agent is 
halted. Obviously, another limitation concerns the extrapancreatic 
effect of the hormone, e.g., in terms of glycogenolysis and 
lipolysis.

Diazoxide also inhibits insulin release by causing the gating 
of ATP-sensitive K+ channels. It has been used in vivo (e.g., 
0.5–2.0 µmol/g body weight given orally each day), for instance, 
to distinguish between the respective role of hyperglycemia and 
sustained high insulin secretion in the functional behavior of islet 
cells, including granulolysis, slackening of proinsulin conversion, 
or anomeric specificity of glucose-stimulated insulin release.30,31

ANIMAL MODELS OF GLYCOSURIA Phlorizin, a 
naturally occurring flavinoid, inhibits the resorption of glucose 
in the proximal renal tubule. It can be used to restore near-
normoglycemia in diabetic animals by provoking massive glycos-
uria and polyuria.32 This procedure may help to distinguish 
between the effects of hyperglycemia and other consequences of 
experimental diabetes in pathological processes, such as diabetic 
complications.

SPONTANEOUS ANIMAL DIABETES
As already alluded to in the introduction of this chapter, an 

exhaustive analysis of all spontaneous animal models of diabetes 
would largely be beyond the limits of this review.

NON-INSULIN-DEPENDENT MODELS For instance, 
more than a dozen spontaneous animal models of type 2 diabetes 
are currently under investigation.

Chinese Hamster The incidence of diabetes is high in 
Chinese hamsters (Cricetulus griseus). In this animal, the syn-
drome is inherited and polygenic. Typical experiments involve 
comparison between aglycosuric control animals, mildly diabetic 
animals with slight and/or occasional glycosuria, and more 
severely diabetic animals with histories of severe glycolysia 
detected at weekly intervals for more than 2 months.33 For instance, 
in such a design, insulin secretion was found to be highest in the 
animals with intermittent glycosuria and lowest in the more 
severely diabetic animals.

Goto-Kakizaki Rat The Goto-Kakizaki (GK) rat was devel-
oped by the selective breeding of Wistar rats with the highest 
blood glucose concentration over may generations.34 This inher-
ited model of type 2 diabetes presents several features that can be 
compared with human type 2 diabetes. Such features include inter 
alia, polygenic inheritance, high maternal transmission, and the 
occurrence of diabetic complications, such as renal lesions, struc-
tural changes in peripheral nerves, and abnormalities of the 
retina.

Sand Rat In its natural habitat, the sand rat (Psammonys
obesus) has an essentially vegetarian diet. However, when fed 
laboratory chow, the animals become obese, insulin resistant, and 
hyperglycemic. Hence, the sand rat model is particularly useful 
when studying the effects of diet and exercise in the development 
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of type 2 diabetes.35 As a matter of fact, the identification of dia-
betes in the sand rat, which was first investigated by physiologists 
interested in the kidney regulation of urine volume in this desertic 
animal, was initially based on the observation of oral infectious 
lesions in the animals given free access to laboratory chow.

Spiny Mouse Environmental factors such as exercise and 
nutrition also play a crucial role in the development of diabetes 
in spiny mice (Acomys cahirinus), whether transferred from their 
normal foraging habitat or bred in the laboratory.36 Moreover, in 
this model, a primary abnormality of the β cell microtubular 
system may participate in the impaired dynamics of insulin 
release.37

KK Mouse KK mouse were first described in 1967 as a strain 
bred for large body size. Typically, the mouse gradually becomes 
obese in adult life, this being associated with insulin resistance, 
compensatory islet cell hyperplasia, and hyperinsulinemia, and 
eventually resulting in mild hyperglycemia.38 Some differences 
may now exist among the KK mouse strains maintained as colo-
nies in different laboratories.

Nagoya-Shibata-Yasuda Mouse As with the KK mouse, 
the Nagoya-Shibata-Yasuda (NSY) mouse was developed by 
selected inbreeding. The NSY mice spontaneously develop dia-
betes in both an age-dependent manner and with a marked gender 
difference. This model is quite useful, therefore, when consider-
ing age-related phenotypic changes, such as the progressive alter-
ation of β cell function.39

Otsuka Long-Evans Tokushima Fatty Rat A spontaneously 
diabetic rat with polyuria, polydipsia, and slight obesity was dis-
covered in 1984 in an outbred colony of Long–Evans rats, which 
had been purchased from Charles River Canada in 1982 and since 
kept at the Tokushima Research Institute in Japan. By selective 
breeding, the Otsuka Long–Evans Tokushima fatty (OLETF) 
rat was then developed and characterized by a chronic course of 
disease with late onset of hyperglycemia, mild obesity, inheri-
tance by males, hyperplastic foci of pancreatic islets, and renal 
complications.40

New Zealand Obese Mouse Diabetes in the New Zealand 
obese (NZO) mouse, developed in 1972 by Larkins and Martin, 
displays polygenic inheritance and is characterized by defective 
insulin secretion as a prominent feature of the syndrome.41 Dietary 
restriction and normalization of body weight can partly ameliorate 
the β cell defect.

Fatty Zucker Rat The Zucker diabetic fatty (ZDF) rat (fa/fa) 
is a well-characterized model of non-insulin-dependent diabetes 
mellitus in which homozygous males demonstrate obesity and 
insulin resistance, but have normal plasma glucose levels until 
about 10 weeks of age when overt hyperglycemia develops. Het-
erozygous littermates are lean and do not develop diabetes. Since 
diabetes-prone ZDF rats go through a clearly defined prediabetic 
period, they offer the opportunity to compare selected metabolic 
and hormonal variables in the prediabetic and diabetic state.42

Diabetes Mouse The diabetic syndrome in C57BL/KsJ db/
db mice is inherited as an autosomal recessive trait. Diabetic mice 
are hyperphagic, obese, functionally sterile with atrophic gonads 
and accessory structures, and hyperinsulinemic. In 1970, Coleman 
and Hummel proposed that the primary defect in diabetic mice 
may involve the hypothalamus, particularly in the regions of the 
satiety centers.43 The db/db mouse, like the fa/fa rat, was eventu-
ally found to indeed harbor a mutation in a hypothalamic receptor 
for leptin.

Obese Mouse A single autosomal recessive gene is respon-
sible for the obesity–diabetes syndrome in ob/ob mice. Animals 
homozygous for the ob gene exhibit hyperphagia and obesity as 
well as hyperinsulinemia and insulin resistance. The ob gene has 
been transferred to several strains of mice, which have been 
employed extensively to study various aspects of insulin secre-
tion, obesity, and diabetes. In 1994, Friedman and colleagues 
reported the cloning of the mutation responsible for the massive 
obesity seen in the ob/ob mouse.44 The defective ob gene coded 
for a protein secreted by adipocytes and termed leptin.

New Genetic Animal Models of Type 2 Diabetes New 
animal models of diabetes are still sought. For instance, a new 
genetic model of type 2 spontaneous diabetes, the Tsumura Suzuki 
obese diabetic (TSOD) mouse, which develops moderate degrees 
of obesity and diabetes that are especially apparent in animals 
more than 11 weeks old, displays both impairment of insulin-
stimulated GLUT4 translocation in skeletal muscle and adipose 
tissue, and diabetic renal and neural complications.45,46 Likewise, 
an outbred animal model of early onset polygenic obesity and 
diabetes was recently reported as the M16 mouse.47

INSULIN-DEPENDENT MODELS The insulin-dependent 
animal models of diabetes experimentally induced by alloxan, 
streptozotocin, or total pancreatectomy were already mentioned 
in this chapter. The two models of spontaneous insulin-dependent 
diabetes are the Bio Breeding (BB) and the nonobese diabetic 
(NOD) mouse. They are eventually characterized by hyperglyce-
mia, extensive or complete degeneration of B cells, insulinopenia, 
weight loss, hyperphagia, polydipsia, and, if untreated, ketosis 
and death.

The NOD Mouse The NOD mouse was developed by selec-
tively breeding offspring from a laboratory strain that in fact was 
fi rst used in the study of cataract development.48 Insulitis, present 
in mice 4–5 weeks old, is followed by subclinical β destruction, 
frank diabetes being present between 12 and 30 weeks of age. 
Genetic studies have revealed multiple susceptibility genes, the 
MHC region apparently playing a key role.49 The immunological 
cascade that includes T-helper type 2 (Th2) cells, effector cells 
(CD4+, CD8+), and cytokines was also examined in the NOD 
mice. Immunosuppression with cyclosporine in combination with 
other immunomodulatory compounds such as vitamin D helps to 
prevent diabetes in NOD mice and also in BB rats.

The BB Rat The BB rat was first recognized in 1974 in the 
Bio Breeding Laboratories, a commercial breeding company 
based in Ottawa.50 Current studies in this animal model of type 1 
diabetes involve the comparison between diabetes-prone and 
control BB rats. In the diabetes-prone BB (BBdp) rats, insulino-
penia develops at about 12 weeks of age, the pancreatic islets 
being subjected to an autoimmune attack with T cells, B cells, 
macrophages, and natural killer cells recruited to the insulitis.

In light of the effect of diets on the incidence of diabetes in 
BBdp rats, a type-1 diabetes-related protein from wheat was 
recently identified as the first candidate wheat protein that is not 
only antigenic in both diabetic rats and human patients, but is also 
closely linked with the autoimmune attack of the pancreas. As a 
matter of fact, Scott and colleagues proposed that intestinal dys-
function and dysregulation of the gut immune system play a role 
in the development of diabetes in BBdp rats fed a diabetes-
promoting diet.51

Other Models Other animal models of type 1 diabetes cited 
by Rees and Alcolado21 include the Long–Evans Tokushima lean 
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(LETL) rat, New Zealand white rabbit, Keeshond dog, Chinese 
hamster, and Celebes black ape (Macacca nigra).

GENE TARGETING AND 
TRANSGENIC TECHNIQUES

An explosion in the number of animal models used for the 
study of diabetes has come from the use of molecular biological 
techniques. For instance, knockout animals were produced by 
using a genetic construct that will disrupt a normal gene. This 
approach is not without limitations. To mention only one example, 
overexpressing or underexpressing a single gene may lead to 
changes in the expression of other genes as a compensatory 
mechanism.

Transgenic animals in diabetes research include, to cite only a 
few ones, knocking-out the insulin receptor gene, its substrate 1 
(IRS1) or 2 (IRS2) gene, the glucokinase gene, and the GLUT4 
gene.21

Tissue-specifi c knockouts can be produced so that the animals 
have a gene knocked out in specific tissues, such as pancreatic β
cells, liver, adipose tissue, or brain. This quite powerful technique 
has produced much interesting data in recent years. For instance, 
an animal model of mitochondrial diabetes was developed by 
knocking out the mitochondrial transcription factor mtFA only in 
pancreatic β cells.52 Likewise, the establishment of liver-specifi c 
glucokinase gene knockout mice was recently proposed as a new 
animal model for screening antidiabetic drugs.53

It is beyond the limits of this chapter to enumerate all animal 
models relevant to the pathophysiology of diabetes mellitus and 
established by gene targeting or transgenic techniques. Truly 
speaking, this approach conceivably covers an almost unlimited 
fi eld of investigations on each factor possibly involved in the 
development of this disease. Only two further examples will be 
cited to illustrate such a diversity.

First, establishment of an NOD-Pdcd1−/− mice was recently 
proposed as an efficient model of type 1 diabetes.54 In this study, 
advantage was taken of the use of NOD mice knocked out for 
programmed cell death (Pdcd1), an immunoreceptor belonging to 
the CD28/cytotoxic T-lymphocyte-associated antigen-4 family. 
Second, another recent study deals with the generation of mice 
lacking the SHIP2 gene, SHIP2 being a member of the inositol 
polyphosphate 5-phosphate family.55 Loss of SHIP2 leads to 
increased sensitivity to insulin with severe neonatal hypoglyce-
mia, deregulated expression of the genes involved in gluconeo-
genesis, and perinatal death. Adult mice that are heterozygous for 
the SHIP2 mutation have increased glucose tolerance and insulin 
sensitivity associated with an increased recruitment of the GLUT4 
glucose transporter and increased glycogen synthesis in skeletal 
muscle.55

INSULIN-SECRETING AND OTHER PANCREATIC 
ENDOCRINE CELL LINES

INSULIN-SECRETING CELL LINES The use of primary B 
cells in biochemical and molecular research is limited not only by 
the availability of endocrine tissue, but also by the sophistication 
of the methods required to isolate pancreatic islets, prepare dis-
persed islet cells from them, and eventually separate and purify β
cells from other islet cell types. Numerous investigators have 
attempted, therefore, to establish an insulin-secreting cell line that 
retains normal regulation of insulin secretion. As previously 

reviewed,56,57 different approaches have been used, including 
induction of pancreatic tumors by irradiation or viral infection, 
immortalization of β cells in vitro, and development of transgenic 
mice with targeted expression of a recombinant oncogene in the 
β cell. The success of these attempts was limited because cell 
differentiation and proliferation capacities are, as a rule, mutually 
exclusive.

The following information refers to the most commonly used 
tumoral insulin-producing cell lines

RINm5F Cell Line RIN lines were derived from a trans-
plantable islet-cell tumor, itself induced by high-dose irradiation 
in an inbred NEDH (New England Deaconess Hospital) rat 
strain.58 Two lines (RIN-r and RIN-m) were derived from the 
initial tumor. An RIN-m5F subclone, derived from the RIN-m 
line, was selected for further studies based mainly on its relatively 
high insulin secretion rate. The RIN-m5F line exhibits only a 
modest secretory response to d-glucose and this mainly in a low 
range of hexose concentrations.59

INS-1 Cell Line Another widely used cell line for insulin 
secretion studies is the INS-1 cell line. It was established from 
the original radiation-induced tumor described above by growing 
the tumor material in the presence of 2-mercaptoethanol.60 This 
INS-1 cell line yields a steady increase of insulin release in the 
0–11.2  mM d-glucose concentration range.

HIT-T15 Cell Line The HIT-T15 cell line was obtained by 
subcloning one of the original cell lines derived from isolated 
Syrian hamster pancreatic cells that had been transformed by 
infection with simian virus 40.61 This HIT-T15 cell line was 
selected for its high insulin content.

bTC6 Cell Line The βTC class of insulinoma cell lines was 
established from transgenic mice by targeted expression of the 
SV40 large T-antigen in β cells, under the control of the rat insulin 
II promoter. The first cell lines established from the insulinomas 
developed in these mice (βTC1, βTC2) displayed a maximal 
secretory response to d-glucose at a 1.25  mM control concentra-
tion of the hexose. Further cell lines (βCT3, βCT6) exhibited a 
half normal response to the sugar at 0.5  mM d-glucose.62

MIN6 Cell Line The MIN6 cell line was obtained by a pro-
cedure similar to that used for the engineering of βTC lines. It 
initially exhibited a secretory response to d-glucose over a range 
of concentrations of the hexose and with a magnitude similar to 
that of normal islet cells.63 However, MIN6 cells were found to 
lose these attributes with time of culture.

BRIN-BD11 Cell Line The BRIN-BD11 cell line was estab-
lished by electrofusion of normal pancreatic cells from NEDH 
rats with immortalized RINm5F cells. They are currently used in 
several investigations dealing, for instance, with the process of 
so-called β cell glucotoxicity.64

The present list is not exhaustive. For instance, further cell 
lines (e.g., NIT-1 and βHC line) and subclones of the βTC6 and 
INS-1 cell lines were also investigated. Attempts at preparation 
and stable propagation of human β cells lines have met so far with 
only limited success.

Although an uncommon procedure, it could be proposed that 
the selection of a given insulin-producing cell line may require 
comparison between distinct cell lines according to the very 
experimental device selected for the purpose of the projected 
investigations. To cite only one example, in a recent study dealing 
with the stimulus-secretion coupling of hypotonicity induced 
insulin release, pilot experiments were conducted in MIN6, INS-
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1, and BRIN-BD11 cells. The relative magnitude of the increment 
in insulin output caused by extracellular hypoosmolarity was 
much greater in the latter cells, the only ones in which the secre-
tory response to hypotonicity was also modulated by the extracel-
lular concentration of d-glucose. Hence, the BRIN-BD11 cells 
were eventually selected for further investigations on this issue 
(R. Beauwens et al., unpublished observations).

OTHER PANCREATIC ENDOCRINE CELL LINES Gluca-
gon-producing α-cell-derived lines are also available, inter alia, 
from the Endocrine Pancreas Transcription Regulatory Regions 
Database (EP-TRRD). They include α-TC1 (mouse), α-Tc6
(mouse), AN 697 (rat), and MSL-GAN (rat) cell lines or gluca-
gonoma cells (Takaki). Incidentally, glucagon storage, release, and 
degradation could also be investigated in tumoral insulin-
producing cells of the RINm5F line.65 Both the qualitative and 
quantitative aspects of these processes differed vastly, however, 
from those previously characterized in normal islet cells, so that 
the tumoral cells were eventually considered as a model of dys-
function rather than normal function of glucagon-producing cells.

Last, somatostatin-secreting cell lines were also established, 
e.g., from a human pancreatic islet cell carcinoma.66 Secretion of 
somatostatin from these cells could be stimulated at a high extra-
cellular K+ concentration (50  mM) and by theophylline (10  mM). 
They were considered, therefore, as useful for studying the regula-
tory mechanism of somatostatin secretion.

CONCLUSIONS
This chapter illustrated the considerable variety of animal 

models and animal cells presently available in the field of experi-
mental diabetology. Such a snapshot should not obscure the tre-
mendous contributions of scientists in this field, whether in the 
past, the present, and, for sure, the future.
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ABSTRACT
Kidney diseases can be devastating illnesses with a high mor-

bidity and mortality. The incidence of end-stage renal failure is 
increasing at a rate of 6–8% annually worldwide. Animal models 
are essential for understanding the pathogenetic mechanisms gov-
erning the onset and progression of various kidney diseases and 
for preclinically testing novel, more effective, treatments for the 
patients afflicted with renal impairment. Despite the presence of 
several nonrodent models, rats and mice remain principal and 
indispensable species used by investigators in the field of nephrol-
ogy. In this chapter, we provide a concise review of the most 
commonly used kidney disease models. Emphasis is placed on 
several well-established models, such as the ischemic/reperfusion 
acute renal failure model, remnant kidney model, and unilateral 
ureteral obstruction model. Undoubtedly, establishment of authen-
tic animal models is of vital importance in delineating the mecha-
nisms of a range of human kidney diseases and in evaluating the 
feasibility and efficacy of novel therapeutic interventions.

Key Words: Acute renal failure, Chronic kidney disease, 
Renal fibrosis, Ischemia/reperfusion, Diabetic nephropathy, Uni-
lateral ureter obstruction, Remnant kidney.

INTRODUCTION
Despite significant improvements in patient management, 

kidney diseases are still devastating illnesses with a high rate of 
morbidity and mortality worldwide.1–4 Understanding the patho-
genetic mechanisms of kidney dysfunction is of fundamental 
importance in finding new and effective treatments for patients 
affl icted with renal disease.5–7 For this goal, animal models have 
proven extremely valuable when investigating the pathogenesis 
of kidney diseases and in evaluating the efficacy of novel thera-
peutic strategies. In the past decades, many rodent and nonrodent 
models have been created and used by investigators in the fi eld 
of nephrology. Due to easy genetic manipulations, nonrodent 
models, such as the worm Caenorhabditis elegans, the fruit fl y 
Drosophila melanogaster, and the zebrafish Danio rerio, are very 
useful for studying fundamental renal biology such as embryonic 
and organ development.8 However, rodent models remain 
essential tools that are widely employed by nephrological 
investigators.9,10

Both mice and rats have their advantages and disadvantages 
when creating kidney disease models. It is easier to perform surgi-

cal procedures and to collect samples from rats; additionally, rat 
models are usually able to faithfully recapitulate the major patho-
logical manifestations of human kidney diseases, whereas mice 
are notorious for resistance to development of clinical lesions 
after injury.11 However, as genetically modified mice are increas-
ingly available, the unique transgenic or knockout mouse models 
provide us with an unprecedented opportunity to study the role of 
a particular gene in normal renal physiology as well as in the 
development of kidney diseases.12 In this regard, it seems inevi-
table that more and more nephrological studies will be carried out 
in mouse models in the future. It should be noted that different 
strains and genetic makeup of the same species often display tre-
mendous heterogeneity in developing renal lesions after injury.13,14

Likewise, different genders have shown a drastic variation in 
susceptibility to an identical manipulation, often with males more 
prone to renal injury.15,16 Therefore, several critical factors, such 
as animal species, strain, gender, age, and body weight, may play 
a decisive role in determining the outcome of a particular experi-
ment. In this chapter, we provide a concise review of the most 
commonly used kidney disease models.

ACUTE RENAL FAILURE MODELS
Acute renal failure (ARF) is characterized by a rapid loss of 

renal function due to acute, and often severe, damage to the 
kidney. It is often caused by acute tubular necrosis (ATN), a term 
widely used in clinical practice. ARF affects as many as 20% of 
patients in the intensive care unit (ICU) and imposes a high 
mortality rate of ∼50%.17 The pathogenesis of ARF is very com-
plicated. Ischemia, toxins, or sepsis alone or in combination could 
be involved in the onset and progression of ARF in clinical 
patients.18 For this reason it is extremely difficult to create an ARF 
model that exactly stimulate the clinical findings. Based on the 
major causes of clinical ARF, three types of rodent models have 
been developed: ischemic/reperfusion, toxins, and sepsis-induced 
ARF.

ISCHEMIC ACUTE RENAL FAILURE MODELS Four types 
of ischemic models have been reported: warm ischemia–reperfu-
sion (I/R), cold ischemia–warm reperfusion, isolated kidney with 
perfusion, and contrast nephropathy.19 Here we discuss only the 
warm I/R model, which is the most widely utilized in both mice 
and rats. In rats, 1 day after I/R, serum creatinine increases 
signifi cantly. Hypoxic tubular injury usually occurs in the S3 
segments of the proximal tubule and in the medullary thick 
ascending limbs (MTAL) of the outer medulla and medullary rays. 
The kidneys exhibit obvious tubular atrophy and dilation, accom-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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panied by interstitial infl ammation.20,21 The procedure of I/R is as 
follows. After placing the rat on a heating pad to maintain its body 
temperature during surgery, a laparotomy is performed and the 
renal pedicle is isolated by blunt dissection. Both of the renal 
vascular pedicles are clamped with surgical clips. The occlusion 
of blood flow should be confirmed by visually observing blanch-
ing of the kidneys. After 30–60 min, the clamps are released and 
the kidney should be reperfused in 1 min. The duration of isch-
emia should be optimized according to the age, gender, and 
genetic background. During the ischemic period, body tempera-
ture control is also very important; animals should be kept at about 
37°C on a heating pad to avoid renal protective effects induced 
by low body temperature.

In mice the I/R procedure is similar to that in rats. Males are 
more susceptible to I/R injury compared to females.15 Mouse 
serum creatinine and blood urea nitrogen (BUN) levels reach 
peak at 24–48 h after I/R.22 The outer stripe of the medulla is the 
major site of injury to the kidneys during I/R. Pathological 
fi ndings include loss of the proximal tubular brush border, the 
presence of cellular debris and casts, medullary congestion, 
infl ammatory response, and proximal tubular cell apoptosis. 
Activation of caspases and endonucleases and tubular cell apop-
tosis have been documented in the development of ischemic 
ARF.23,24 Apoptotic cells can be identified in various segments of 
the renal tubule.25 Kidney function starts to recover within 2–3 
days. In contrast to I/R insult, human ARF is most commonly 
caused by hypoperfusion. Given the obvious differences between 
the complete occlusion of the renal artery in animals and the 
complicated clinical conditions in human ARF, the I/R model 
appears not to replicate the human situation exactly. In this regard, 
care should be taken when interpreting the results obtained from 
this animal model.

TOXIC ACUTE RENAL FAILURE MODELS Many com-
monly used medications, such as gentamycin and cisplatin, can 
act as toxins and induce ATN-related ARF. Many toxins have been 
used in animal models to cause ARF.

Cisplatin-Induced Acute Renal Failure Cisplatin is a che-
motherapeutic agent widely used to treat a large number of car-
cinomas in humans. Administration of a high dose of cisplatin 
often leads to renal toxicity, a severe side effect that limits its 
clinical use in cancer patients. In rodents, a single dose of cisplatin 
at 20∼40 mg/kg body weight (for mice) or 7 mg/kg (for rats) by 
intraperitoneal injection can induce ARF.26 In mice, cisplatin-
induced injury is usually associated with tubular necrosis, pre-
dominantly in the S3 segments of the proximal tubules, manifested 
by cast formation, loss of tubular brush border membranes, and 
dilation of tubules. Kidney failure starts at day 2 and reaches a 
maximum at day 3 to 4, depending on the doses. Contrary to the 
ischemia model, females are much more susceptible to injury 
induced by cisplatin than their male counterparts.15 This model is 
quite simple and reproducible. The tubular dysfunction and 
disease recovery phase is comparable to that found in humans. 
The mechanisms of cisplatin-induced nephrotoxicity remains 
largely unknown. Several mechanisms including oxidant stress, 
infl ammation, genotoxic damage, and cell cycle arrest may 
account for its nephrotoxicity.

Folic Acid-Induced Acute Renal Failure An intravenous 
injection of high dose folic acid (FA) can induce ARF in mice or 
rats, which is associated with a rapid decline of renal function, 
tubular epithelial cell death, morphological abnormalities, and the 
appearance of FA crystals in renal tubules.27,28 Mice display a 
rapid and marked increase in serum creatinine as early as day 1, 
which remains significantly elevated at least to day 3 after injec-
tion of FA (Figure 68–1). The serum creatinine level declines 
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Figure 68–1. Folic acid induces acute renal failure (ARF) in mice. 
(A, B) Representative micrographs show kidney morphology at day 
1 after folic acid injection. (A) Normal control; (B) folic acid. (C) 
Serum creatinine levels at different time points after folic acid injec-
tion. Data are presented as mean ± SEM from six animals per group 
at each time point. *p < 0.05. (D) Representative micrographs show 

apoptosis detected by in situ terminal deoxynucleotidyltransferase-
mediated dUTP nick-end labeling (TUNEL) staining. Left panel, 
apoptosis-positive cells detected by use of TUNEL. Central panel, 
propidium iodide (PI) staining shows cell nuclei. Right panel, merge 
of the TUNEL and PI staining. Scale bar, 20 µm. (Adapted and modi-
fi ed from Dai et al.29)
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toward baseline thereafter. Kidney morphology typically reveals 
tubular cast formation, dilation, loss of brush borders, tubular 
epithelial cell necrosis and apoptosis, and interstitial infi ltration 
(Figure 68–1). These pathological findings are comparable with 
human ARF. An increase in proliferating cell nuclear antigen 
(PCNA) expression, which peaks at day 2 after FA injection, can 
be detected. This suggests active cell cycle progression and, pre-
sumably, cell proliferation in the kidneys during the tubular repair 
and regeneration phase.29 FA is administrated by a single intrave-
nous or intraperitoneal injection at a dose of 250 mg/kg body 
weight in male mice or rats.29,30 The mechanism of FA-induced 
ARF is believed to be associated with the upregulation of tumor 
necrosis factor (TNF)-α and is also related to the microcrystal 
formation within tubules. We have shown that FA causes a marked 
reduction in the expression of the prosurvival protein Bcl-xL in 
the kidneys, which could be an important mechanism underlying 
tubular epithelial cell death in this model.29

Gentamycin-Induced Acute Renal Failure Gentamycin, 
an aminoglycoside antibiotic, has been successfully used in the 
treatment of gram-negative bacterial infections. Due to its severe 
nephrotoxicity, it has become a widely used reagent to induce 
ARF in rodents. Gentamycin can be injected at 80–100 mg/kg by 
an intramuscular, subcutaneous, or intraperitoneal route daily for 
6 days. After several injections, severe damage can be found in 
the cortex, including tubular necrosis, tubular dilation, accumula-
tion of protein casts, and loss of the brush border.31 In proximal 
tubular cells, myeloid bodies, a characteristic morphological 
feature of getamycin nephrotoxicity in human, can be found. Rats 
are more suitable for the studies of gentamycin nephrotoxicity 
than mice. The exact mechanisms of the gentamycin nephrotoxic-
ity remain elusive, but they could be related to enhanced genera-
tion of reactive oxygen species in the kidney.

Pigment Nephropathy Administration of glycerol is another 
reliable method to induce ARF in rats or mice.32 This disease 
model is very severe, accompanied by intravascular hemolysis 
and myoglobinemia. These pathological lesions are similar to 
ARF in humans induced by rhabdomyolysis and/or intravascular 
hemolysis.33 Kidney dysfunction, as measured by an increased 
BUN, serum creatinine, and N-acetyl-β-glucosaminidase, can be 
found as early as 6 h after glycerol injection. The procedure of 
this model is very simple, with intramuscular injection of 50% 
glycerol at 8–10 ml/kg body weight. Glycerol should be adminis-
tered through a deep intramuscular injection equally distributed 
to both hind legs. The tubular damage is caused by a combination 
of dehydration, toxic proximal tubular cell damage, vasoconstric-
tion, renal inflammation, and tubular obstruction by casts.34

SEPSIS ACUTE RENAL FAILURE MODELS Gram-negative 
sepsis and septic shock-induced kidney failure is the most common 
cause of clinical ARF. The pathophysiological features of sepsis 
are high cardiac output and low systemic vascular resistance.35 It 
is believed that a combination of immune, toxic, and hemody-
namic conditions leads to ARF in septic patients.36 Lipopolysac-
charide (LPS), a major component of gram-negative bacteria, 
induces systemic upregulation of TNF-α and interleukin (IL)-1, 
and generates nitric oxide (NO) produced by inducible NO syn-
thase. These in turn can directly or indirectly lead to systemic 
hypotension and tubular necrosis.36 Four types of sepsis models 
have been reported: endotoxin infusion, intravenous bacterial 
infusion, cecal ligation and perforation, and intraperitoneal infu-
sion of bacteria. Endotoxin-induced ARF is relatively simple. LPS 

can be given at 100 µg/kg body weight (for rats) by tail vein injec-
tion37 or at a higher dose of 2 mg/kg (for mice) by intraperitoneal 
injection.38 Kidney dysfunction and tubular epithelial cell death 
can be found at 24 h after LPS injection.

CHRONIC KIDNEY DISEASE MODELS
Chronic kidney disease (CKD) is a group of renal disorders 

with a wide variety of etiologies. The pathogenesis of CKD is a 
progressive process that eventually leads to end-stage renal failure 
(ESRF), a devastating condition that necessitates patient depen-
dence on life-long treatments with dialysis or renal transplanta-
tion.5 The number of patients with ESRF is growing at a rate of 
6–8% annually worldwide, with the financial burden of health 
care costs becoming increasingly unaffordable.2–4 In this context, 
it is important to characterize the mechanisms and the factors 
responsible for CKD progression and to identify and evaluate 
novel and effective renoprotective strategies. Clearly, animal 
models of CKD are essential in these efforts.

DIABETIC NEPHROPATHY Diabetic nephropathy (DN) is 
the single most important cause of CKD and accounts for 40% of 
the patient population with ESRF. The pathogenesis of DN is 
characterized by persistent albuminuria and an accumulation of 
extracellular matrix (ECM) that leads to glomerulosclerosis, tubu-
lointerstitial fibrosis, and progressive loss of renal function.39,40

Thus far, a DN animal model with typical pathological fi ndings 
has not been documented.41 All currently used DN models have 
some of the early DN features, including albuminuria, glomerular 
hypertrophy, and mild to moderate mesangial ECM deposition. 
However, little or no glomerular sclerosis and/or renal failure 
exactly mimicking human DN has been reported.

Streptozotocin (STZ) is used to induce hyperglycemia by 
destroying pancreatic β cells in both mice and rats, which imitates 
type I diabetes in humans.42 There are two different administration 
methods: a high dose with a single injection or small doses with 
multiple intraperitoneal injections. It is believed that a single high 
dose of STZ can directly damage the islet β cells, leading to 
necrosis or apoptosis, whereas multiple small doses of STZ could 
induce the animal’s autoimmunity to β cells. Both methods can 
induce islet β cell dysfunction and hyperglycemia. For the high-
dose STZ protocol, rats are intravenously injected with STZ at 
60 mg/kg body weight, and diabetes is typically induced at 3–5 
days after injection. Insulin is sometimes used to maintain an 
appropriate blood glucose level. For the small-dose protocol, rats 
are intraperitoneally injected with STZ at 20–30 mg/kg body 
weight daily; elevated blood glucose is usually detectable after 
four or five injections. The blood glucose level may keep increas-
ing and reach a peak 1 month after the last injection. Diabetic rats 
with long-term moderate hyperglycemia, however, do not develop 
characteristic glomerular lesions of human DN and, in fact, 
develop minimal glomerular injury only after 1 year of diabetes. 
This suggests that diabetic rats with moderate hyperglycemia can 
be used as an appropriate model only for early DN.43–45 STZ can 
also induce diabetes in mice; however, the dose of STZ used is 
higher than that in rats. Usually, a single intravenous injection of 
STZ at 150–200 mg/kg can induce diabetes. Daily intraperitoneal 
injection at 40–50 mg/kg for 5 days is an alternate approach. 
Hyperglycemia often occurs within 2 weeks following low-dose 
STZ injections, and albuminuria develops in 5 weeks after diabe-
tes is induced. Glomerular hypertrophy and mesangial expansion 
typically develop as the disease progresses.
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To accelerate the progression of DN, we recently reduced 
renal mass by unilateral nephrectomy (UNx), followed by a 
single intravenous injection of STZ at 150 mg/kg in male 
CD-1 mice.46 Diabetic kidneys at 4 and 12 weeks after injec-
tion of STZ display a marked enlargement in size, but serum 
creatinine levels increase only slightly in diabetic mice at 12 
weeks after STZ, when the urine albumin level reaches 
1.5 mg/mg creatinine (Figure 68–2). Diabetic glomeruli exhibit 
an expanded mesangial area and narrowed capillary lumen, 
as well as an increased collagen deposition at 12 weeks (Figure 
68–2). However, only three of six mice show focal and segmental 
glomerulosclerosis (FSGS) in 1–4% of the glomeruli (Figure 
68–2).

The susceptibility of the mice to diabetes and DN is drastically 
different among various strains.14,47 Males often display more 
robust hyperglycemia with STZ than females. It is well known 
that C57BL/6J is more resistant to DN than other strains. However, 
C57BLKS/J is more susceptible to renal lesions than C57BL/6. 
129/SvJ is more susceptible to glomerulosclerosis, but this strain 
of mice is resistant to hyperglycemia.

Of the genetic mouse models of diabetes, db/db mice are the 
best characterized and widely used to study the progression of 
DN. The db/db mice in a C57BLKS/J background are considered 
a genetic DN model, with many features similar to human type II 
diabetes.48 Compared to nondiabetic db/m mice, db/db mice 
develop hyperinsulinemia by 10 days of age and marked obesity 
and severe hyperglycemia by 10 weeks. The blood glucose level 
is ∼300 and 500 mg/dl at the age of 8 and 25 weeks, respectively, 
in db/db mice, indicating an advanced diabetic state. Increased 
urinary albumin excretion is found in db/db mice and it reaches 
∼550µg/24 h at 25 weeks. These mice also develop glomerular 
mesangial expansion and histological lesions that resemble those 
found in human DN. In db/db mice the animals display kidney 
hypertrophy and enlarged glomerular size, and increased fi bronec-

tin and type IV collagen accumulation in glomerular mesan-
gium.49,50There is no evidence of tubular atrophy or tubulointerstitial 
fi brosis.

REMNANT KIDNEY MODEL Renal mass ablation is a 
classic approach to induce glomerular injury and tubulointerstitial 
lesions. The remnant kidney model after 5/6 nephrectomy, also 
known as subtotal nephrectomy (SNX), is the most widely used 
and arguably the best model of CKD that mimics many features 
of human diseases.51 The kidney advances through three histolo-
gical stages after SNX: phase 1, kidney hypertrophy appears 
at 2–4 weeks after surgery; phase 2, detectable changes of the 
residual renal tissue occur up to 10 weeks; and phase 3, glo-
merular sclerosis and interstitial fibrosis become apparent 10 
weeks after SNX. The procedures of renal mass ablation are as 
follows.52 After the abdominal cavity is opened with a dorsal 
incision, the right kidney is freed, decapsulated, ligated at the 
renal hilus, and finally removed. Seven days later, the cortex of 
the left kidney is ablated by ligation of the poles or the branches 
of the renal artery or by resection of the poles of the kidney 
while protecting the adrenal glands during the surgery. The strain 
(Wistar and Sprague–Dawley rats) and gender may influence the 
functional and morphological consequences of the remnant kidney 
model. After SNX, rats develop proteinuria at 4 weeks, which 
increases up to 10 weeks in females and males of both strains. 
The glomerular filtration rate (GFR) is significantly reduced after 
SNX, which is nearly independent of animal strain, gender, and 
operation protocol. At 10 weeks after surgery, rats develop moder-
ate interstitial fibrosis with reactive lymphocytic infiltrates and 
progressive tubular atrophy.

In mice, a two-step procedure is also used to create uremia.53

Briefl y, cortical electrocautery is applied to the right kidney 
through a 2-cm flank incision and a left total nephrectomy is per-
formed through a similar incision 2 weeks later. At 6 weeks after 
surgery, BUN levels increase by 225% above baseline and tend 
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Figure 68–2. Diabetic nephropathy induced by streptozotocin 
(STZ) in uninephrectomized mice. One week after uninephrectomy, 
male CD1 mice received an intravenous injection of STZ. (A–D) 
Representative micrographs demonstrate glomerular enlargement, 
mesangial expansion, and segmental glomerulosclerosis (periodic 
acid–Schiff staining; A, B) and glomerular collagen deposition 

(Masson–Trichrome staining; C, D). (A and C) Normal control; (B 
and D) diabetic mice. Arrows indicate injured glomeruli. (E) Albu-
minuria develops in diabetic mice in a time-dependent manner. Data 
are presented as means ±SEM. *p < 0.05. (F) Glomerular collagen 
deposition score in diabetic and normal mice. *p < 0.05. (Adapted 
and modified from Dai et al.46) (See color insert.)
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to be stable, with minimal variations during the 6-week period. 
Uremic animals have high serum levels of calcium, phosphate, 
and parathyroid hormone. A model with 75% renal mass reduction 
in mice as a single-step procedure has also been reported.54 Before 
removing the right kidney, the contralateral kidney is partially 
infarcted by ligating the anterior renal branch of its main artery. 
Histological examination of the remaining kidneys reveals pro-
gressive changes. From 1 to 12 months postsurgery, the major 
alterations are mesangial expansion, the presence of hyalinosis, 
particularly on the afferent arterioles, and the presence of some 
protein casts in the tubules. Segmental sclerosis is observed in 
some mice at 2 months after surgery. At 12 months, severe mesan-
gial expansion, focal segmental sclerosis, hyalinosis, and protein 
casts in the tubules are evident.

UNILATERAL URETER OBSTRUCTION In infants and 
children, obstructive nephropathy is the leading cause of chronic 
renal failure. In older patients between 60 and 65 years old the 
incidence of obstructive nephrology increases again overall, par-
ticularly in men, due to the prevalence of prostate disease. Kidney 
histology reveals tubular atrophy and interstitial fibrosis after 
ureter obstruction.55,56

Many animal models of urinary tract obstruction have been 
developed, including studies of fetal sheep and neonatal rats and 
mice.57 A model with complete unilateral ureteral obstruction 
(UUO) performed either in rats or mice has been well established 
and is widely used currently.12 This model of fibrosis is charac-
terized by renal myofibroblast activation, tubular atrophy, and 
interstitial fibrosis with minimal glomerular lesions. In male 
CD-1 mice, the obstructed kidneys display marked activation 
of myofibroblasts at 7 days after surgery, characterized by a 

dramatic increase in the abundance οf α-smooth muscle actin 
(α-SMA) (Figure 68–3). Colocalization of α-SMA and a proximal 
tubular cell marker suggests a tubular epithelial-to-mesenchymal 
transition (EMT) in this model.58,59 After UUO, the obstructed 
kidneys displayed a marked increase in transform growth factor 
(TGF)-β1 and its type I receptor expression at 7 days. Importantly, 
both TGF-β1 and its type I receptor expression are mainly upregu-
lated in renal tubular epithelium in the diseased kidneys. One 
week after UUO, cellular infiltration, tubular proliferation and 
apoptosis, tubular EMT, myofibroblast accumulation, ECM depo-
sition, and tubular atrophy are observable. These changes are 
highly predictable and reproducible, and also generally mimic the 
tubulointerstitial fibrosis in humans, particularly that seen in 
obstructive nephropathy. The disadvantage of the UUO model is 
that it is impossible to assess kidney dysfunction, since another 
kidney remains intact and appears sufficient to support normal 
renal function.

ADRIAMYCIN AND PUROMYCIN MODEL Puromycin, 
an aminonucleoside, and adriamycin (ADR), an antineoplastic 
antibiotic, can induce nephrotic syndrome in rats when delivered 
by intravenous injection.10,60 A single dose of puromycin at 50 mg/
kg body weight in rats can induce severe proteinuria within 10 
days, followed by apparent resolution, and then with lower level 
proteinuria associated with early glomerular segmental sclerotic 
lesions. Rats usually develop glomerular segmental sclerosis by 
week 18. Multiple intraperitoneal injections of puromycin (at 
10 mg/kg body weight for the first dose and additional 40 mg/kg 
doses every 4 weeks) will accelerate the progression of disease. 
Intravenous ADR injection at 2 mg/kg twice with a 3-week inter-
val leads to early phase proteinuria after the second injection. 
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Figure 68–3. Interstitial fibrosis in the mouse model of obstructive 
nephropathy. (A, B) Representative micrographs show the cross sec-
tions and gross morphology of the obstructed kidneys at day 14 after 
ureteral ligation. (A) Sham control; (B) UUO. (C) Western blot analy-
ses demonstrate a marked induction of α-smooth muscle actin (α-
SMA), a molecular marker for myofibroblasts, in the obstructed 
kidney at day 14 after UUO. (D) Double immunofluorescence stain-

ing shows the α-SMA (red) and proximal tubular epithelial cell 
marker, fluorescein isothiocyanate (FITC)-conjugated lectin from 
Tetragonolobus purpureas (green). (E) Quantitative determination of 
total kidney collagen contents in sham and obstructed kidneys. Data 
are presented as means ±SEM. *p < 0.01. (Adapted and modifi ed 
from Yang et al.59) (See color insert.)
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Kidneys often develop widespread glomerulosclerosis with tubu-
lointerstitial fibrosis by 24 weeks. A single injection of adriamycin 
at 5 mg/kg body weight produces proteinuria in 1 week.

ADR is also used in mice to induce podocyte dysfunction 
and proteinuria.61,62 All male BALB/c mice treated with ADR at 
a dosage of 10.5 mg/kg body weight develop nephrotic syndrome, 
and progressive renal injury. Overt proteinuria appears at day 5 
and is maximal at day 7. High levels of proteinuria are maintained 
after 1 week. Some mice develop hematuria (35.7%) or leukocy-
turia (53.6%). Histological examination reveals a focal increase 
in resorption droplets in tubular cells and intraluminal casts at 
weeks 1 and 2. At week 4, tubules display severe changes, includ-
ing a decrease in height of tubular epithelial cells, a loss of brush 
borders, and vacuolization. There is a moderate interstitial mono-
cyte infiltration. Glomeruli are reduced in size with several vacu-
oles, collapse of tufts, as well as expansion of the mesangium. At 
week 6, in the cortex, widespread tubular atrophy and intratubular 
cast formation with tubulointerstitial expansion are observed. 
Extensive focal glomerulosclerosis and severe interstitial fi brosis 
and inflammation are present. Male C57BL/6J mice do not 
develop any significant proteinuria or histological change, even 
at 8 weeks after ADR injection of 15 mg/kg body weight and die 
within 2 weeks of ADR injection at 20 mg/kg body weight. 
However, in our laboratory we treat mice with mixed genetic 
backgrounds including C57BL/6J with ADR at 25 mg/kg body 
weight by intravenous infusion. All mice develop prominent 
albuminuria by day 3 after injection, although some mice 
begin to die at day 5. Immunofluorescence staining reveals that 
nephrin and CD2AP protein abundance are reduced after ADR 
administration.

CYCLOSPORINE NEPHROPATHY Cyclosporine (CsA) is 
an immunosuppressive agent that is used clinically in organ trans-
plantation. However, its ability to induce acute and chronic neph-
rotoxicity in humans limits its usage in clinical settings. CsA was 
fi rst found to induce kidney dysfunction in rodents on a low salt 
diet. When rats are on a salt-depleted diet, CsA administration 
through daily subcutaneous injection at 15 mg/kg body weight 
induces a striped pattern of tubulointerstitial fibrosis, tubular 
atrophy, and afferent arteriolar hyalinosis with renal failure at 4 
weeks after injection.63 Khan et al. also report that CsA given 
orally (50 mg/kg body weight, daily) for 14 days induces kidney 
dysfunction characterized by elevated serum creatinine, severe 
isometric vacuolization, and widening of the interstitium in male 
Wistar rats.64

PROTEIN OVERLOAD PROTEINURIA Proteinuria is the 
most common sign of CKD and is increased along disease pro-
gression. Filtered protein may upregulate the genes encoding 
vasoactive and inflammatory mediators in tubular cells, thereby 
exerting their detrimental effects. The protocol of protein overload 
is quite simple, with intraperitoneal injections of bovine serum 
albumin (BSA) (low endotoxin) at 2 g/day, 6 times a week, for 
3 consecutive weeks in rats.65 Kidney disease gets worse when 
accompanied by uninephrectomy.66 Rats develop massive protein-
uria, with mild focal glomerulosclerosis and focal areas of tubular 
dilation and fi brosis.

A protein overload model has also been developed in mice. 
Male and female C57BL/6J and 129S2/Sv mice receive increasing 
BSA (from 2 g/kg to 10 g/kg body weight) for 11 days. Male (but 
not female) C57BL/6J mice develop proteinuria. In 129S2/Sv 
mice, proteinuria is evident in both males and females.67 In another 

protocol, mice with a mixed gene background of C57BL/6 and 
129/J undergo uninephrectomy, followed by BSA injection at 
10 g/kg body weight, 5 days per week, for 11 weeks. Mice develop 
marked glomerulosclerosis, interstitial inflammation, and tubu-
lointerstitial injury.67

CONCLUSIONS
Experimental animal models are indispensable for delineating 

the pathogenetic mechanisms of kidney diseases and for evaluat-
ing the efficacy of various potential renoprotective strategies. 
Although many animal models are well established and widely 
used, thus far no animal model can exactly replicate the patho-
genesis of various kidney diseases in humans. Therefore, faith-
fully modeling human renal pathogenic processes in animals 
continues to be a challenge in renal medicine. Novel experimental 
approaches, as exemplified by combining renal mass ablation and 
STZ-induced hyperglycemia, may generate a unique model that 
mimics the major pathological findings of human CKD. In addi-
tion, nonrodent models could be enormously valuable, as demon-
strated by the recent observation that cisplatin also induces typical 
histological changes and a decline in renal function in larval 
zebrafi sh; this could be a possible unique model, amenable to both 
genetic manipulation and high-throughput drug screening.68 Fur-
thermore, as transgenic and knockout mice are increasingly avail-
able, there is an unparalleled opportunity for exploring the 
mechanisms of a particular gene in a range of kidney diseases. It 
is hoped that establishment of authentic animal models of human 
kidney diseases will facilitate the preclinical testing of novel 
therapeutic interventions, thereby ultimately benefiting patients 
with various kidney disorders.
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69 Animal Models of Multiple Sclerosis
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ABSTRACT
To determine whether an immunological or pharmaceutical 

product has potential for therapy in treating multiple sclerosis 
(MS), detailed animal models are required. To date many animal 
models for human MS have been described in mice, rats, rabbits, 
guinea pigs, marmosets, and rhesus monkeys. The most compre-
hensive studies have involved murine experimental allergic 
(or autoimmune) encephalomyelitis (EAE), Semliki Forest virus 
(SFV), mouse hepatitis virus (MHV), and Theiler’s murine 
encephalomyelitis virus (TMEV). Here, we describe in detail 
multispecies animal models of human MS, namely EAE, SFV, 
MHV, and TMEV, in addition to chemically induced demyelin-
ation. The validity and applicability of each of these models are 
critically evaluated.

Key Words: Multiple sclerosis, Experimental autoimmune 
encephalomyelitis, Semliki Forest virus, Mouse hepatitis virus, 
Theiler’s murine encephalomyelitis virus.

INTRODUCTION
Multiple sclerosis (MS) affects about 350,000 people in the 

United States and is a major cause of nervous system disability 
in adults between the ages of 15 and 45 years. The symptoms are 
diverse, ranging from tremor, nystagmus, paralysis, and distur-
bances in speech and vision. Extensive demyelination is seen in 
the neuronal lesions. The clinical heterogeneity of MS, as well as 
the finding of different pathological patterns, suggests that MS 
may be a spectrum of diseases that may represent different patho-
logical processes.1 This has led to the development of many dif-
ferent animal models, including rodents and nonhuman primates, 
that reflect the pathological processes and could allow for the 
development of therapeutic approaches. At the present time, the 
exact etiological mechanism in humans is not clear; however, 
several animal models are available providing insight into disease 
processes. The relative inaccessibility and sensitivity of the central 
nervous system (CNS) in humans preclude studies on disease 
pathogenesis, and so much of our understanding of infections and 
immune responses has been derived from experimental animal 
models. The experimental systems include Theiler’s virus, mouse 
hepatitis virus, and Semliki Forest virus infections of laboratory 
rodents. Additional information has been obtained from studies of 

experimental infections of other animals that result in demyelin-
ation, notably maedi-visna virus in sheep and canine distemper 
virus in dogs. In humans and animals, most natural cases of 
demyelinating disease are rare complications of viral infections. 
One possible reason for the low incidence of demyelination fol-
lowing viral infections could be the low efficiency of neuroinva-
sion. However, a correlation between CNS infection and clinical 
disease is difficult to determine.

The role of genetics and environmental factors in MS is 
complex. Factors such as geographical location, ethnic back-
ground, and clustering in temperate climates all contribute to 
susceptibility. Individuals with a North European heritage are 
statistically more susceptible to MS than those from a more tropi-
cal environment and it is more common in women.2 Epidemio-
logical data indicate that MS is not a single-gene disorder and that 
additionally environmental factors contribute to the disease.3 Data 
from genetic studies indicate that although MHC genes clearly 
contribute to disease susceptibility and/or resistance, it is probable 
that a combination of environmental factors may additionally 
contribute to disease development in genetically predisposed 
individuals.

To understand the initiating factors and progression of MS, 
researchers have turned to experimental model systems. Since this 
disease cannot be recreated in a tissue culture system, much effort 
has been directed to the use of laboratory animals. Those animal 
models should mirror the clinical and pathological fi ndings 
observed in human MS. Ideally, the animal model should be in a 
species that is easy to handle, inexpensive, can be kept in large 
numbers, and is easily bred in laboratory conditions. The most 
frequently used animals are laboratory rodents, including mice, 
rats, guinea pigs, and hamsters. One of the most useful aspects of 
laboratory rodents as animal models of disease is the vast array 
of inbred strains of the species available, most notably in experi-
mental mice. Additionally, very valuable information has been 
obtained from studies using larger animals including sheep, dogs, 
cats, and nonhuman primates.

Models of MS fall into two main groups: viral and nonviral. 
Viral models are immensely relevant since epidemiological studies 
suggest an environmental factor, and almost all naturally occur-
ring CNS demyelinating diseases of humans and animals of 
known etiology are caused by a virus. These include in humans, 
subacute sclerosing panencephalitis (SSPE)—caused by measles 
or rubella viruses, progressive multifocal leukoencephalopathy 
(PML)—caused by JC virus, and human T lymphotrophic virus-1 

From: Sourcebook of Models for Biomedical Research
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(HTLV-1)-associated myelopathy (HAM)—caused by HTLV-1; 
in animals, these include visna virus in sheep and canine distem-
per in dogs. However, no one virus has consistently been associ-
ated with human MS, although it is likely that more than one virus 
could trigger the disease.

Of the nonviral models of MS, experimental allergic encepha-
lomyelitis (EAE) is the most widely studied. EAE is characterized 
by inflammatory infiltrates in the CNS that can be associated with 
demyelinating lesions. In EAE, the disease is initiated by the 
extraneural injection of CNS material, or purified myelin compo-
nents, emulsified in an adjuvant, the most commonly employed 
one being complete Freund’s adjuvant containing Mycobacterium
tuberculosis H37Ra. However, no naturally occurring autoim-
mune correlate of this experimental disease is known, although it 
is extensively researched as a model of MS, with the reasoning 
that MS may be such a disease.

The most widely studied models of MS are the experimental 
infections of rodents resulting in an inflammatory demyelinating 
disease in the CNS, such as Theiler’s virus, mouse hepatitis virus, 
and Semliki Forest virus.4 Each of these infections gives rise to 
lesions of mononuclear cell inflammatory demyelination through-
out the brain and spinal cord but not in the peripheral nervous 
system. As such, this histopathology correlates with human MS, 
although it does not preclude the fact that the viruses could gain 
access to the CNS via the peripheral nervous system. These viral 
models demonstrate how a virus can easily reproduce CNS 
disease, which is comparatively rare in humans, and how this can 
be influenced by many factors including both genetic and 
immunological.

Experimental studies in induced animal models have the 
advantage over studies in spontaneous models in that the onset 
and progression of the disease can be controlled. Although it has 
been proposed that some autoimmune diseases may have a viral 
etiology, virus-induced autoimmunity is a controversial subject. 
Epidemiological studies of MS provide strong evidence for the 
involvement of a viral etiology in the onset of disease. Theiler’s 
virus-induced demyelination, a model for human MS, bears 
several similarities to the human disease: an immune-mediated 
demyelination, involvement of CD4+ helper T cells and CD8+

cytotoxic T cells, delayed type hypersensitivity responses to viral 
antigens and autoantigens, and pathology. Indeed this mouse 

model may provide a scenario that closely resembles chronic 
progressive MS.

THEILER’S VIRUS-INDUCED DEMYELINATION
Theiler’s murine encephalomyelitis virus (TMEV) is a picor-

navirus that causes an asymptomatic gastrointestinal infection, 
followed by occasional paralysis. There are two main strains of 
TMEV, the virulent strains and persistent Theiler’s original (TO) 
strains. The virulent GDVII strains of Theiler’s virus are highly 
neurovirulent and when injected intracranially, cause death by 
encephalitis within 48 h. GDVII strains also cause differing 
forms of paralysis depending on the route of inoculation (see 
Table 69–1). From these studies it appears that the GDVII virus 
may gain access to the CNS by retrograde axonal transport rather 
than by a hematogeneous route.5

Infection of susceptible strains of mice with the persistent TO 
strains BeAn, DA, WW, or Yale results in a primary demyelinat-
ing disease that closely resembles human MS.6 Infection of resis-
tant strains of mice with BeAn does not result in demyelinating 
disease, since these mice are able to clear virus from the CNS. 
Susceptible mice fail to clear virus from the CNS, possibly result-
ing from poor natural killer (NK) cell and cytotoxic T lymphocyte 
(CTL) responses. Persistent viral infection of the CNS is required 
for demyelination. Following the intracranial injection of suscep-
tible mice with BeAn, virus replicates both in the brain and spinal 
cord.7 One month postinfection, viral titers decrease, and high 
levels of neutralizing antibodies are detected (Figure 69–1). At 
this point in the disease, neurons may become infected with virus 
and mice may develop a nonprogressive flaccid paralysis of the 
forelimbs and/or hindlimbs.8 This is sometimes referred to as a 
polio-like disease, but this is confusing since flaccid paralysis in 
mice infected with poliovirus is progressive and normally results 
in death. In the late phase of the disease, astrocytes, oligodendro-
cytes, and macrophage/microglial cells become infected with 
virus. Also in the demyelinating disease there is both B and T 
cell autoimmunity, directed against myelin and its antigenic 
components.

GENETICS OF PERSISTENT INFECTION AND DEMYE-
LINATING DISEASE All inbred mouse strains inoculated intra-
cerebrally with TMEV show early encephalomyelitis, but not all 
strains remain persistently infected. Resistant strains normally 

Table 69–1
Specifi city of paralysis due to routes of injection of Theiler’s murine encephalomyelitis virus (TMEV)

Route of injectiona Volume of virusb pfu injectedc Paralysis, encephalitis, or mortalityd Days of paralysise

Intramuscular 100µl 106 pfu URLP/BRLP paralysis 2–4
Intragastric 100µl 106 pfu 0% 0
Intravenous 100µl 106 pfu Fore/hindlimb paralysis 80% 6
Intraperitoneal 100µl 106 pfu Fore/hindlimb paralysis 100% 6
Intratongue 100µl 106 pfu Tongue paralysis 100% 4
Intracranial 10–20µl 105 pfu No paralysis, 100% mortality, 100% clinical encephalitis 0
Footpad 100µl 106 pfu Fore/hindlimb paralysis 100% 2–4

Source: Adapted from Villarreal et al.5
aRoute of injection of TMEV in CBA mice.
bAmount of virus injected.
cpfu injected.
dIncidence of paralysis or encephalitis or mortality observed in mice.
eOnset of paralysis in CBA mice.
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clear the virus after 14 days, whereas susceptible strains remain 
persistently infected for life. Thus, susceptibility/resistance refers 
to the demyelinating late disease and not to the encephalomyelitis. 
CNS viral load during persistence varies among susceptible 
strains, making susceptibility a quantitative trait.9 This trait is 
under multigenic control, with H-2 MHC class I genes being the 
most prominent. Additionally, several non-H-2 quantitative trait 
loci (QTL) have been identified within the same H-2 haplotypes 
that control persistence. There is generally a good correlation in 
inbred strains between susceptibility to three phenotypes (viral 
load, pathology, and symptoms), suggesting that variations in both 
demyelination and clinical disease may result from how each 
mouse strain can control the viral load during the persistent infec-
tion.10 Using B10 congeneic and recombinant strains of mice, 
susceptibility to disease has been mapped to the H-2D region.11

Furthermore, resistant haplotypes are dominant and the same 
locus controls viral load during persistence and demyelination. 
Currently, 11 non-H-2 susceptibility loci have been identified as 
having an effect on susceptibility to Theiler’s virus-induced 
disease (TVID) (see Table 69–2).

The mechanism(s) of TVID may be different for different 
mouse strains, but most of the information has come from studies 

of SJL/J mice infected with the DA or BeAn strain of virus. The 
virus infects oligodendrocytes, and the resulting demyelinating 
disease could be due, in part, to the virus killing oligodendrocytes 
directly or by the virus-specific CD8+ CTLs present in the lesions.7

Figure 69-1. Disease course of Theiler’s virus-
induced demyelination in CBA mice. Intracerebral 
infection of CBA mice with 5 × 104 pfu of the 
BeAn strain of Theiler’s virus results in high levels 
of virus in the spinal cord during the first month 
of infection (top panel). The CNS viral titers 
decrease at 4 weeks pi when neutralizing antiviral 
antibodies and viral T cell responses are detected 
(middle panel). During late disease, the virus is 
detected in astrocytes, oligodendrocytes, and 
macrophage/microglial cells and autoreactive T 
and B cell responses to myelin are detected in 
TMEV-infected mice (lower panel). (Reprinted 
from Welsh et al.8 Copyright 2006 with permission 
from Springer.)

Table 69–2
Non-H2 loci of susceptibility to Theiler’s virus-induced 

disease

Locus Chr Location (cM) Phenotype Viral strain

Tmevd1  6 22 Clinical signs BeAn
Tmevd2  3 46 Clinical signs BeAn
Tmevd3 14 12.5 Demyelination DA
Tmevd4 14 39.5 Demyelination DA
Tmevd5 11 60 Clinical signs DA
Tmevd6  1 19.5 Clinical signs BeAn
Tmevd7  5 72 Clinical signs BeAn
Tmevd8 15  4.7 Clinical signs BeAn
Tmevd9  1 32.8 Clinical signs BeAn
Tmevp2 10 51.5–62 Viral load DA
Tmevp3 10 69–70 Viral load DA

Source: Adapted from Brahic et al.9
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A series of experiments has demonstrated that demyelination cor-
relates with the presence of a CD4+ T cell-mediated response 
against viral epitopes. These cells secrete cytokines such as inter-
feron (IFN)-γ that activate both microglial cells and invading 
monocytes, which subsequently secrete factors such as tumor 
necrosis factor (TNF)-α and thus can cause “bystander” demye-
lination. Activated macrophages ingest and degrade damaged 
myelin. Autoantibodies12,13 and myelin-specific CD4+ T cells have 
been shown in SJL/J mice several months after intracranial inocu-
lation.14,15 Epitope spreading in these mice commences with rec-
ognition of a proteolipid protein (PLP) epitope, and then progresses 
to additional PLP epitopes and then to myeloid basic protein 
(MBP) epitopes.14 A direct demonstration that disease can be 
maintained on a purely autoimmune footing, after infection has 
been eradicated, has not been shown.

IMMUNITY AND THEILER’S VIRUS The first response to 
viral infection is the production of type I interferons, which are 
critical for viral clearance. IFN-α/β receptor knockout mice 
injected with TMEV die of encephalomyelitis within 10 days of 
infection. NK cells are activated early in infection with certain 
viruses. In TMEV infection susceptible SJL mice have a 50% 
lower NK cell activity in comparison to the highly resistant 
C57BL/6 mice. This low NK activity in SJL mice is in part due 
to a defect in the thymus impairing the responsiveness of NK cells 
to stimulation by IFN-β. The pivotal role of NK cells in early 
TMEV clearance is demonstrated by the finding that resistant 
mice depleted of NK cells by monoclonal antibodies to NK 1.1 
develop severe signs of gray matter disease.16

In the early disease, both CD4+ and CD8+ T cells have been 
shown to be important in viral clearance. In early disease CD4+

T cells are required for B cells to produce antibodies for viral 
clearance.12 These CD4+ T cells secrete IFN-γ, which in vitro
inhibits TMEV replication and has a protective role in vivo. CD8+

T cells are also important in viral clearance, as demonstrated by 
the finding that CD8+ T cell-depleted mice fail to clear virus and 
develop a more severe demyelinating disease.17 CD8+ T cells also 
provide protection against TVID when adoptively transferred to 
a TVID-susceptible strain, BALB/c.AnNCr. Thus, CD8+ T cells 
are implicated in viral clearance and resistance to demyelination. 
Higher CTL activity has been demonstrated in TVID-resistant 
C57BL/6 mice as compared to resistant SJL/J mice.18 These CTLs 
may play an important role in viral disease since they may recog-
nize viral determinants and/or they may inhibit delayed type 
hypersensitivity responses.

The relative roles of Th1/Th2 cells in TVID are very complex, 
and a simple picture of a Th1 or Th2 polarization during infection 
may not be apparent. A pathogenic role for Th1 cells during late 
demyelinating disease is demonstrated by the finding that both 
TVID correlates with delayed type hypersensitivity responses to 
TMEV and that the depletion of CD4+ T cells during late disease 
results in the amelioration of clinical signs. High levels of the 
proinfl ammatory Th1 cytokines IFN-γ and TNF-α in late disease 
correlate well with maximal disease activity. Evidence demon-
strating the protective role of Th2 in TVID has been shown in 
experiments in which skewing the immune response toward Th2 
immunity in TMEV infection diminishes the later demyelinating 
disease.19 However, other studies have shown that the Th1/Th2 
balance did not explain the difference in susceptibility to TVID. 
Th1 cytokines are generally pathogenic during late demyelinating 
disease, whereas Th2 cytokines are protective.

USE OF THEILER’S MURINE ENCEPHALOMYELITIS 
VIRUS MODEL TO STUDY REMYELINATION Remyelin-
ation in MS lesions was first documented in 190620 and is char-
acterized by abnormally thin myelin sheaths in relation to axon 
diameter. To date, however, there are few reliable data on the 
frequency of remyelination in MS patients. Stimulation of remy-
elination is a potential treatment for MS. The TMEV model of 
MS can be used to study remyelination using remyelination-
promoting antibodies. In this remyelination model, SJL/J mice, 
aged 4–8 weeks, are injected with a 10 µl volume containing 
200,000 pfu of Daniel strain intracerebrally. All animals develop 
mild encephalitis, which resolves within 14 days after the injec-
tion. The infected mice then develop the chronic demyelinating 
disease that gradually progresses over several months. To study 
remyelination, mice that had been infected with TMEV for 6 
months receive a single intraperitoneal injection of 0.5 mg 
(∼0.025 g/kg body weight) of a recombinant remyelinating anti-
body (rHIgM22) in phosphate buffered saline (PBS).21 In one 
study, 82.8% of lesions in animals treated with rHIgM22 showed 
retraction of varying degrees, presumably the effect of remyelin-
ation in these lesions. The direct binding of rHIgM22 to demyelin-
ated lesions is consistent with the hypothesis that these antibodies 
work directly in the lesions, probably by binding to the CNS glia 
to induce remyelination. Thus, this murine TMEV model can also 
be used as a model with which to examine different modes of 
remyelination.

MOUSE HEPATITIS VIRUS
Mouse hepatitis virus (MHV) is a member of the Coronaviri-

dae, a group of large positive sense enveloped RNA viruses. 
Depending on the strain of virus used, MHV causes a variety of 
diseases including enteritis, hepatitis, and demyelinating encepha-
lomyelitis.22 Infection of mice with the neutrotropic JHM strain 
of MHV causes encephalitis, followed by chronic demyelina-
tion. Virus is not cleared from the CNS, resulting in a persistent 
infection.

After intracerebral or intranasal infection with MHV, virus 
enters the brain and causes encephalitis.23 Intranasal infection 
with MHV-JHM or -A59 leads to viral spread through the olfac-
tory bulb and along the olfactory tracts, as well as along the 
trigeminal nerve to the mesencephalic nucleus.23 Up to 4 days 
postinfection (pi) early viral spread is via specific neural pathways 
and neural connections. Viral titers peak at about day 5 pi in the 
brain and later in the spinal cord and virus is cleared by days 8–
20 pi.24 However, viral antigen is still detectable up to day 30 pi. 
Additionally, viral RNA is detectable in the brain as late at 10–12 
months postinfection, although the amount of RNA decreases 
with time. Liver infection can occur after any route of infection 
(in, ic, ig, or ip), with viral titers peaking at day 5 pi and hepatitis 
developing during the first 1–2 weeks.25

CNS demyelination develops as active MHV infection resolves. 
The lesions observed are histologically very similar to those 
observed in MS patients. These MHV lesions are characterized 
by primary demyelination accompanied by naked axons,23 and are 
found scattered throughout the spinal cord.26 The peripheral 
nervous system is not affected. Chronic lesions are associated 
with lipid-laden macrophages, scattered lymphocytes, and peri-
vascular cuffing. These chronic lesions can persist as late as day 
90 pi, and demyelinating axons can be seen as late as 16 months 
postinfection.
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Chronic diseases in MHV-infected mice are associated with 
ataxia, hindlimb paresis, and paralysis, followed by a recovery. 
This animal recovery is mediated by CNS remyelination, begin-
ning anywhere from 14 to 70 days pi.

C57BL/6 mice (H-2b) are susceptible to MHV infection. In this 
murine model adult mice (of weight 20–22 g) are anesthetized by 
inhalant anesthesia and receive an intracerebral injection of 
approximately 500 pfu of a neurotropic MHV strain in a volume 
of approximately 20 µl of PBS. This intracerebral injection of 
MHV results in a biphasic disease: an acute encephalomyelitis 
with myelin loss, followed 10–12 days later by an immune-
mediated demyelinating encephalomyelitis with progressive 
destruction of the CNS.27 There is an 80–90% survival rate of 
mice injected with this MHV, with animals usually succumbing 
during the first 2 weeks of acute infection. Animals surviving this 
acute stage show a 95% chance of survival.28 Control animals 
injected intracerebrally with sterile PBS show no clinical signs or 
histological defects.

Electron micrographs of demyelinating lesions show that mac-
rophage processes slip between layers in the myelin sheath, 
implying that macrophages could indeed be mediating demyelin-
ation.29 The appearance of macrophages within the CNS also 
correlates with the development of lesions. Additionally, they do 
not appear in large numbers in the absence of lymphocytes, so it 
is possible that myelin damage is caused by a nonmacrophage-
dependent mechanism and that macrophages may only clear up 
the damaged myelin. In contrast to other mouse models of demy-
elination, there does not appear to be a clear role for any single 
lymphocytic or monocytic subset mediating the demyelination. 
Rather, it appears that a balance of immune components may be 
necessary for viral clearance and that various pathways, both 
immune and nonimmune, may cause the ensuing demyelinating 
events.

Recently, progress has been made in further identifying the 
immune cells required for demyelination. Experimental infection 
of severe combined immunodeficiency (SCID) mice, lacking T 
cells, results in fulminate encephalitis without demyelination.30

Adoptive transfer of splenocytes from syngeneic immunocompe-
tent mice into infected SCID mice results in demyelination within 
7–9 days posttransfer. Additional experiments indicated that either 
CD4+ or CD8+ T cell subsets are capable of initiating this process. 
However, mice that receive splenocytes depleted of CD4+ T cells 
survive longer and develop more demyelination than mice receiv-
ing splenocytes depleted of CD8+ T cells. Thus, experimental 
SCID mice demonstrate that the roles of each T cell subset in 
demyelinating diseases are not equal.31

IFN-γ is a critical mediator of homeostasis and infl ammation 
in MS and many of its rodent models. Bone marrow chimera mice 
have been used to address the role of IFN-γ in bystander demye-
lination mediated by CD8+ T cells. These chimeras as rodent 
models for JHM have addressed a hypothesis that IFN-γ produced 
by CD8+ T cells, and not from other sources, was the critical 
component in mediating bystander demyelination. This chimeric 
approach did not compromise IFN-γ production by cells such as 
NK cells and dendritic cells, thus preserving the innate immune 
response to the virus.32 The results demonstrated that IFN-γ pro-
duced by these innate cells was unable to initiate the demyelinat-
ing disease, even in the context of activated CD8+ T cells lacking 
only the ability of produce IFN-γ. These findings highlight the 
role that CD8+ T cells have in demyelination in JMH-infected 

mice.33 It has been demonstrated that IFN-γ is critical in other 
animal models of demyelination and in MS.

SEMLIKI FOREST VIRUS
Semliki Forest virus (SFV) is an alphavirus of the Togaviridae. 

The virus has been isolated from mosquitoes, but the natural host 
is unknown. SFV is a single-stranded positive strand RNA virus 
that has been cloned and sequenced. The most commonly studied 
strains used in adult mice are the virulent L10 strain and the 
avirulent A7(74) strain. Both of these strains are avirulent in 
neonatal and suckling mice by all routes of infection. Experimen-
tal infection of mice with SFV is widely used as a model to study 
the mechanism of virus-induced CNS disease. SFV has the advan-
tage of being neuroinvasive as well as neurotropic, thus allowing 
studies of viral entry into the CNS and the integrity of the blood–
brain barrier (BBB). Following intraperitoneal injection with 
5000 pfu SFV in 0.1 ml PBS containing 0.75% bovine serum 
albumin,34 all strains replicate in muscles and other tissues, result-
ing in a plasma viremia. Virus then crosses the cerebral vascular 
endothelial cells, resulting in infection of neurons and oligoden-
drocytes.35 In neonatal or adult mice, infection with virulent 
strains results in widespread infection that is lethal within a few 
days. In contrast, infection of mice with the A7(74) strain results 
in a CNS infection, and infectious virus is cleared from the brain 
by day 10. Infiltrating mononuclear cells are observed 3 days pi 
and peak at about day 7. Focal lesions of demyelination through-
out the CNS are observed 10 days pi and peak between 14 and 
21 days pi.36

SFV-induced demyelinating diseases have been widely studied 
following intraperitoneal injection of adult mice with the A7(74) 
strain of the virus. Following intraperitoneal injection, virus is 
detected in the brain by 24 h. Viral titers then rise, but rapidly 
decline following initiation of the immune response. Interestingly, 
although infectious virus can be detected only up to day 8 pi, real-
time polymerase chain reaction (rt-PCR) studies detect viral RNA 
up to day 90 pi.37 Thus, it is possible that there is persistence of 
viral antigen(s). Disturbance of the BBB occurs between 4 and 10 
days pi, which corresponds to the increase in inflammatory cell 
infi ltration and reduction in viral titer and which may be related 
to the influx of cells or cytokine-mediated effects. The presence 
of macrophages, activated microglia, and the proinfl ammatory 
cytokines TNF-α, IFN-γ, interleukin (IL)-1α, IL-2, IL-6, and 
granulocyte-macrophage colony-stimulating factor (GM-CSF) 
during SFV-induced demyelination, in addition to enhancing the 
infl ammatory response, may also play a role in controlling viral 
infection since IL-6, IFN-γ, and TNF have direct antiviral activ-
ity.38 Additionally, IFN-γ and TNF production peripherally 
coincides with SFV-induced encephalitis in SJL and B6 mice. 
Interestingly, these same cytokines predominate in MS lesions.39

An intense inflammatory response characterized by perivascular 
cuffi ng is apparent histologically from 3 days. Demyelination, as 
demonstrated using luxol fast blue staining of sections, is apparent 
by 14 days. However, small focal lesions of demyelination can be 
observed using electron microscopy by day 10. A striking feature 
of SFV infection appears in the optic nerve, where there are 
demyelinating lesions and changes in visually evoked responses 
and axonal transport.40 This optic neuritis also occurs in human 
MS.

It appears that SFV-induced demyelination in this mouse 
model is accompanied by neurophysiologically demonstrable 
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visual deficits very similar to those found in MS patients. Thus, 
this may provide a very useful animal model for research into 
MS. The advantages of this model are that genetic and environ-
mental factors can be readily controlled, while the low cost and 
fast reproductive rate make experimental design considerably 
easier.

No demyelination is observed following SFV infection of 
SCID mice or athymic mice. In the absence of specific immune 
responses, SCID mice infected with SFV A7(74) have a persistent 
viremia, a persistent and restricted CNS infection, and no lesions 
of demyelination. Comparison of the infection to that in nu/nu and 
BALB/c mice and studies on the transfer of immune sera show 
that immunoglobulin M (IgM) antibodies clear the viremia but 
not the brain virus and that infections of brain virus can be reduced 
by IgG antibodies. These IgG antibodies can abolish infectivity 
titers in the brain but cannot remove all viral RNA.41 Adoptive 
cell transfer studies and administration of anti-CD8 antibodies 
demonstrate that demyelination following SFV infection is depen-
dent on CD8+ T cells.4 This is consistent with the finding that the 
CNS inflammatory infiltrate is dominated by CD8+ T cells. This 
fi nding is analogous to that in MS and is in contrast to that in 
EAE, where CD4+ cells predominate.42

In the EAE autoimmune model of MS, studies suggest that a 
Th1 cytokine profile predominates. Another point of difference 
between the EAE model and the SFV model is shown in the 
Th1/Th2 profiles. Following infection with SFV, Th1 and Th2 
cytokines were detected in the CNS and both were present 
throughout the time course studied, indicating that there was no 
bias of Th response in the CNS, nor were changes apparent with 
time.43

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS
The experimental disease EAE has been investigated in many 

strains of animals including mice, rats, guinea pigs, rabbits, mar-
mosets, and rhesus monkeys. EAE is an autoimmune infl amma-
tory disease of the CNS and is characterized by perivascular and 
subpial inflammatory infiltrates and demyelinating lesions. The 
disease is usually initiated by injection of autoantigens emulsifi ed 
in an adjuvant. The progression and pathology of lesions observed 
depend on the type of antigen used in the injection, the method 
of injection, and the strain of animal used. Because of its very 
nature, EAE as a model of MS does not address certain pertinent 
questions relating to MS, such as age-related onset of disease or 
epidemiology. A major difference between EAE and viral models 
of MS is that in EAE the inflammatory response is directed to 
autoantigens. A feature of the EAE model is that the course of the 
disease can be relapsing and remitting.

Studies of EAE have been used to identify antigenic determi-
nants on components of myelin. Using bioinformatic technology 
these determinants have been used to search available databases 
of viral and bacterial proteins. Results indicate numerous viral and 
bacterial protein segments with probable sequence similarity to 
myelin basic protein determinants.44

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS IN 
RABBITS EAE has been induced in rabbits by footpad inocula-
tion with rabbit spinal cord homogenate, resulting in hindlimb 
paresis or paralysis.45 Rabbits with 5-day paraplegia showed 
increased spinal cord incorporation of radioactive drugs adminis-
tered in the epidural space. Thus, this demyelinating disease 
process may expose the spinal cord to larger amounts of sub-

stances administered neuraxially. It is therefore possible that this 
rabbit model could be used to investigate the incorporation of 
radioactive therapeutic drugs in the epidural space.

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS IN 
GUINEA PIGS Guinea pigs have also been investigated to 
determine whether they may serve as useful EAE models of MS. 
The interest in guinea pigs stems from the fact that group 1 CD1 
glycoprotein homologues, which in humans present foreign and 
self lipid and glycolipid antigens to T cells, are not found in mice 
and rats but are present in guinea pigs. In this guinea pig model, 
animals have been sensitized for EAE, and CD1 and MHC class 
II expression has been measured in the CNS. In normal guinea 
pigs low level MHC class II occurred on meningeal macrophages 
and microglial cells, whereas immunoreactivity for CD1 was 
absent. In the EAE CNS, however, the majority of infiltrating cells 
were MHC II+ and microglia showed increased expression, 
whereas CD1 immunoreactivity was detected on astrocytes, B 
cells, and macrophages. Minimal CD1 and MHC II coexpression 
was detected on inflammatory cells or glia. Thus, in this guinea 
pig EAE model group 1 CD1 molecules are upregulated in the 
CNS on subsets of cells distinct from the majority of MHC II-
bearing cells.46 This expression of CD1 proteins in such EAE 
lesions broadens the potential repertoire of antigens recognized at 
these sites and highlights the value of this guinea pig model of 
human MS.

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS IN 
RATS Rats were injected with spinal cord homogenate or the 
encephalitogen; myelin basic protein induced EAE in genetically 
susceptible Dark Agouti (DA) rats but not in Albino Oxford (AO) 
rats. Here 8- to 12-week-old rats were immunized in either or both 
hind footpads with 0.1 ml antigenic emulsion containing 100 µg
rat spinal cord tissue in complete Freund’s adjuvant (CFA).47 Rats 
are monitored from day 5 after inoculation and the severity of 
disease was assessed by grading tail, hindlimb, and forelimb 
weakness, each on a sale of 0 (no disease), 1 (loss of tail tonicity), 
2 (hindlimb weakness), 3 (hindlimb paralysis), to 4 (moribund or 
dead). Clinical disease in susceptible strains of rats is apparent in 
all animals, and the onset of disease occurs at day 11 postinjec-
tion. At the peak of the clinical manifestation of EAE there is a 
marked increase in the level of infiltration of cells accompanied 
by a lack of activation in susceptible DA rats, whereas it remains 
elevated in resistant AO rats. At the peak of clinical disease DA 
rat spinal cords contain high levels of CD4+ T cells. DA rats also 
contained 10 times as many live CD4+ T cells as AO rats. Astro-
cytosis, as an indication of CNS reaction to the presence of 
infl ammatory cells, was clearly observed in both rat species. 
Microglial activation persists in resistant AO rats, whereas activa-
tion is downregulated in DA rats. In this model it is speculated 
that at the peak of disease, infiltrating monocytes and macro-
phages are the main antigen-presenting and effector cells.

Rat EAE may also be induced by the injection of xenogeneic 
myelin. For example, 8- to 12-week-old Lewis rats injected in 
both hind footpads with an emulsion containing 100 µg of guinea 
pig myelin basic protein and CFA develop acute EAE. Also 
chronic relapsing EAE (CR-EAE) may also be induced in this rat 
model using a regimen of intraperitoneal injections of 4 mg/kg of 
cyclosporin A.48 Pathology studies indicate that in acute and CR-
EAE, MCP-1 and its receptor CCR2 are significantly upregulated 
throughout the course of CR-EAE and that a large number of 
macrophages infiltrated the CR-EAE lesion. This suggests that 
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macrophages recruited by MCP-1 and CCR2-expressing CNS 
cells are responsible for the development and relapse of EAE. 
Thus, in this rat model, in addition to T cells, macrophages are 
another target for immunotherapy studies for neurological auto-
immune diseases.

A more recent development of a rat EAE model involves using 
human MBP as antigen. Here EAE was induced by the immuniza-
tion of female Wistar rats with human MBP. It was found that 
most of the rats developed tail tone loss and hindlimb paralysis 
together with demyelination, infiltrative lymphocyte foci, and 
“neurophagia” in the cortex of cerebra and in the white matter of 
the spinal cord.49 This study further demonstrated that this rat 
model of EAE induced by human MBP resembles many features 
of human MS and may promise to be a better animal model for 
the study of MS.49

The use of CFA is not a prerequisite for the development of 
rat EAE. For example, EAE can be induced in 10- to 16-week-old 
DA rats by a single hind footpad injection of an encephalitogenic 
emulsion consisting of rat or guinea pig spinal cord homogenate 
(SCH) in PBS.50 The reason for not wanting to use CFA is that in 
itself it induces a strong inflammatory response and exerts numer-
ous immunomodulatory properties. Additionally, CFA induces a 
strong anti-purified protein derivative (PPD) response and may 
induce adjuvant arthritis, another autoimmune disease. The sus-
ceptibility of DA rats to EAE induction with SCH depends upon 
the origin of the CNS tissue, the homologous tissue being the 
more efficient encephalitogen. DA rats that recovered from EAE 
that had been induced with homologous SCH without adjuvant 
and then immunized with the encephalitogenic emulsion contain-
ing CFA developed clinical signs of the disease. Neurological 
signs in rechallenged rats were milder, but first signs appeared 
earlier. The earlier onset of EAE observed in DA rats after rechal-
lenge has been attributed to the reactivation of memory cells. 
Taken together, these experiments demonstrate that EAE can be 
effi ciently and reproducibly induced in DA rats without the use 
of CFA. This experimental model for understanding the basic 
mechanisms involved in autoimmunity within the CNS, without 
the limitations and inherent problems imposed by the application 
of adjuvants, may represent one of the most reliable rodent models 
of MS.

The rat as an experimental model could be used to evaluate 
new immunotherapies of EAE. These include antigen-induced 
mucosal tolerance, treatment with cytokines, and dendritic cell-
based immunotherapy.

The ideal treatment of diseases with an autoimmune back-
ground such as MS should specifically eliminate autoreactive T 
cells without affecting the integrity of the immune system. One 
way to achieve this would be to induce immunological tolerance 
to autoantigens by the oral or nasal administration of autoantigen. 
Several studies have shown that nasal administration of soluble 
antigens results in peripheral tolerance by immune deviation or 
the induction of other regulatory mechanisms. In the rat model 
this tolerance has been investigated using synthetic peptides of 
MBP, MBP68–86, 87–99, and 110–128. Nasal administration 
of the encephalitogenic MBP68–86 or 87–99 suppresses EAE. 
MBP68–86 and 87–99 given together had synergistic effects in 
suppressing EAE and reversed ongoing EAE. A problem, however, 
of antigen-specific therapy by the nasal route is that one antigen, 
or peptide, may be effective in inducing tolerance in one strain of 
animal but not in another. One way of treating ongoing EAE may 

be the use of an altered peptide ligand with high tolerogenic effi -
cacy when administered nasally.51

Cytokines have been widely used in disease prevention and 
treatment. Cytokine immunotherapy in MS could employ one or 
two basic strategies: first, to administer immune response down-
regulatory cytokines, or second, to administer inhibitors of proin-
fl ammatory cytokines. The nasal route of administering these 
cytokines has been studied in the rat EAE model. Nasal adminis-
tration of low doses of antiinflammatory or regulatory cytokines 
such as IL-4, IL-10, or tumor growth factor (TGF)-β1 inhibits 
development of rat EAE when given before or on the day of 
immunization, but by differing mechanisms. Nasally administered 
IL-10 reduced both peripheral immune responses and microglia 
activation in the CNS, whereas nasal administration of IL-4 or 
TGF-β1 triggered the activation of dendritic cells (DCs).

However, nasal administration of cytokines alone fails to treat 
ongoing Lewis rat EAE. Interestingly, nasal administration of 
MBP68–86 + IL-4 or MBP68–86 + IL-10 suppresses ongoing 
EAE in Lewis rats. The suppression of EAE by MBP68–86 +
IL-10 is associated with the induction of a broad lymphocyte 
hyporesponsiveness. Although this combined administration of 
autoantigen plus cytokine may be effective in treating rat EAE, 
the applicability of this to human MS is severely limited by the 
lack of knowledge of the pathologically relevant autoantigen(s) 
in MS.

DCs not only activate lymphocytes, but also induce T cell 
tolerance to antigens.52 Use of tolerogenic DCs is thus a possible 
immunotherapeutic strategy for treatment of EAE, and indeed this 
has been studied in some detail. However, MBP68–86-pulsed 
DCs only prevented the development of EAE and failed to treat 
ongoing EAE in Lewis rats.53 In an attempt to treat ongoing EAE, 
splenic DCs have been isolated from healthy Lewis rats and modi-
fi ed in vitro with cytokines IFN-β, IL-2, IL-10, or TGF-β1. Upon 
subcutaneous injection into Lewis rats on day 5 pi with MBP68–
86 + FCA, IFN-β or TGF-β1-modifi ed DCs promoted immune 
protection from EAE.

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS 
IN NONHUMAN PRIMATES

The common marmoset Callithrix jacchus is an outbred species 
characterized by a naturally occurring bone marrow chimerism. 
The marmoset is a primate phylogenetically close to humans, and 
has been studied as an animal model for MS.54 EAE can be 
induced in the common marmoset by the injection of human brain 
white matter, dispersed in demineralized water to a concentration 
of 30 mg/ml and emulsified with CFA containing 0.5 mg/ml of 
Mycobacterium butyricum H37A. Monkeys are injected intracu-
taneously with 600 µl of emulsion into the dorsal skin at several 
locations. Clinical disease in this model is scored daily on a scale 
from 0 to 5: 0 = no clinical signs; 0.5 = apathy, loss of appetite, 
and an altered walking pattern without ataxia; 1 = lethargy and/or 
anorexia; 2 = ataxia; 2.5 = paraparesis or monoparesis and/or 
sensory loss and/or brainstem syndrome; 3 = paraplegia or hemi-
plegia; 4 = quadriplegia; and 5 = spontaneous death attributable 
to EAE.55 Here the onset of disease, as measured by clinical 
scores, is variable among animals between 7 and 13 weeks posti-
noculation. Additionally, the maximal clinical scores are variable 
among animals and range between 2 and 4. On histopathological 
examination, large plaques of demyelination are observed in the 
white matter of cerebral hemispheres, mainly localized around the 
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wall of lateral ventricles, in the hemispheric white matter, corpus 
callosum, optic nerves, and optic tracts. The demyelinated areas 
show a moderate or severe degree of inflammation characterized 
by perivascular cuffs of mononuclear cells. In the spinal cord, 
widespread demyelination is also observed. Areas of demyelin-
ation involve the ventral, lateral, and dorsal columns of the spinal 
cord, especially in the outer part of the spinal tracts. Thus, pathol-
ogy in the marmoset model is characterized by infl ammation, 
demyelination, and astrogliosis. Interestingly, this model demon-
strates the presence of axonal damage in demyelinating plaques. 
Indeed, axonal damage and loss are well-known events in MS. In 
MS, axonal damage appears to be an early event, related to an 
acute inflammation. In the marmoset EAE, axonal damage also 
occurs in areas of acute and early inflammation and demyelin-
ation. This EAE in C. jacchus is of special interest because of the 
resemblance of this model to the human disease, and the similarity 
between the immune systems of marmosets and humans.

The type of clinical signs of EAE in marmosets depends largely 
on the antigens used for disease induction. Sensitization of mar-
mosets to human myelin induces a relapsing-remitting, second-
ary-progressive disease course.56 Lesions in this model represent 
all stages present in chronic MS. Marmosets inoculated with MBP 
develop only mild inflammatory disease unless Bordetella pertus-
sis is used with the encephalitogen. CNS demyelination critically 
depends on the presence of antibodies to myelin oligodendrocyte 
glycoprotein (MOG), a minor CNS component. Marmosets sen-
sitized to a chimeric protein of MBP and proteolipid protein (of 
myelin) develop clinical EAE only after the autoimmune reaction 
has spread to MOG. Marmosets immunized with recombinant 
human MOG 1–125 do not develop relapsing-remitting disease 
but only chronic-progressive disease.57 During the asymptomatic 
phase of this primary progressive-like disease, which can last 
from 2 to 20 weeks, brain lesions are detectable using magnetic 
resonance imaging (MRI), but are not expressed clinically.

The induction of EAE with MBP or white matter tissue homog-
enate (WMH) has been well established in rhesus monkeys 
(Macaca mulatta). The rhesus monkey was the first animal species 
in which EAE was deliberately induced.58 That autoimmunity to 
brain antigens could induce paralytic disease was confirmed by 
studies in rhesus monkeys given repeated inoculations of brain 
homogenates.58 MOG-induced EAE has also been produced in 
this nonhuman primate species59 that is a highly relevant model 
for the human disease. The close similarity of the human and 
rhesus monkey immune system is illustrated by the high degree 
of similarity between the polymorphic MHC and T cell receptor 
genes between these two primates. To produce this MOG-induced 
EAE, monkeys are injected, under anesthesia, with a total of 1 ml 
of 1:1 emulsion composed of 320 µg MOG in PBS and CFA at 10 
sites into the dorsal skin. Overt clinical signs are scored daily 
according to the following criteria: (0) no clinical signs; (0.5) loss 
of appetite, apathy, and altered walking; (1) lethargy, anorexia, 
substantial reduction of the general condition, and loss of tail 
tonus; (2) ataxia, tail biting, sensory loss, and/or blindness; (2.5) 
incomplete paralysis of one (hemiparesis) or two sides (parapare-
sis); (3) complete paralysis of one (hemiplegia) or two sides 
(paraplegia); (4) complete paralysis (quadriplegia); and (5) death. 
The onset of clinical disease varies between animals, and occurs 
at days 15–23 after encephalitogenic challenge. All monkeys, 
however, develop clinical disease and all achieved a score of 4 on 
clinical severity.

The current available panel of nonhuman primate EAE models 
may reflect the spectrum of inflammatory demyelinating diseases 
in the human population. These EAE models can therefore be 
used to investigate pathogenic mechanisms and to develop more 
effective therapies.

EXPERIMENTAL ALLERGIC ENCEPHALOMYELITIS 
IN MICE

The most widely studied animal model of EAE is that of the 
mouse. In common with other animal models of EAE, disease 
induction varies depending on both the sex of the animals, the 
mouse strain used, as well as the origin of the spinal cord encepha-
litogen. In this model mice, aged 6–8 weeks, are immunized sub-
cutaneously in four sites over the back with 200–400 µg of guinea 
pig MBP emulsified in equal volumes of CFA containing 
200–400µg heat-killed Mycobacterium tuberculosis.60 Mice also 
receive 200 µg of pertussis toxin in 0.2 ml PBS intraperitoneally 
at the time of immunization and 48 h later. Mice are then scored 
daily for clinical signs of EAE for at least 35 days as follows: 0, 
no clinical signs; +1, limp tail or waddling gait with tail tonicity; 
+2, ataxia or waddling gait with tail limpness; +3, partial hindlimb 
paralysis; +4, total hindlimb paralysis; and 5, moribund/death. 
For each strain of mice there is variation in day of onset of 
disease, varying from day 7 to day 22 postinfection; incidence 
of disease, varying from 30% to 100% of animals; incidence of 
mortality, varying from 0% to 40% of animals; and mean clinical 
scores, varying from 0 to 1.6. Many mouse strains have been 
employed in the study of EAE, and while the SJL strain has been 
most frequently used to model gender differences in both disease 
onset and severity, the SJL model has some limitations due to its 
diminished CD4+ T cell repertoire. Certain susceptible strains of 
mice, such as FVB mice, show a relapsing-remitting course of 
disease that bears some resemblance to MS. FVB mice therefore 
may serve as a mouse strain into which various transgenes may 
be introduced for the purpose of studying their influence on EAE 
and for exploring new therapeutic approaches.61

Since EAE is a well-studied disease in mice, mimicking many 
clinical and pathological features of MS, including CNS infl am-
mation and demyelination, it is of significance that it can also be 
used as an appropriate model to study MS-related pain. It has been 
clearly demonstrated in SJL that in both “active” and “passive” 
EAE, there is an initial increase in tail withdrawal latency (hypo-
algesia) that peaked several days prior to the peak in motor defi cits 
during the acute disease phase. During the chronic disease phase, 
tail withdrawal latencies decreased and were significantly faster 
than control latencies for up to 38 days postimmunization. Thus, 
it is possible to use both murine active and passive EAE as models 
for MS-related pain.62

While specific immunotherapeutic strategies are effective in 
experimental model systems, translation to the human disease has 
genetically been poorly tolerated or has proved to be ineffective. 
This conflict may in part be due to the model systems used as well 
as the poor correlation of in vitro findings compared to those 
observed in vivo. In Biozzi ABH mice, which express the novel 
MHC class II A, EAE occurs following immunization with myelin 
proteins and peptide epitopes of these proteins; however, only 
PLP peptide 56–70, MOG peptide 8–21, or spinal cord homoge-
nate reproducibly induces chronic relapsing EAE (CREAE) with 
infl ammation and demyelination.63 CREAE provides a well-
characterized reproducible system to develop therapeutic strate-
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gies during established relapsing autoimmune neurological disease 
and is pertinent to MS. In CREAE in ABH mice, relapse and 
progression of disease are associated with emergence and broad-
ening of the immune repertoire due to release of myelin antigens 
following myelin damage.64 Thus, this CREAE model in Biozzi 
ABH mice is very well suited as a model with which to examine 
the effect of therapeutic strategies in a dynamic system.

Disease susceptibility in human MS is associated with three 
MHC class II alleles in the HLA-DR2 haplotype, DRB1*1501, 
DRB5*0101, and DQB1*0602.65 An autoimmune pathogenesis 
has been hypothesized in which one or more of these MHC class 
II molecules presents CNS-derived self-antigens to autoaggres-
sive CD4+ T cells, which infiltrate the CNS initiating an infl am-
matory response. However, the target autoantigens in MS are 
unknown. Immunization of mice with myelin or other brain-
associated proteins induces EAE, a disease resembling MS both 
clinically and pathologically. The proteins, MBP, PLP, and MOG, 
components of the myelin sheath, are candidate antigens.66 Indeed, 
T cells that are reactive to these antigens have been demonstrated 
in MS patients.67 Mice expressing the human HLA-DR2 
(DRB1*1501) molecule are capable of presenting peptides from 
all these three MS candidate autoantigens. It is possible in MS 
that while T cells responding to one of these antigens may initiate 
the disease, epitope spreading and the recruitment of T cells with 
additional specificities, as the disease progresses, could lead to 
infl ammatory responses to several proteins resulting in an escala-
tion of the autoimmune response.68

Transgenic mouse models of multiple sclerosis are now well 
established. The following are two examples of such transgenic 
models. First, MS is associated with HLA class II molecules 
HLA-DR2, -DR3, and -DR4. In humans it is difficult to analyze 
the individual roles of HLA molecules in disease pathogenesis 
due to the heterogeneity of MHC genes, linkage disequilibrium, 
the influence of non-MHC genes, and the contribution of environ-
mental factors. However, the specific roles of each of these class 
II molecules can be addressed using transgenic models expressing 
these HLA genes. This model could prove useful in deciphering 
the role of HLA molecules and autoantigens in MS.69 Second, 
while EAE has been a valuable model for the immunopathogen-

esis of MS, it has sometimes been difficult to reconcile the fi nd-
ings and therapies in the rodent models and the cellular and 
molecular interactions that can be studied in human disease. 
Humanized transgenic mice offer a means of achieving this, 
through the expression of disease-implicated HLA class II 
molecules, coexpressed with a cognate HLA-class II-restricted, 
myelin-specifi c T cell receptor derived from a human T cell 
clone implicated in disease. Such transgenic mice could 
provide an excellent model for studying epitope spreading in a 
humanized immunogenetic environment and for testing of 
immunotherapies.70

APPLICABILITY OF EXPERIMENTAL 
ALLERGIC ENCEPHALOMYELITIS MODELS OF 
MULTIPLE SCLEROSIS

The majority of the current therapies being planned for phase 
II and III trials in MS were first examined in EAE. Thus a particu-
larly pertinent question is whether EAE is a suitable relevant 
research tool for MS? Some researchers believe that while EAE 
is a useful model of acute human CNS demyelination, its contri-
bution to the understanding of MS is limited.71 EAE is an acute 
monophasic illness, as compared to MS, which is a chronic relaps-
ing disease, and may be more suited as a model of acute dissemi-
nated encephalomyelitis (ADEM). Drawbacks of the EAE model 
include the following: (1) the nature of the inflammatory response 
in EAE as compared to MS; (2) Th-1-mediated disease in EAE 
as compared to MS; (3) differences in the pathology between 
EAE and MS; and (4) pitfalls in extending immunotherapies from 
EAE to MS (see Table 69–3).

Consequently it may be concluded that the clinical picture of 
EAE presented depends not only on the animal species used, but 
also on the route of administration of the encephalitogen and the 
nature of the encephalitogen, MBP, PLP, or MOG. It is thus pos-
sible that these EAE models are somewhat imprecise methods 
to study the pathogenesis of MS or to develop therapeutic 
strategies.

The nonhuman primate EAE models are of primary impor-
tance for the safety and efficacy of testing new therapeutics for 

Table 69–3
A comparison of some of the characteristics of EAE and MSa

Characteristics EAE MS

Infl ammatory response CD4+ MBP-reactive T cells in perivascular 
lesions

Predominantly CD8+ T cells in lesions, whereas 
CD4+ T cells are infrequent

Th-1 or Th-2-mediated disease Adoptive transfer of EAE by Th-1 cells
Not true in all EAE models since MBP-reactive 

Th-2 cell clones can also cause EAE

IFN-γ (Th-1 cytokine) seen in MS lesions
No clear cytokine preponderance

Fundamental differences in 
pathology

Location of pathology Perivenous sleeves of myelin loss in spinal 
cord and brain

Demyelination not restricted to perivenous 
regions of white matter. Extensive 
demyelination of cerebral cortex

Location of lesions Dependent on encephalitogen used; MBP-and 
PLP-induced EAE shows inflammation in 
lumbar spinal cord, MOG-induced EAE 
shows inflammation in the brainstem

Periventricular, brainstem, optic nerves, upper 
cervical cord

CSF immunology Antibodies to myelin antigens in CSF Antibodies to myelin antigens in CSF 
infrequent

continued
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MS that may not work sufficiently well in species distant from 
humans, such as rodents. Questions concerning the immunogenic-
ity of biological therapeutics have also been addressed in nonhu-
man primates. Many biological therapeutics, such as anti-CD4 
antibodies72 and altered peptide ligands,73 have been investigated 
in rodents. Although some of these therapeutics have been effec-
tive in treating EAE in rodents, they have proven to be partially 
effective, or in some cases detrimental, in MS patients.74 This 
ultimately raises the question of whether rodent models are the 
appropriate animal models for testing new therapeutic strategies 
for use in human MS.

CHEMICALLY INDUCED DEMYELINATION
There are several examples, in humans and animals, of demy-

elinating diseases not associated with viral infections, such as 
demyelination associated with vitamin deficiency or toxins. Many 
different animal models of EAE have been studied using various 
MRI techniques.75 The clinical features of such models depend 
greatly upon the route of inoculation of the encephalitogen as well 
as the species and strain of animal used. Inoculation routes such 
as subcutaneous, footpad, or intraperitoneal are not helpful in 
determining the onset or location of the lesion in the brain or 
spinal cord. Thus, to create demyelinating lesions of precisely 
known locations and time courses, stereotaxic techniques are used 
to inoculate animals with chemicals that induce demyelinating 
lesions in the brain. Several chemicals, such as ethidium bromide, 
cuprizone, and lysophosphatidylcholine (LPC), when injected 
directly into nerves or into the CNS, produce lesions of demyelin-
ation. For demyelination studies with LPC, male Wistar rats are 
anesthetized with sodium pentathal and fixed in a rat head restrain-
ing stereotaxic surgical table, head shaved, a burr hole created, 
and 0.2 µl of a 1% LPC solution in isotonic saline injected using 
an injector cannula. Then LPC is infused at the rate of 0.05 µl/min
for the next 4–5 min. The cannula is then removed and the burr 
hole closed using bone wax. Rats are then observed daily and 
histological studies are carried out from day 3 to day 15 after LPC 
injection to cover the entire process of disease evolution.76

Using this LPC-induced demyelination it is possible to observe 
the complete pathological process of demyelination and remyelin-
ation in this animal model of MS. Demyelination can be observed 
with the maximum value occurring on day 10. After day 10, 
remyelination starts with a reduction in edema. This model could 
be particularly useful for studying remyelination. One prominent 

feature of all chemically induced lesions is that the demyelinating 
lesions, and subsequent remyelination, can be studied without the 
interference of immune mechanisms. This has a tremendous 
advantage over virally induced models of MS: since no virus was 
inoculated none can remain to affect the remyelination.
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70 Canine and Feline Models for Cancer
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ABSTRACT
Animal models still play a crucial role in biomedical research. 

Among them, spontaneous canine and feline tumors could be 
useful to accelerate the entry of new effective drugs into clinical 
practice. This is because dog and cats develop neoplastic diseases 
in a manner more similar to human beings than to both the in vivo
and in vitro models usually employed. We will discuss the scien-
tifi c foundation as well as the ethical and legal concerns related 
to the use of this “pet model” in comparative oncology, suggesting 
some “key words” as the necessary starting point for a correct 
approach to this. Finally, the possible use of such models for the 
development of effective cancer theory is also discussed.

Key Words: Spontaneous canine and feline tumors, Animal 
models, Ethics, Law, Cancer theory.

INTRODUCTION
In modern oncology, there is a quite evident discrepancy 

between the great quantity of pathogenetic knowledge accumu-
lated and its limited translation into clinical practice and therapy 
of human cancers.1–3 Usually, the time required for a new antineo-
plastic drug to enter into clinical oncology is estimated to be 10–
15 years.2,4 It has been suggested that this could be due in part to 
the complex logical sequence involved in most of the preclinical 
studies of new antineoplastic drugs, in which the choice of the 
experimental models for testing the safety and efficacy of such 
new therapeutics represents a critical point.3,4

In fact, both the in vivo and in vitro models usually employed, 
such as rodents and/or cell lines, display intrinsic limits related to 
the specific characteristics of the biological systems used, whose 
management is frequently very complex,5 and whose pathology, 
usually induced under artificial laboratory conditions, is frequently 
dissimilar to the studied spontaneous human disease.2–4

It has therefore been suggested that clinical trials based on 
preclinical data obtained after a screening of animal models that 
develop neoplastic disease in a manner more similar to human 
beings could accelerate the entry of new effective drugs into clini-
cal practice.1,4,6

In this regard, it is widely accepted that spontaneous canine 
and feline tumors could represent a unique opportunity. (1) Canine 
and feline genetics are closer to human genetics than that of the 

other animal models usually employed. (2) Dogs and cats develop 
tumors spontaneously after years of exposure to the same envi-
ronmental oncogenic factors as the owners. (3) Canine and feline 
spontaneous tumors share morphological, biological, and molecu-
lar characteristics similar to human tumors (interestingly, many 
of the antibodies employed for human molecule identifi cation 
actually cross-react with similar canine molecules). (4) The inci-
dence of cat and dog tumors is frequently higher than human 
tumors, and the natural evolution of the neoplastic disease is 
usually more rapid. (5) The life span and the size of these animals 
are both sufficient to detail the safety and efficacy of single or 
multiple drug treatments and to perform procedures such as blood 
sampling, bone marrow harvests, organ biopsies, and radiation 
therapy in a manner similar to that in humans in subjects with no 
artifi cially altered immunity. (6) The availability of clinical and 
pathological material is sufficient to guarantee reliable etiopatho-
genetic and preclinical studies in a relatively short time.2,3,7,8

It has also been suggested that the involvement of pet animals 
in biomedical research should be accompanied by specifi cally 
developed professional, ethical, and legal arguments.1 In this 
context, ethical and considerations able to unravel the confl ict 
between the interest of the various participants involved should 
be implemented.9

In particular, in biomedical research, the concern for the 
concept of ethical cost in experiments involving animals has led 
to the general acceptance of Russell and Burch’s three “Rs” 
(replacement, reduction, and refi nement)10: whenever it is impos-
sible to perform scientific tests on different nonanimal models, 
the number of subjects employed as well as their pain, suffering, 
and distress should be minimized.8,11 However, the three Rs of 
Russell and Burch could be inadequate for pet trials, given the 
specifi c conditions that these involve. In fact, enrolled diseased 
dogs and cats should be considered primarily as animal “patients,”1

a position rather different from that of a “mere” animal model. 
The management of this oncological veterinary patient could 
require a close and complex partnership between the owners, the 
veterinarians in research institutions and in public institutions, as 
well as selected veterinary practitioners with specific training in 
clinical oncology, so as to involve the greatest number of patients 
in the experimental trials and guarantee the adequate reliability of 
the results and animal well-being.1 Therefore, different key words 
will have to replace the “three Rs” to address correctly the neces-
sary social, professional, and institutional behavior. We have sug-
gested that some of these key words could be adapted from the 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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criteria for informed consent in veterinary practice.1,12 Information 
for both the owners and veterinary physicians could play a crucial 
role in guaranteeing the enrollment of the greatest possible number 
of pets in experimental trials. Information on both the benefits and 
risks of the trial should be adequate, with an attempt to reach an 
appropriate balance between them.13 Information should deal in 
particular with strict eligibility criteria to enable the physicians to 
identify eligible patients for a specific clinical trial and to enable 
the owners to identify the best trials for their pet.1 This should 
lead to an awareness of the commitment and responsibility of both 
the owners and the veterinarians involved with regard to the 
animal patient’s well-being during the trials. Furthermore, animal 
patient entry in experimental trials could frequently follow con-
ventional treatment failure.14 Thus, a care-based approach15 could 
be a further important step in working out our responsibilities to 
the animal patient’s welfare. Caring for these terminal veterinary 
patients should involve palliative or analgesic treatment to mini-
mize the suffering and pain derived from their disease. This kind 
of approach based on information, responsibility, and care could, 
in our opinion, increase the enrollment of dogs and cats in experi-
mental trials, by providing the owners with an ethical choice dif-
ferent from euthanasia.1

CANINE AND FELINE MODELS FOR CANCER
Several spontaneous canine and feline tumors are currently 

considered to be relevant models for human cancers.1–3,7,8 Canine 
and feline tumors may serve either as “specific tumor type” 
models, that is models of the corresponding human disease, or as 
“molecular” models, that is models of some molecular profi les 
that could be targeted by therapeutics, independently of the his-
tological tumor type.1,2

CANINE MODELS FOR CANCER
Canine Non-Hodgkin’s Lymphoma Non-Hodgkin’s lym-

phoma (NHL) comprises about 7–24% of all neoplasms in the dog 
and 83% of all hematopoietic malignancies in this species.16 Its 
etiology is unknown, and middle-aged to older dogs are more 
frequently affected, with no sex predilection. German shepherds, 
boxers, basset hounds, and Saint Bernards, among other breeds, 
develop the disease more frequently.17 Canine NHL equates to 
intermediate and high-grade NHL in humans. In the dog, NHL is 
generally multicentric (characterized by superficial lymphade-
nopathy) and has a predominantly B cell origin (70–80% of 
cases). Other anatomic forms of NHL, in order of decreasing 
prevalence, are the cranial, mediastinal, gastrointestinal, and cuta-
neous ones. The cutaneous form is usually epitheliotrophic and of 
T cell origin. Primary extranodal and epitheliotrophic forms have 
also been reported in intestine and bladder.18,19 NHL of T cell 
origin (20–30 % of cases) generally has a poor prognosis.20

Immune system alterations in the dog, as well as in humans, seem 
to be associated with a higher incidence of NHL. Like human 
NHL, canine NHL is very sensitive to chemotherapy and is cur-
rently used as a model for testing new chemotherapeutics and new 
forms of immunotherapy, as well as for the study of multiple drug 
resistance.21 Furthermore, NHL has been a relevant model for (1) 
developing hypoxic cell markers, (2) studying the effect of whole-
body hyperthermia on the pharmacokinetics of systemic chemo-
therapy, and (3) studying autologous bone transplantation.3

Soft Tissue Sarcomas Soft tissue sarcomas (STSs) are a 
heterogeneous group of tumors derived from a variety of mesen-
chymal tissues.20 They represent about 15% of all skin and sub-

cutaneous canine tumors, and are locally invasive (with the 
exception of the hemangiosarcomas) with a low-to-moderate 
metastatic potential (less than 20%).21 Their etiology is unknown, 
but in the dog these tumors have been associated with a number 
of exogenous factors: parasites, radiation, trauma, and artifi cial 
orthopedic implants. Older dogs are more frequently affected, and 
no sex predilection is observed, except for both rhabdomyosarco-
mas, which occur in young dogs, and synovial sarcomas, which 
occur more frequently in males. STSs in dogs have a pathological 
appearance, clinical presentation, and behavior similar to human 
STSs. In humans, however, STSs seem to be more common in 
young subjects and metastasis would appear to be more frequent 
then in dogs. This is in part explained by the higher numbers of 
nerve sheath tumors (low metastatic rate) seen in the canine 
species. The relevance of this model is that canine STSs respond 
to radiation therapy and chemotherapy in a manner similar to 
human STSs.3 Thus, canine STSs have been used to test local and 
whole-body hyperthermia techniques, as well as the effect of 
hyperthermia on the pharmacokinetics of chemotherapy, and the 
development of both hypoxic cell markers and imaging tech-
niques.2,3 Among STSs, hemangiosarcomas have a higher preva-
lence in dogs than in humans, but are extremely similar to the 
human tumor with respect to histological pattern and metastatic 
behavior.2

It is, thus, actually considered an interesting model for the 
treatment of metastatic disease and for developing new antiangio-
genic strategies and immunotherapy.2,3,20

Osteosarcomas Osteosarcomas (OSAs) are the most 
common primary bone tumor in dogs, accounting for up to 85% 
of malignancies originating in the skeleton.22 Canine OSAs 
develop three to four times more often in the appendicular skele-
ton than in the axial skeleton, being classically a cancer of large 
and giant breeds, and occurring in middle-aged to older animals, 
with a median age of 7 years.23 OSAs are locally very aggressive 
and cause lysis and/or production of bone. They usually metasta-
size (90% of cases), mainly to the lungs, via the hematogeneous 
route; other bones or other soft tissues are reported sites for 
metastasis. Canine osteosarcoma is similar to human osteosar-
coma with respect to the histology, metastatic behavior, and clini-
cal evolution of the disease, and is considered a relevant model 
for immunotherapy and chemotherapy.18 In this regard it has been 
demonstrated that administration of liposome-muramyl tripep-
tide-phosphatidylethanolamine (L-MTP-PE), a potent monocyte/
macrophage activator, results in increased survival time in dogs 
with OSA.3,21 These studies led to a multicenter, phase III, inter-
group study involving the use of L-MTP-PE in children with 
OSA.2 Furthermore, new drug delivery systems, particularly for 
cisplatin therapy, have been studied in dogs with OSA.3

Oral Malignant Melanoma Canine malignant melanoma 
(CMM) is a highly metastatic spontaneous tumor most commonly 
arising in the oral cavity, and represents about 4% of all canine 
tumors.24 CMM and advanced human melanomas (HM) are dis-
eases that are initially treated with aggressive local therapies, 
including surgery and/or fractionated radiation therapy, and are 
usually followed by a systemic metastatic disease.25 Also, CMM 
and HM are chemoresistant neoplasms and share many immuno-
logical targets.3,24 For these reasons canine oral malignant mela-
noma (OMM) is considered a relevant model for developing new 
immunotherapeutic approaches for both dogs and humans suffer-
ing from the disease.3 In a recent study, Bergman et al.25 demon-
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strated that human tyrosinase DNA vaccination of dogs with 
advanced malignant melanoma is safe and potentially active, war-
ranting additional xenogeneic DNA vaccine investigations as 
Phase II studies in CMM and Phase I studies in HM.

Transitional Cell Carcinomas Transitional cell carcinomas 
(TCCs) are the most common urinary bladder tumor in dogs and 
have high metastatic potential.26 The majority are papillary infi l-
trative tumors of intermediate to high grade and about 80% are 
aneuploid. The etiology is multifactoral. Females are more fre-
quently affected than males and Scottish terriers develop the 
disease more frequently than other breeds. TCCs are localized 
most often in the trigone and induce partial or complete urinary 
tract obstruction. Canine TCCs share a histological appearance, 
biological behavior, and response to therapy similar to invasive 
human TCCs.27 It is considered a useful model for testing 
new photodynamic therapy technologies and chemotherapeutic 
combinations, particularly for the cyclooxygenase inhibitor 
piroxicam.3,28,29

Canine Mast Cell Tumors Canine mast cell tumors
(CMCTs) are one of the most common malignancies in dogs, 
occurring with an incidence of 16–21% in the canine population.30

Because of their variable (frequently unforeseeable) biological 
behavior, most investigators regard all CMCTs as potentially 
malignant.31,32 Survival time and metastasis in dogs with CMCTs 
have been associated with the histopathological grade of the 
tumor.32 Recently, however, Maiolino et al.33 and Preziosi et al.34

also demonstrated that the nucleomorphometric evaluation and 
intratumoral vessel of CMCT tissue sections could be a useful 
adjunct to histopathological grading in identifying tumors at 
increased risk of progression, to arrive at a more objective diag-
nosis, and to recommend more appropriate treatment. These 
tumors display a molecular alteration in the c-kit protooncogene, 
whose protein product, the receptor tyrosine kinase (RTKs) KIT, 
plays a critical role in mast cell differentiation, proliferation, sur-
vival, and activation.35 Mutation of exon 11 of c-kit occurs in 
30–50% of advanced mast cell tumors (MCTs), and is related to 
their recurrence and metastatic potential.35 A similar mutation in 
the c-kit protooncogene has been demonstrated in 50–90% of 
human gastrointestinal stromal tumors (GISTs).35,36,37 Based on 
this molecular correlation, translational studies with new oncol-
ogy drugs (inhibitor of RTKs) for human GISTs in canine MCTs 
have been proposed.36,38

Canine Mammary Carcinomas Canine mammary carcino-
mas account for 30–50% of all canine tumors. These tumors have, 
so far, been considered a promising specific tumor-type model, 
being very similar to human breast cancers because of their hor-
monal dependence, spontaneous development in middle-aged to 
older animals (higher incidence in dogs between 8 and 15 years 
old), metastatic behavior toward regional lymph nodes and lungs, 
as well as adhesion molecules and neoangiogenesis patterns.39,40,41

Furthermore, as in human mammary carcinomas, expression of 
erb-B protooncogenes has been documented,42 and a familiarity 
has been demonstrated,43 along with the expression of BRCA 
genes and Rad51 proteins.44

Abnormalities in the nuclear DNA content have been docu-
mented both in malignant and benign canine mammary tumors, 
but are more frequent in humans. As in humans, nutritional factors 
may increase the risk of mammary tumor development. Given 
some molecular patterns of canine mammary tumors, it has 
recently been suggested that they could be used as a molecular 

model.38 In this context, the dysregulation of the molecular pattern 
of cyclin D1 and cyclin-dependent kinases (cdks) in these tumors 
has recently been clarified, and the results suggest that mammary 
neoplasia in dogs could be a good molecular model for developing 
new antineoplastic strategies involving cyclin D1 and cdks.4,45

Canine Seminomas Spontaneous testicular tumors are 
common in aged dogs. The principal canine testicular tumors 
consist of seminomas, Sertoli cell tumors, and Leydig cell tumors, 
and they occur with about equal frequency.46 Seminomas are 
usually solitary and unilateral, and are more frequent in the right 
testicle. They can coexist with Sertoli and Leydig cell tumors.47

Despite their malignant histological appearance, in dogs, metas-
tases occur only in a small percentage of cases. In contrast, human 
seminomas are the most common testicular neoplasms affecting 
young men and have a marked tendency to metastasize.48 This 
discrepancy has been the object of two recent studies46,49 that sug-
gested that most canine seminomas could correspond to human 
spermatocytic seminomas (an uncommon histological variant in 
men with a low metastatic potential), thus justifying their low 
metastatic behavior. It will be interesting to study whether canine 
typical seminomas, as identified by morphological and morpho-
metric methods in the study of Maiolino et al.,46 also share a his-
togenetic behavior similar to that of human typical seminomas, 
that is, the origin from so-called in situ carcinoma or intratubular 
malignant germ cell neoplasia. If so, the canine seminomas will 
become a very interesting spontaneous animal model.

Canine Transmissible Venereal Tumor Canine transmis-
sible venereal tumor (TVT) is a naturally occurring transplantable 
round cell tumor of histiocytic origin in dogs.50 TVT occurs most 
often in young, roaming, sexually intact and active dogs, with no 
breed or sex predilection. It commonly affects the external geni-
talia and it is usually transmitted at coitus. The TVT may also 
involve other sites, as well as the nasal and oral cavity, and rarely 
subcutaneous areas, and this may also be due to autotransplanta-
tion (licking and sniffing). It has a high recurrence rate and a low 
metastatic rate. A viral etiology has been investigated but not 
verifi ed. The TVT is antigenic in dogs and an appropriate antitu-
mor immunological response plays an important role in inhibiting 
growth (can induce tumor regression) and spread of the tumor. 
TVT is considered a promising model for human Kaposi’s sarcoma 
(KS). It has been suggested that analogous to TVT, KS can be 
transplanted by viable malignant cells during sexual intercourse.51

Furthermore percutaneous inoculation and intraarterial transplan-
tation of canine TVT fragments in the canine lung result in 
predictable patterns of tumor growth resembling the solitary 
pulmonary nodules and metastatic disease found in humans. Thus, 
this tumor is considered useful to develop a lung tumor model in 
a large animal to simulate human lung cancer for preclinical 
assessment of novel therapeutic options. A tumor model in a large 
animal would have a wide range of biomedical research applica-
tions, including the study of various interventional imaging 
techniques.52

FELINE MODELS
Feline Non-Hodgkin’s Lymphoma Feline non-Hodgkin’s 

lymphoma (NHL) accounts for 50–90% of all hematopoietic 
malignancies in the cat and for approximately one-third of all 
malignant neoplasms in this species.53 The feline leukemia virus 
(FeLV) was the most common cause prior to the widespread use 
of FeLV vaccination and testing programs. Cats with a median 
age of approximately 10 years are predominantly affected. It is 
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primarily a B cell lymphoma (75% of cases): the mediastinal, 
spinal, and leukemic forms are of T cell derivation and FeLV 
positive; the alimentary forms are usually of B cell derivation and 
FeLV negative.53 Anatomic forms traditionally associated with 
FeLV (mediastinal or multicentric) occur in younger cats. Male 
cats and Siamese/oriental breeds may be predisposed to NHL.54

Feline immunodeficiency virus (FIV) infection can increase the 
incidence of lymphoma in cats (particularly the alimentary lym-
phoma of B cell origin) by dysregulation of the immune system 
or activation of oncogenic pathways. Feline NHL equates to inter-
mediate and high-grade NHL in humans. Like human and canine 
NHL, feline NHL is very sensitive to chemotherapy, which is very 
well tolerated by cats, and it is currently used as a model for 
testing new alternative treatments for cancers.53

Feline Mammary Carcinoma Mammary neoplasia is the 
third most common tumor type affecting female cats.55 The mean 
age of development is 10–11 years with an age-relative risk that 
increases up to 14 years. Domestic short-haired and Siamese cats 
are more frequently affected than other cats. Malignancy occurs 
frequently (80–96%) with high mortality and a ratio between 
malignant and benign neoplasms varying from 9:1 to 4:1.56,57

Feline mammary carcinoma (FMC) shows age incidence, histo-
pathology, and pattern of metastasis2,3 similar to human breast 
cancer.55 In particular, the lack of estrogen dependency in most 
tumors4 suggests that FMC could be a suitable animal model for 
human hormonal unresponsive breast cancer. Furthermore, some 
FMC subtypes have recently been described that share common 
features with human inflammatory mammary carcinoma and 
human mammary carcinoma with osteoclast-like giant cells.58,59

Prognostic factors are nuclear polymorphism and polymetrism, as 
assessed by nuclear morphometry, PCNA label index, Ag-NOR 
count, and mitotic index.60–63

From a molecular point of view, HER2 and RON overexpres-
sion qualifies FMC as homologous to the subset of HER2 over-
expressing, poor prognosis human breast carcinomas and as a 
suitable model to test innovative approaches to therapy of aggres-
sive tumors.64

Feline Vaccine-Associated Sarcoma Feline vaccine-
associated sarcoma (VAS) is a biologically aggressive sarcoma 
that can develop in the skin of cats at sites where inactivated feline 
vaccines (feline leukemia virus and rabies) have been adminis-
tered. The increase in the incidence of this tumor has shown a 
strong link between vaccination and subsequent tumor develop-
ment.65 A multistep carcinogenesis model, including genetic, 
iatrogenic, and local factors, seems to be the most plausible 
explanation for the occurrence of the tumor. Inflammation is the 
most accepted pathogenetic hypothesis and adjuvant, the compo-
nent most commonly associated with vaccines, is considered a 
cause of tumor development. Among VAS, fibrosarcoma is the 
most common (incidence of 1–10 per 10,000 cats). The tumor 
displays an extremely malignant biological behavior, being both 
locally aggressive and metastasizing in 25–70% of the cases.

Immunohistochemical detection of p53 protein, fi broblast 
growth factor-β (FGF-β), tumor growth factor-α (TGF-α) and 
platelet-derived growth factor (PDGF) and its receptor66 has been 
documented, suggesting that these growth-regulating proteins 
may play different roles in the development of VAS cells. Muta-
tion in p53 has been studied in a variable number of sarcomas, 
but has been demonstrated in only 2 out of 10 fi brosarcomas.67

The standard treatment is aggressive surgical removal of the 

tumor, but combinations of surgery, radiation, and chemotherapy 
[doxorubicin and decarbazine (DTIC)] are usually recommended. 
A significant decrease in STAT3 expression in VASs treated with 
doxorubicin after surgical resection has also been reported, sup-
porting evidence for the potential role of STAT3 in oncogenesis 
and tumor progression.68 The possibility of the development of 
fi brosarcomas at presumed sites of injection not only in cats but 
also in dogs has been reported.69 It is considered a useful model 
of hyperthermia in cancer immunogene therapy, particularly for 
the cytokine genes.70

PET MODELS AND CANCER THEORY: COULD 
THEY BE USEFUL?

According to current practice, we have dealt with spontaneous 
canine and feline tumors as models for testing new antineoplastic 
strategies for human cancer. In our opinion, however, besides 
this “utilitarian” approach, animal tumors may also be a very 
useful model for searching and testing new theoretical ideas in 
carcinogenesis.

According to the prevailing current paradigm, the so-called 
somatic mutation theory (SMT), cancer derives from a single 
somatic cell that has accumulated multiple DNA mutations; fur-
thermore, the default state of cell proliferation in metazoa is qui-
escence and cancer is considered mainly a disease caused by 
mutations in genes that control the cell cycle.71,72

However, it has been suggested that mutation alone is not suf-
fi cient to induce cancer. Accordingly, a “Darwinian” approach 
could represent a better theoretical framework for understanding 
the complex cellular, molecular, and epidemiological events 
leading to cancer.73,74 According to this theory, accumulation of 
mutations during tumor emergence could be triggered by an ade-
quate selective cell microenvironment, the latter being able to 
select mutations useful for neoplastic cells to survive and grow.

A further (and very intriguing) theoretical approach to carci-
nogenesis is the so-called tissue organization field theory (TOFT), 
which regards tumors as a disease of developmental processes.71,72

This theory is based on premises that place cancer in a different 
hierarchical level of complexity from that proposed by the SMT 
and “Darwinian” points of view, that is (1) carcinogenesis repre-
sents a problem of tissue organization comparable to organogen-
esis, and (2) proliferation is the default state of all cells.71,72

Accordingly, neoplastic development could result from 
disruption of the normal dynamic interaction of neighboring 
cells and tissues both during early development and throughout 
adulthood.

From a philosophical point of view, the SMT and the “Darwin-
ian” theories result from a reductionist approach to biology and 
regard tumors as a molecular or at least a cellular problem; 
however, according to TOFT, “development and cancer will not 
be reduced to complex series of protein interactions, but rather a 
multilevel explanation will be required. In some instances mole-
cules will do the explanatory job, in others physical forces, but at 
the core they will remain a problem of tridimensional tissue 
organization.”71

In this context spontaneous pet tumors could provide a novel 
way of thinking about these questions, which takes all levels of 
biological organization into consideration.

For example, canine trichoblastomas, a “benign tumor derived 
from or reduplicating the primitive hair germ of embryonic 
follicular development,”75 seem to display all the necessary 
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peculiarities for testing some aspects of the above cancer theories. 
According to their growth pattern canine trichoblastomas are sub-
divided into four types—ribbon type, trabecular type, granular 
cell type, and spindle cell type—and represent about 25% of all 
canine epithelial skin neoplasms.76 These tumors are similar to 
human trichoblastomas, which are “not exclusively epithelial 
tumors, but  .  .  .  heterogeneous biological systems of epithelial–
mesenchymal interaction.”77 In these neoplasms the epithelial 
component appears to be equivalent to the hair germ and the 
mesenchymal component equivalent to the dermal papilla, both 
essential for hair follicle development.77 Perturbed interactions 
within the above tissue compartments may cause or even refl ect 
morphofunctional alterations that eventually give rise to follicular 
tumors.77,78 Interestingly, we demonstrated that the complex 
growth pattern of these tumors may be adequately described and 
quantifi ed in mathematical terms using a morphometric approach 
based on fractal geometry.79,80 Furthermore, a close correlation 
seems to exists between the alteration of Wnt molecular signals, 
cellular events occurring in early follicle development, and the 
emergence and growth in the above tumors (personal observa-
tions). Thus, these tumors could provide, in quantitative terms, 
useful information about the link between molecular, cellular, and 
tissue changes during tumor development. Certainly, many other 
spontaneous pet tumors could be useful in this context. Future 
efforts in this direction could provide interesting models for effec-
tive cancer theory development.
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71 Obese Mouse Models

DEBORAH J. GOOD

ABSTRACT
In 1902, the lethal yellow or Agouti yellow (Ay) mouse was 

described by French geneticist Lucien Cuenot in a paper detailing 
coat-color inheritance in mice. Although the Agouti mouse report-
edly had been bred by European mouse fanciers since the 1800s, 
the phenotype of obesity was not published until 1927. In the late 
1960s, the obese (ob/ob) and diabetic (db/db) mouse models were 
described. All three of these models have been widely used in 
obesity research since that time. With the advent of technologies 
to create transgenic and knockout strains of mice there has 
been a rapid increase in the number of mice displaying different 
defects in body weight regulation. This chapter will categorize 
the more than 200 mouse models of body weight disorders that 
now exist, more than 100 years after the agouti yellow mouse 
was first characterized. The Obesity Gene map database (http://
obesitygene.pbrc.edu/) is updated yearly and is a thorough refer-
ence for all genes and loci, both rodent and human, known to 
modulate body weight or energy utilization. This chapter catego-
rizes mouse models listed in that database, and includes recently 
published models in five groupings: juvenile-onset obese models, 
adult-onset obese models, obesity-resistant models, polygenic 
obese models, and models with altered responses to induced 
obesity.

Key Words: Obesity, Overweight, Mouse models, Energy 
homeostasis, Anorexia.

INTRODUCTION
The incidence of obese and overweight humans worldwide has 

skyrocketed in the past two decades. Likewise, the number of 
published papers describing mouse models used for the study of 
body weight regulation also has also increased during that time 
period1–5 (Figure 71–1). With strong protein sequence homologies 
between mouse and human gene products, many mouse models 
replicate human disorders of body weight regulation, and some 
are identical to known human genetic disorders.6 The large 
numbers of available mouse models recapitulate the different phe-
notypes of both obesity and anorexia, including juvenile-onset 
obesity, adult-onset obesity, and obesity-resistant models. Mouse 

models of both monogenic and polygenic obesity are being used 
to uncover new genetic pathways that converge to maintain energy 
balance homeostasis.

MODELS OF JUVENILE-ONSET OBESITY
Juvenile-onset obesity in mammals is characterized by 

increased body weight that occurs prior to the onset of sexual 
maturity. In mice, sexual maturity occurs between 7 and 8 weeks 
of age.7 Therefore, models listed as having juvenile-onset obesity 
will be limited to those that show distinct body weight differences 
prior to 8 weeks of age. A total of 34 mouse models can be catego-
rized as examples of juvenile-onset obesity (Table 71–1).

Polymorphisms in three of the four most common genes asso-
ciated with human obesity, namely leptin, leptin receptor, and 
proopiomelanocortin (POMC),8 have mouse model counterparts 
that display a juvenile-onset obesity phenotype.9–11 These genes, 
along with the fourth common gene involved in monogenetic 
forms of obesity in humans, the melanocortin-4 receptor (MC4R) 
gene, constitute part of the well-characterized melanocortin 
pathway. The MC4R mutant mouse model displays adult-onset 
obesity,12,13 while animals with mutations in both MC4R and 
leptin are obese at weaning—earlier than either of the single 
mutants.14 These mutants of the melanocortin pathway will be 
useful in dissecting the role of POMC neuropeptides and their 
receptor on the timing of body weight gain in animals.

In addition to relatively well-characterized pathways, the list 
of mouse models of juvenile-onset obesity reveals some interest-
ing gene products and signaling pathways whose specific infl u-
ence on the regulation of human body weight remains unclear. 
For example, overexpression of a dominant negative form of 
N-cadherin specifically in osteoclasts leads to increased adipogen-
esis and body weight only in young animals.15 The effect of the 
transgene on body fat is absent in adulthood with no body weight 
changes in age-matched adult mice. It was suggested that cell 
fate decisions affect the proportion of adipocytes to osteoclasts 
in these animals through β-catenin signaling, which leads to 
the differences in body composition in juveniles. This interesting 
role for β-catenin and N-cadherins was unknown prior to the 
development of the mouse model. Another interesting model 
is the Gnas-deficient mouse.16 This mouse model can be used 
to elucidate sex-specific modes of inheritance that cause body 
weight gain or loss. The protein product of Gnas is a stimulatory
G-protein α-subunit that binds guanine nucleotides and is involved 
in multiple pathways including those signaling through phospho-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Table 71–1
Models of juvenile-onset obesity

Model Genetics Phenotype

Agouti yellow41 Dominant spontaneous mutation in the agouti 
protein

Obesity, diabetics, and some tumor formation

AGRP transgenic42 Transgenic overexpression of human agouti-related 
protein

Obesity without changes in pigmentation (as 
found in lethal yellow mouse) by 4–6 
weeks of age

ASIP transgenic (3 types)43–45 Transgenic overexpression of agouti protein using 
three different promoters

Increased body fat and body mass

Alpha 2 transgenic-beta 3 AR 
defi cient46

Transgenic containing overexpression of α2- and 
deletion of β3-adrenergic receptors in adipose 
tissue

Obesity due to adipocyte hyperplasia

ApoE−/−; db/db double 
knockout mice47

Deletion of both leptin receptor and apolipoprotein 
E genes

Obesity similar to db/db mice with 
atherosclerosis

BAT ablated48 Transgenic expression of diphtheria toxin from the 
uncoupling protein 1 promoter, leading to ablation 
of all brown fat

Obesity by 6 weeks of age with hyperphagia

CDKI p21 defi cient49 Deletion of the p21 subunit of cyclin-dependent 
kinase inhibitor (Cdkn1a) gene

Mild obesity due to adipocyte hyperplasia

CDKI p27 defi cient49 Deletion of the p27 subunit of cyclin-dependent 
kinase inhibitor (Cdkn1b) gene

Mild obesity due to adipocyte hyperplasia

CDKI p21/p27 double 
knockout49

Deletion of both subunits of CDKI Increased body fat and adipocyte numbers by 
6 weeks of age 

CRF transgenic50 Overexpression of the corticotrophin-releasing factor 
gene

Cushing’s syndrome phenotype, including 
large adipose tissue deposits

Db (diabetic obese)9,51 Spontaneous mutation of the leptin receptor Obesity with diabetes evident around 4 weeks 
of age

DRD3 defi cient52 Deletion of the dopamine-3 receptor gene Males show obesity on a high fat diet with 
normal weight on normal chow; females 
demonstrate no change in body weight, but 
increased body fat on either diet

Gal/NPY defi cient53 Deletion of both galanin and NPY genes Significantly increased body weight by 1 
week of age and 30% increase by 24 weeks 
of age; hyperphagia is present

GASKO mice54 Deletion of the gastrin gene Increased body fat by 2 months of age with 
hyperinsulinemia by 1 month of age; body 
weight is not visibly increased until 7 
months of age; food intake is reduced

Figure 71–1. Number of publications identifying new mouse 
models of body weight regulation compiled by decade. References 
used in this chapter that describe new mouse models of obesity, 
anorexia, obesity resistance, or animals with altered response to diet, 
and genetically or chemically induced obesity were grouped by 
decade.

lipase C and adenylate cyclase. In this mouse model, maternal 
inheritance of the mutant allele leads to body weight gain by 30–
40 days, while paternal inheritance has the opposite effect of 
reduced body weight. There is no difference in food intake 
between those that inherit the allele maternally or those that 
inherit it paternally, suggesting that the difference lies in energy 
utilization pathways. Humans with Albright hereditary osteodys-
trophy (AHO) syndrome, which is linked to mutations in GNAS,17

display the phenotypes of obesity, skeletal defects, and short 
stature, similar to Gnas-deficient mice. Individuals with maternal 
inheritance of the mutation also display multihormone resis-
tance.16 The mouse model therefore resembles the human syn-
drome to some extent, and offers some unique insight into the 
role of G-proteins in sex-specific modes of inheritance that specify 
differences in body weight regulation and adipocyte differentia-
tion. These are just some examples of the numerous types of 
models available to study aspects of juvenile-onset obesity and 
the possibility of extending these findings to studies of human 
obesity.
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Model Genetics Phenotype

Gnas deficient (maternal 
inheritance)16

Deletion of the maternally inherited copy of the G-
protein α-subunit; note that deletion of the 
paternally inherited allele has the opposite 
phenotype (see Table 71–3)

Mice with the maternally inherited mutant 
allele show increased body weight by 30–
40 days of age, reduced metabolic rate, but 
no change in food intake relative to control 
animals

GSK-3βtransgenic55 Transgenic overexpression of human glycogen 
synthase kinase 3β gene by a muscle-specifi c 
promoter

Signifi cant increase in body weight by 6 
weeks of age with modest gain by 28 
weeks of age; modest increase in body fat

IAP defi cient56 Deletion of the intestinal alkaline phosphatase gene Obesity on high fat diet with normal weight 
on normal chow

IDPc transgenic57 Transgenic overexpression of the cytosolic 
NADP(+)-dependent isocitrate dehydrogenase 
gene with liver and adipose expression

Obesity by 4–5 weeks of age in male and 
female transgenics with no hyperphagia

Lep/MC4R defi cient14 Double deletion of leptin and melanocortin-4 
receptor genes

Mouse models show an additive effect on 
obesity compared to the single mutants

LepR deficient, neuronal 
specifi c58

Cre-lox-mediated deletion of leptin receptor gene in 
neuronal cells

Increased body weight beginning by 5 weeks 
of age accompanied by increased food 
intake

bLHbeta-CTP transgenic59 Expression of a chimeric bovine luteinizing 
hormone (LH) β-subunit/human chorionic 
gonadotropin β-subunit COOH-terminal extension

Increased body weight by 5 weeks of age in 
females only with increased food intake 
and decreased metabolic rate; no body 
weight differences were found in male 
mice

MT defi cient60 Deletion of both the metallothionine-I and -II genes Increased body weight noticeable by 5–7 
weeks, with significantly increased white 
fat by 7 weeks and hyperphagia 

NMU defi cient61 Deletion of the neuromedin U gene Increased body weight and fat by 4 weeks of 
age with hyperphagia and reduced energy 
expenditure

Ob (obese)11 Spontaneous mutation of leptin Obesity with diabetes evident around 4 weeks 
of age

OG2-NcadDeltaC
transgenic15

Transgenic overexpression of a dominant negative 
N-cadherin

Increased juvenile adipogenesis and body 
weight that are absent in adulthood

POMC defi cient10 Deletion of the proopiomelanocortin gene Increased body weight and fat prior to 2 
months of age accompanied by 
hyperphagia and yellow pigmentation

PSLCR1 defi cient62 Deletion of the phospholipid scramblase 1 gene Mildly increased adiposity prior to 2 months 
of age 

PSLCR3 defi cient62 Gene-trap-mediated deletion of the phospholipid 
scramblase 3 gene

Increased adiposity prior to 2 months of age

Resistin transgenic63 Adipose-specifi c overexpression of a dominant 
negative form of the resistin gene

Mild obesity by 40 days of age on normal 
chow or high fat diet with protection from 
the development of insulin resistance

SH2-B defi cient64 Deletion of the src homology 2 domain B protein 
gene

Increased body weight in both males and 
females by 6 weeks of age with 
signifi cantly increased food intake

Sim1 heterozygous65,66 Deletion of the mammalian single-minded 1 
homologue gene using either standard knockout 
or floxed gene

Increased body weight before 8 weeks of age 
that is exacerbated by a high fat diet; 
increased linear growth with increased food 
intake and decreased energy expenditure

SLC6A1 transgenic67 Overexpression of the γ-aminobutyric acid 
transporter subtype I gene

Increased body weight and fat with reduced 
spontaneous activity

SREBF1 transgenic68 Transgenic overexpression of the sterol regulatory 
element-binding protein-1a in adipose tissues

Enlargement of brown fat, accompanied by 
fatty livers

STAT3 defi cient69 Neuronal-specifi c deletion of the signal transducer 
and activator of transcription 3 gene

Obesity by 6–8 weeks of age with a 5-fold 
increase in total fat content; animals are 
hyperphagic, diabetic, and infertile

Table 71–1
(continued)
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Table 71–2
Models of adult-onset obesity

Model Genetics Phenotype

AqP7 defi cient70 Deletion of the aquaporin 7 gene Obesity after 12 weeks of age with no difference in 
oxygen consumption but decreased rectal 
temperatures after 20 weeks of age

ARKO mouse71,72 Deletion of the androgen receptor Late-onset gonadal fat accumulation and increased 
body weight after 10 weeks of age and testicular 
feminization

AP2 defi cient73 Deletion of the adipocyte fatty acid-binding 
protein gene

Diet-induced obesity without insulin resistance; not 
obese on regular chow

Ataxin-2 defi cient27 Deletion of the ataxin-2 (Sca2) gene Obesity on high fat diet; on normal chow increased 
body weight is evident after 1 year of age

Beta-less74 Deletion of all three β-adrenergic receptors Slight obesity on chow by 14 weeks of age; 
massive obesity on high fat diet due to failure of 
diet-induced thermogenesis

BBS1 defi cient75 Deletion of Bardet–Biedl syndrome 1 homolog Obesity by 10 weeks in a subset of the animals
BBS4 defi cient75,76 Deletion of Bardet–Biedl syndrome 4 homolog Obesity by 12 weeks of age in males and 8 weeks 

of age in females
BDNF heterozygous26,77 Heterozygous deletion of the brain-derived 

neurotrophic factor gene
Approximately 50% of mice become obese by 3 

months of age on normal chow; obesity can be 
induced earlier on a high fat diet; animals 
display hyperphagia with increased locomotion

BRS3 defi cient78 Deletion of the bombesin receptor subtype-3 gene Mild obesity by 14 weeks of age
CRF-BP transgenic79 Overexpression of the CRF-binding protein gene Weight gain in female mice only between 8 and 12 

months of age
Fat (cpe)80,81 Spontaneous mutation in the carboxypeptidase 

gene; there is also a Cpe knockout mouse that 
has the same phenotype

Obesity by 10–12 weeks of age; defects in 
proinsulin processing

FORKO mice20 Deletion of the follicle-stimulation hormone 
receptor gene

Mild obesity by 3–3.5 months of age in the 
homozygous females and obesity by 10–12 
months of age in the heterozygotes; males do not 
become obese at any age

Gck transgenic82 Transgenic overexpression of glucokinase in liver Impaired glucose tolerance by 6 months of age; 
obesity and insulin resistance on high fat diet

GDF-3 transgenic83 Adenovirus-induced growth differentiation factor-3 Adenovirus transduction occurred via tail vein at 3 
weeks of age; no difference in body weight or 
fat on normal chow; increased body weight and 
fat on high fat diet

Gpr7 defi cient84 Deletion of the receptor for neuropeptides B and 
W

Increased body weight by 10 weeks of age with 
hyperphagia, hypoactivity, and decreased 
metabolic rate

Gpr10 defi cient85 Deletion of the prolactin-releasing peptide receptor 
gene

Obesity and hyperphagia by 16 weeks of age on a 
normal chow diet

Gpx1 transgenic86 Transgenic overexpression of the glutathione 
peroxidase gene

Signifi cant body weight gain by 24 weeks of age 
with increased body fat and insulin resistance

GR (NR3C1) defi cient87 Deletion of the glucocorticoid receptor (nuclear 
receptor 3C1) gene in neuronal cells

Reduced overall body weight with increased body 
fat in adulthood; reduced food intake and energy 
expenditure

MODELS OF ADULT-ONSET OBESITY

In humans, adult-onset obesity is currently about twice as 
common as juvenile-onset obesity.18 Mouse models of adult-onset 
obesity are characterized as those models displaying obesity on 
normal rodent chow after 9 weeks of age (Table 71–2). In all, 60 
models that can be classified as having adult-onset obesity have 
been characterized, which is nearly twice the number of models 
of juvenile obesity.

An intriguing observation is that mouse models of adult-onset 
obesity appear to have only one side of the energy balance equa-
tion altered. Of 34 models of juvenile-onset obesity, only three 
models (∼9%) were reported to have normal or reduced food 
intake, suggesting that up to 90% of mouse models of juvenile-
onset obesity could be hyperphagic. For models of adult-onset 
obesity, 12 of 60 (∼20%) display reduced or normal food intake, 
while only 11 of 60 (∼18%) are reported to be hyperphagic. 
Models with juvenile-onset obesity were more likely to be both 
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Model Genetics Phenotype

H1 defi cient88 Deletion of the histadine H1 receptor gene Obesity by 30 weeks of age with greater food 
intake in obese animals and differences in 
nocturnal feeding in the mutants

H3 defi cient89 Deletion of the histadine H3 receptor gene Obesity by 28–30 weeks of age with greater food 
intake in obese animals and reduced locomotor 
activity

hGHRH transgenic90 Transgenic overexpression of the human growth 
hormone-releasing hormone gene

Modest increase in body weight by 4–6 months of 
age

HCRT trangenic91 Transgenic construct targeting ataxin-3 to orexin-
containing neurons, effectively ablating them

Late-onset obesity despite eating less than normal 
controls; narcolepsy

HDC defi cient25 Deletion of the histidine decarboxylase gene Obesity by ∼20 weeks of age with increased white 
and brown fat; there is no hyperphagia, but 
animals display increased metabolic effi ciency 
and impaired glucose tolerance

11β-HSD-1 transgenic92 Overexpression of the 11β-hydroxysteroid
dehydrogenase type 1 gene in adipose tissue

Increased body weight and body fat by 10 weeks of 
age on normal chow and exacerbated response to 
high fat diet; hyperglycemia, hyperinsulinemia, 
and hyperleptinemia on normal chow

5-HT(2C) defi cient93 Deletion of the serotonin 5-HT(2C) receptor gene Obesity after 6 months of age, with early 
hyperphagia accompanied by elevated physical 
activity

ICAM defi cient24 Deletion of the intercellular adhesion molecule-1 
gene

Increased body weight and fat by 18 weeks of age 
on normal diet with increased susceptibility to a 
high fat diet with some sex-dependent 
differences; no hyperphagia

IL-1R defi cient94 Deletion of the interleukin-1 receptor gene Increased body weight and fat by 5–6 months of 
age with lack of leptin responsiveness

IL-1/IL-6 double knockout95 Deletion of both the interleukin-1 and interleukin-6 
genes

Earlier onset of obesity (by 10 weeks of age) 
compared to the single knockouts

IL-6 defi cient96,97 Deletion of the interleukin-6 gene Obesity after 6 months of age with a 20% weight 
gain by 9 months of age, accompanied by a 50–
60% increase in total body fat; another report 
shows no obesity in IL-6-deficient mice

IL-18 defi cient98 Deletion of the interleukin-18 gene An 18.5% increase in body weight and signifi cantly 
increased body fat by 6 months of age with 
hyperphagia and normal energy expenditure

IL-18R defi cient98 Deletion of the interleukin-18 receptor gene Similar phenotype to IL-18 knockout mice, with 
obesity developing by 6 months of age

fIrs2:cr2 mice99,100 Conditional deletion of insulin receptor substrate 2 
in β cells and hypothalamus

Adult-onset obesity by 10 weeks of age with 
diabetes that resolves due to β cell repopulation 
later in life

mIRKO mice101,102 Muscle-specifi c deletion of the insulin receptor 
gene

Increased adipose tissue deposits by 4 months of 
age without hyperinsulinemia or diabetes

Kir6.2KO103 Deletion of the potassium inwardly rectifying 
channel, Kir6.2

Adult-onset obesity following a mild impairment of 
glucose tolerance and failure to secrete glucose 
in response to insulin at younger ages

MC3R defi cient104,105 Deletion of the melanocortin-3 receptor gene Increased body weight and fat by 3–4 months of 
age with normal food intake and metabolic rate, 
but reduced spontaneous activity

MC4R defi cient12,13 Deletion of the melanocotrin-4 receptor gene Increased body weight and fat by 7–12 weeks of 
age with hyperphagia, reduced metabolic rate, 
and reduced spontaneous activity

MMP19 defi cient23 Deletion of the matrix metalloproteinase 19 gene On normal chow the animals show increased 
weight when very aged, and show diet-induced 
obesity due to adipocyte hypertrophy within 20 
weeks of high fat diet feeding in males; animals 
are resistant to skin cancer

Table 71–2
(continued)
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Model Genetics Phenotype

NEIL1 defi cient22 Deletion of the neil1 gene Males develop significant obesity after 6 months of 
age with mild obesity in the females during the 
same time frame

Nhlh2 defi cient19,106 Deletion of the nescient (neural) helix-loop-helix 
gene

Adult-onset obesity by 10–12 weeks of age in 
males and 7–9 weeks of age in females; animals 
have normal food intake but reduced 
spontaneous activity

NPY Y1 receptor defi cient107 Deletion of the neuropeptide Y1 receptor gene Increased body weight by 9 weeks of age with 
females showing more substantial increases than 
males; no hyperphagia but animals show 
increased feed effi ciency

NPY Y5 receptor defi cient108 Deletion of the neuropeptide Y5 receptor gene Mild adult-onset obesity with hyperphagia
NTSR1 defi cient109 Deletion of the neurotensin type 1 receptor gene Obesity by 11 weeks of age accompanied by 

hyperphagia and a slight reduction in locomotion
P62 defi cient110 Deletion of the signaling adapter protein p62 gene Obesity after 4 months of age with increased food 

and water intake
PARP1 defi cient111 Deletion of the poly(ADP-ribosyl)transferase gene Increased body weight in aged animals on a mixed 

C57BL/6 × 129/Sv background
PC1 heterozgyous112,113 Deletion of the prohormone convertase I gene Heterozygotes show increased body weight by 10–

12 weeks of age; homozygous animals are 
growth delayed; increased proinsulin levels and 
reduced mature insulin levels due to lack of 
processing by PC1

PC1 point mutants114 Induced mutagenesis with identification of a point 
mutation in the prohormone convertase I gene

Mild obesity after 8 weeks of age that is more 
prominent on breeder diet than normal chow; 
there is no development of diabetes despite 
defective insulin processing

PKCtheta defi cient115 Deletion of protein kinase C θ subunit gene Normal body weight with increased body fat and 
decreased physical activity without hyperphagia 
on normal chow

PKCtheta transgenic116 Transgenic expression of a dominant negative 
protein kinase C θ subunit in skeletal muscle

Obesity by 4 months of age with hyperinsulinemia 
and reduced insulin sensitivity by 6 months of 
age

ProSAAS transgenic117 Transgenic overexpression of the PC1 inhibitor 
protein pro-SAAS from the β-actin promoter

Mild obesity by 9–10 weeks of age with no 
hyperglycemia

Prox1 defi cient118 Deletion of the Prox1 homeobox gene Significant increase in body weight after 9 weeks 
of age with large adipocytes and increased lipid 
deposits; mice also have defective lymphatic 
vasculature

PPARγ defi cient119 Muscle-specifi c deletion of the peroxisome 
proliferators-activated receptor γ gene

No overt body weight difference by 12 months of 
age, but increased body fat at 4 months of age 
and increased susceptibility to a high fat diet; no 
hyperphagia

PPKO mice120 Deletion of the PIP3 phosphatase Pten gene in 
POMC neurons

Mild obesity after 16 weeks of age on normal chow 
in increased food intake but normal energy 
expenditure

PPP1R3A defi cient121 Deletion of the glycogen targeting subunit of the 
protein phosphatase 1 gene

Mildly increased body weight by 4 months of age 
with only a 20% increase over normal animals 
by 1 year of age; large increases in body fat are 
accompanied by insulin resistance

R6/2 transgenic122 Transgenic for exon 1 of the human HD gene 
containing over 100 copies of the repeat region 
in Huntington disease protein

Increased body fat by 8–9 weeks of age, then 
wasting and death by 15 weeks of age; overall 
growth retardation

Rn8–12 transgenic21 Transgenic expression of the human renin gene Male-specific adult-onset obesity and increased 
body fat by 15 weeks of age

Syndecan-1 transgenic123 Transgenic misexpression of syndecan-1 in the 
hypothalamus

Noticeably increased body weight after 8 weeks of 
age with a transgene dosage effect and up to a 
70% increase in food intake

Table 71–2
(continued)
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hyperphagic and have altered energy expenditure, either through 
metabolism or physical activity, than models with adult-onset 
obesity, which were more likely to be either hyperphagic or have 
reduced energy expenditure. While not all mice have these param-
eters reported, it is interesting that hyperphagia in combination 
with reduced metabolism or exercise appears to lead to earlier 
onset obesity than reduced energy expenditure alone without 
increased food intake. As an example of this type of model, the 
neuronally expressed nascient helix-loop-helix-2 (Nhlh2) gene19

knockout mouse shows no hyperphagia or reduced body tempera-
ture, but a significant reduction in spontaneous physical activity, 
leading to late-onset obesity. Models of adult-onset obesity may 
refl ect the result of having one side, but not both sides of the 
energy balance equation altered.

Several models in this grouping display sex differences in body 
weight gain. While the prevalence of obesity in humans is similar 
for males and females, there is a trend toward higher rates of 
obesity in U.S. women.18 There are some models of adult-onset 
obesity that display sex-dependent differences in body weight 
gain. For example, in the mouse model that contains a deletion of 
the follicle-stimulating hormone receptor gene, only females 
display weight gain by 3–5 months of age, even though both 
males and females show the expected disruption of the reproduc-
tive axis.20 Male-specifi c weight gain occurs with transgenic over-
expression of the human renin gene,21 and is more severe in males 
containing a deletion of the NEIL DNA endonuclease.22 An inter-
esting future use of these models will be in discerning the role of 
these proteins in sex-specific patterns of weight gain.

Several models in this category display late-onset obesity, but 
display an earlier onset of weight gain triggered by a high fat diet. 
These models are to be distinguished from some of those in Table 
71–5 (p. 695) that show obesity only on high fat or modified diets. 
While intriguing, it is not clear whether most or even all of the 
adult-onset models would respond to high fat diets in this way. 
Those that have been identified to date range from genes involved 
in extracellular matrix function (MMP19,23 ICAM,24 and 11βHSD-
125), to nervous system growth and development (BDNF26), to 
proteins that may be involved in the assembly of polyribosomes 
(ataxin-227). In each of these examples, onset of obesity can be 

shortened by several weeks or even several months when models 
are given access to a high fat diet. While there does not seem to 
be any obvious connection between these few genes that have 
been characterized thus far, more work in this area may reveal 
new genes and new links between genes involved in the regulation 
of diet-induced changes in body weight.

MODELS WITH REDUCED BODY WEIGHT
This group of models includes those with anorexia, reduced 

weight, or reduced body fat under normal feeding conditions 
(Table 71–3). There are almost as many models showing reduced 
body weight (74) as those with obesity (95, including both juve-
nile and adult-onset obesity). This suggests, as might be expected, 
that similar numbers of positively and negatively acting regula-
tory pathways exist in the control of body weight.

Many of the genes linked to reduced body weight appear to 
regulate adiposity and body weight through the control of food 
intake, as noted by the anorexic phenotype of many of the models. 
As an example, the M3 muscarinic receptor knockout mouse 
shows anorexia under normal food availability conditions and 
consequently displays reduced peripheral body fat and body 
weight.29 While these animals also show an abnormal reduction 
in melanin-concentrating hormone in response to fasting,29 it is 
not clear whether the effect of the receptor deletion on body 
weight regulation is centrally or peripherally mediated, as these 
receptors are found in both the nervous system and gastrointesti-
nal smooth muscle and endocrine cells.30

Other models in this group exhibit no change in food intake, 
but a compensatory upregulation of energy utilization via either 
increased metabolism or increased physical activity. Examples 
of this include both the VGF (nonacronymic) knockout mice and 
the dopamine D1 receptor knockout mice. These mutant mice dis-
play increased physical activity with no change in normal food 
intake.31,32 Evidence suggests that both of these factors signal 
through central melanocortin receptors to mediate locomotor 
activity.33,34 As MC4R mutant mice show reduced locomotor 
activity with increased body weight,12,13 it will be interesting in 
the future to determine if control of physical activity is mediated 
exclusively through the melanocortin system, and if agents that 

Model Genetics Phenotype

SPARC defi cient124 Deletion of the secreted protein acidic and rich in 
cysteine/osteonectin/BM-40

Increased body fat (including skin) without 
signifi cant increases in body weight after 10 
weeks of age; increased adipocyte number and 
size

Tfam deficient (POMC 
neurons)125

Cre-lox-mediated deletion of the mitochondrial 
transcription factor Tfam in POMC neurons, 
resulting in progressive neurodegeneration of 
POMC neurons

Signifi cant increase in body weight by 4 months of 
age with hyperphagia and reduced oxygen 
consumption

TRα mutant126 Insertional mutagenesis of the thyroid hormone 
receptor α gene with a dominant-negative form

Increased body weight (3-fold) and fat (4-fold) 
after 3 months of age without hyperphagia

Tub127–129 Spontaneous and induced (knockout) mutations in 
the Tubby-1 gene

Adult-onset obesity occurring after 8 weeks of age 
with nearly double body weight by 19 weeks of 
age, reduced fertility, reduced food intake, and 
locomotor defects; Tubby-1 mutants also display 
degenerative eye disease and progressive 
blindness

Table 71–2
(continued)
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Table 71–3
Models with reduced body weight

Model Genetics Phenotype

anx/anx130 Recessive mutation on chromosome 2 
(spontaneous)

Anorexia, death by postnatal day 35, reduced body fat, 
ataxia

ACC defi cient131 Deletion of acetyl-CoA carboxylase 2 leading to 
reduced malonyl-coenzyme A levels

Reduced body fat due to higher rate of fatty acid 
oxidation

ADAMTS1 defi cient132 Deletion of the ADAMTS-1 gene Reduced body weight due to adipose tissue malformation 
and growth retardation

ADCYAP-1 defi cient133 Deletion of pituitary adenylate cyclase-activating 
polypeptide 1 (also called PACAP)

Wasting, death by postnatal day 14

AKT1 transgenic134 Overexpression of AKT1 in skeletal muscle Reduced adipose tissue
AKT2 defi cient135 Deletion of AKT2 gene Age-dependent loss of adipose tissue
C3 defi cient136 Deletion of complement C3, leading to loss of 

acylation-stimulation protein (ASP)
Reduced body weight, reduced body fat, and ability to 

suppress ob/ob phenotype
CAV1 defi cient137 Deletion of caveolin 1 gene Late-onset reduced body weight due to abnormal lipid 

homeostasis
CB1 defi cient138 Deletion of the CB1 cannabinoid receptor gene Lean with a resistance to diet-induced obesity
ChREBP defi cient139 Deletion of the carbohydrate response element-

binding protein gene
Reduced epididymal white fat and brown fat with mild 

insulin resistance
Cidea defi cient140 Deletion of the cidea gene Lean with resistance to diet-induced obesity, most likely 

due to higher metabolism through brown fat
Clock defi cient141,142 Deletion of the clock gene Impaired absorption of dietary fat with resistance to diet-

induced obesity; increased body weight on normal 
chow with changes in diurnal feeding pattern

Contactin defi cient143 Deletion of contactin-1 gene Anorexia and ataxia
CPT1c defi cient144 Deletion of the carnitine palmitoyltransferase-1c Reduced body weight and food intake, but a unique 

increased susceptibility diet-induced obesity
D1R defi cient32 Deletion of the D1 dopamine receptor Reduced body weight, hyperactivity
DD145,146 Deletion of the tyrosine hydroxylase gene in all 

cells with restoration only in nonadrenergic 
cells

Anorexia, reduced spontaneous activity, death by 
postnatal day 28

DeltaFosB transgenic147 Overexpression of DeltaFosB Reduced adipogenesis
DGAT defi cient148 Deletion of acyl CoA:diacylglycerol 

acyltransferase gene
No increased weight on high fat diet, although food 

intake is similar, increased metabolic rate
DHCR24 defi cient149 Deletion of the desmosterol reductase gene Reduced cholesterol biosynthesis, reduced subcutaneous 

fat, infertility
DLK1 defi cient150 Transgenic expression of the Pref-1 ectodomain 

fused to the human immunoglobulin constant 
domain driven by either the adipocyte fatty 
acid-binding protein promoter or the albumin 
promoter

Loss of adipose tissue

EIF4EBP1 defi cient151 Deletion of the translation initiation factor 4E-
binding protein gene

Reduced adipogenesis and in males, increased metabolic 
rate

ERRalpha defi cient152 Deletion of the estrogen-related receptor α gene Reduced body weight and fat, normal food intake and 
energy expenditure; resistance to high fat diet-induced 
obesity

Fatty liver dystrophy153 Spontaneous mutation in the lipin-1 gene Loss of body fat and resistance to diet-induced obesity
FoxC2 transgenic154 Expression of human FoxC2 from adipocyte-

binding protein 2 promoter
Reduced intraabdominal fat on normal diet and resistance 

to diet-induced obesity; increased brown fat
GAMT defi cient155 Deletion of the guanidinoacetate N-

methyltransferase gene
Reduced body weight and fat with no change in food 

intake, activity, or serum leptin levels
GDF8 defi cient156,157 Deletion of myostatin Reduced fat accumulation with increasing age; partial 

suppression of ob/ob phenotype; increased myogenesis
GFA2 defi cient158 Deletion of glial cell-line-derived neurotrophic 

factor receptor α2 gene
Reduced fat mass and elevated metabolic rate

GHSR transgenics159 Overexpression of the human growth hormone 
secretagogue receptor 1A in GHRH neurons

Decreased adipose mass, most significant in females, 
without body weight change

GIPR defi cient160 Deletion of the gastric inhibitory peptide receptor 
gene

Reduced metabolic rate and preferential use of fat as a 
substrate for energy expenditure; resistance to diet-
induced and genetic obesity
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Model Genetics Phenotype

GLUT4 defi cient161 Deletion of the insulin-sensitive glucose 
transporter gene

Growth retardation and reduced fat with normal glucose 
regulation

GNAS defi cient 
(paternally inherited)16

Deletion of the paternally inherited copy of the G-
protein α subunit; note that deletion of the 
maternally inherited allele has the opposite 
phenotype (see Table 71–1)

Mice with the paternally inherited mutant allele show 
decreased body weight by 30–40 days of age, increased 
metabolic rate, but no change in food intake relative to 
control animals

Gng3 defi cient162 Deletion of the G-protein γ3 subtype gene Both males and females display reduced body weight, but 
in females this is more pronounced with a 25% 
reduction in body weight and reduced fat pads

Gpam defi cient163 Deletion of the mitochondrial glycerol-3-
phosphate acyltransferase gene

Reduced body weight and gonadal fat pads

Gpr24 defi cient36 Deletion of the melanin-concentrating hormone-1 
receptor gene

Lean, with increased metabolic rate and activity, and with 
increased food intake; resistant to diet-induced obesity

11β-HSD-1 defi cient164 Deletion of the 11β-hydroxysteroid
dehydrogenase type 1 gene

Reduced gonadal fat on regular chow diet and increased 
resistance to effects of a high fat diet in obesity-
resistant MF-1 mice and C57BL/6 diabetes-susceptible 
mice

HSL defi cient165,166 Deletion of the hormone-sensitive lipase gene Reduced body fat with similar body weight on normal 
chow and resistance to diet-induced obesity with 
higher core body temperature on high fat chow

IL-1ra defi cient167,168 Deletion of the IL-1 receptor antagonist gene Reduced body weight by 6 weeks of age; resistant to 
monosodium glutamate-induced obesity

Kv1.3 defi cient169 Deletion of the potassium voltage-gated channel 
subtype 3

Decreased body weight with increased basal metabolic 
rate and protection from diet-induced obesity

LgsKO mice170 Liver-specifi c deletion of the stimulatory G-α
subunit gene

Reduced fat mass with normal body weight

Little171 Recessive mutation in the growth hormone-
releasing hormone receptor (spontaneous)

Decreased body weight with dwarfi sm 

LXRbeta defi cient172 Deletion of the liver X receptor β gene Reduced adipose mass and resistance to diet-induced 
obesity

M3 defi cient29 Deletion of the M3 muscarinic receptor Anorexia, reduced peripheral body fat
MAPK8IP1 defi cient173 Deletion of the mitogen-activated protein kinase 8 

interacting protein 1 (JNK1) gene 
Reduced weight gain on normal chow and high fat diet 

with decreased adiposity and ability to suppress obesity 
in ob/ob mice

MCH defi cient174 Deletion of the promelanin-concentrating 
hormone gene

Anorexia, lean, reduced metabolic rate

MCH neuron ablated175 Targeted ablation of melanin-concentrating 
hormone neurons using transgenic ataxin-3 
gene expression

Reduced fat mass and body weight by 7 weeks of age 
with reduced food intake correlated with the reduced 
body weight, and increased energy expenditure, 
especially in male transgenics

Md176 Recessive mutation in the mahoganoid gene 
(spontaneous)

Ability to suppress obesity in Ay mice; hyperphagia with 
elevated metabolic rate

Mg176 Recessive mutation in the mahogany gene 
(spontaneous)

Identical to the Md mouse

Mrf-2 defi cient177 Deletion of the Mrf-2 gene Low weight gain in surviving homozygotes; reduced 
levels of white and brown adipose tissue

NPY defi cient178 Deletion of the neuropeptide Y gene Ability to suppress obesity in ob/ob mice
Perilipin defi cient179 Deletion of the perilipin gene Reduced adipose mass with increased leptin production 

and resistance to diet-induced obesity
PGs1 defi cient180,181 Deletion of Gtrgeo22 using the gene trap method; 

later identified as polyglutamylase subunit 1
Reduced body fat and infertility in males

PI3KR1 defi cient182 Deletion of the phosphoinositol-3-kinase 
regulatory subunits p50α and p55α splice 
variants

Increased insulin sensitivity with reduced adipose 
accumulation

PIP5K2B defi cient183 Gene-trap-mediated deletion of the 
phosphatidylinositol-4-phosphate 5-kinase, type 
II, β gene

Enhanced glucose sensitivity and reduced adiposity

Table 71–3
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Model Genetics Phenotype

PP transgenic184 Overexpression of the pancreatic polypeptide 
cDNA

Results in approximately 50% postnatal lethality due to 
reduced food (milk) intake; the surviving animals have 
reduced body weight and fat; a reduced rate of gastric 
emptying may be causative

PPARδ transgenic185 Overexpression of peroxisome proliferators 
activated receptor δ-VP16 fusion gene in 
adipose tissue

Transgenics range from reduced adipose mass to no 
detectable white fat; protection from both diet-induced 
and genetic obesity

PPARγ
heterozgyous99,185,186

Deletion of one allele of peroxisome proliferator-
activated receptor187 or Cre-lox-mediated 
deletion of the gene in adipocytes186

Reduced fat mass and absence of insulin resistance 
following high fat diet

PTP-1B defi cient188,189 Deletion of the protein tyrosine phosphatase 1B 
gene, or neuronal-specific deletion with similar 
phenotype

Reduced body weight and leanness in male mice by 7 
weeks of age; resistance to high fat diet for both male 
and female mice

PTTG defi cient190 Deletion of the pituitary tumor-transforming gene Reduced body weight with no increases after 6 months of 
age in males and loss of epididymal fat pads; 
hyperglycemia and reduced insulin in response to 
glucose in aged males; gonadectomy of females results 
in hyperglycemia

RIIβ defi cient191 Deletion of the protein kinase A RIIβ subunit Lean with elevated metabolic rate and resistance to high 
fat diet-induced obesity despite normal food intake

Ras-GRF1 defi cient192 Deletion of the Ras guanine nucleotide-releasing 
factor 1 gene

Reduced body weight and leanness due to lipid turnover

RSK1 defi cient193 Deletion of the ribosomal S6 kinase 1 gene Reduced body weight and fat with reduced adipocyte size 
and beta cell mass

RSK2 defi cient194 Deletion of the ribosomal S6 kinase 2 gene Loss of white adipose tissue and reduced body weight 
with age, accompanied by reduced serum leptin levels

SCD1 defi cient195 Deletion of the steroyl-coenzyme A desaturase 1 
gene

Reduced body weight and fat despite a 25% increase in 
food intake

SOCS3 defi cient196 Neuron-specifi c deletion of the suppressor of 
cytokine signaling 3 using either nestin or 
syndecan-promoter-driven Cre recombinase

Reduced body weight due to enhanced weight loss and 
food intake suppression in response to leptin; resistant 
to diet-induced obesity

STAT5b defi cient197 Deletion of the signal transducer and activator of 
transcription 5b gene

Loss of sexually dimorphic growth rates with reduced 
growth in males and slightly increased growth in 
females; overall reduced body fat in young animals 
with obesity occurring by 9 weeks of age in older 
males and females

TGFβ1 transgenic198 Overexpression of the transforming growth factor 
β1 protein in liver, kidney, and white and 
brown adipose tissue

Reduced body weight and 30% reduction in body fat with 
ability to suppress obesity in ob/ob mice; the animal is 
a model of lipodystrophy

TKT defi cient199 Heterozygous deletion of the transketolase gene While homozygous deletion is lethal, heterozygotes are 
growth retarded and have reduced fat

UCP1 defi cient200 Deletion of the uncoupling protein-1 gene Increased brown fat deposits in areas of inguinal white 
fat, accompanied by increased energy expenditure, 
reduced body temperature, and resistance to diet-
induced obesity

UCP1 transgenic201 Overexpression of uncoupling protein-1 gene in 
heart and skeletal muscle

Thirty percent reduction in body weight by 5 weeks of 
age accompanied by similar to increased food intake 
and increased energy expenditure

UCP2 and UCP3 
transgenic202

Expression of both the human uncoupling protein 
2 and 3 from a bacterial artificial chromosome

Signifi cantly reduced fat mass for one of the lines, and 
nearly significant reduction for a second transgenic 
line; both hyperphagia and reduced physical activity 
are present in the transgenics

Unc5c insertional 
transgenic203

Insertion of a telomerase reverse transcriptase 
gene in intron 1 of the Unc5c receptor gene

Up to a 30% reduction in body weight with reduced 
epididymal fat, ataxia, and increased spontaneous 
activity

Wnt10B transgenic204 Expression of Wnt10B from the FABP4 promoter 
that targets to white and brown adipose tissue

Increased body weight with a 30% reduction in body fat 
and resistance to diet-induced obesity

Vgf defi cient31,34 Deletion of Vgf (no acronym) peptide Reduced adiposity, increased metabolic rate, increased 
physical activity; Vgf deletion blocks development of 
obesity in several models

Zfp-36 defi ciency205 Deletion of the Zfp-36 gene, encoding the 
putative tristetraprolin transcription factor

Reduced body weight and cachexia that may be due to 
aberrant tumor necrosis factor α expression
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can modulate melanotonergic tone can be used for treating human 
body weight disorders.

MODELS TO STUDY POLYGENIC 
CONTRIBUTIONS TO OBESITY

Only up to 5% of all cases of human obesity can be attributed 
to monogenetic causes. These include single gene mutations that 
affect melanocortin signaling, including mutations in the leptin 
gene, the leptin receptor gene, the POMC gene, and the MC4R 
gene.8 Most common human obesity can be attributed to multiple 
genes (polygenic causes), with environmental influences on the 
genetic penetrance or susceptibility of the resultant phenotype.18

At present, 17 polygenic mouse models with disorders in body 
weight regulation exist for the study of polygenic obesity (Table 
71–4) and more are being created in order to study this complex 
genetic disorder. There are also a number of studies not included 
in this listing that have demonstrated the presence of linked loci 
on specific mouse chromosomes that influence body weight.5

These chromosomal regions and the genes within them may con-
tribute to polygenic forms of obesity in humans, but this research 
is still ongoing. It is expected that future mouse models of poly-
genic obesity will be created using transgenic mutagenesis, 
knockout, and conditional knockout technologies to study the 
interaction of multiple alleles of body weight regulatory genes on 
this complex phenotype.

Table 71–4
Polygenic models of body weight control

Model Genetics Phenotype

AKR/J35,206,207 A substrain of AKR, which was derived by a 
mouse dealer named Detwiler in Norristown, 
PA; the AKR/J substrain has been maintained 
by the Jackson Laboratories

Increased body weight and fat on both normal chow and high 
fat diet with a strong preference for high fat foods and 
hyperphagia; QTLs have been identified on chromosomes 
9 and 15 using these animals

Berlin fat lines208 Selective breeding of an outbred population of 
mice for increased body fat without overall 
increased body weight; three lines exist with 
different sensitivity to diet-induced obesity

Increased body weight is evident by 3 weeks of age with 
signifi cant increases in body fat contents

BSB209,210 Strain derived from a backcross of C57BL/6J ×
Mus spretus

Body fat ranges from 1% to 50% in a backcrossed strain 
with no detectable sex difference in weight gain; QTLs for 
body fat on 6, 7, 12, and 15 have been identified using this 
model

C57BL/6J35,206 The most widely used inbred line of mice; created 
by mating female 57 with male 52 from Miss 
Abbie Lathrop’s stock

Increased body fat compared to other common inbred mouse 
strains, with a tendency to select high fat foods 

CAST/Ei Derived from a strain of M. musculus castaneus
from Thailand 

Relatively lean with no increased body weight when given a 
high fat diet for up to 32 weeks; this strain is commonly 
used in crosses with obese lines

DBA/2J35,206 Very commonly used inbred line of mice; it is 
reportedly the oldest of all inbred strains of 
mice and was derived by C.C. Little by 
selective breeding for a dilute coat color

Moderate body fat gain with no change in body weight and a 
preference for high fat foods

Du6i211 This line is the largest selected inbred strain of 
mice; the line is an inbred derivative of Du6 
selected for high body weight over 78 
generations

Increased body weight in both males and females by 21 days 
of age with increases in male body weight surpassing 
females by 42 days of age

Fat “F” mice212,213 Derived in a selection strategy over 50 generations 
using an original three-way cross of parental 
lines CBA, JU, and CFLP

There is a 5- to 8-fold increase in body fat over the similarly 
selected lean mouse line; fat mice have a slight reduction 
in fertility; QTLs on chromosomes 2, 12, 15, and X have 
been mapped

KK mouse214,215 Spontaneously arising inbred line of mice 
selectively bred for obesity and diabetes

Maturity-onset obesity with earlier onset by high fat diet; 
QTLs for body weight and diabesity have been mapped to 
chromosomes 4, 6, and 16

M16216,217 Long-term selection for weight gain from an ICR 
parental population

Increased body weight by 6 weeks of age accompanied by 
increased feed efficiency, but no difference in food intake 
when adjusted for body weight; a QTL for fatness on 
chromosome 2 has been mapped using this line

NONcNZO10/LtJ218 Derived by crossing NZO/H1LtJ × NON/LtJ Early-onset obesity in males with diabetes appearing in the 
animals with the highest level of weight gain

New Zealand obese 
(NZO/HlLt)219

Originated in a colony of inbred agouti mice and 
selected for coat color and obesity to F17

Males show early-onset obesity and develop late-onset 
diabetes, while females show only obesity and appear 
resistant to diabetes

continued
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One interesting note on the polygenic models listed here is that 
the C57BL/6J inbred strain of mouse is included in this group. 
This inbred line of mice displays an obesity-prone phenotype 
when given a high fat diet.35 Many of the knockout mouse models 
listed in the other tables have used the C57BL/6J line in the cre-
ation of their models. This is because blastocysts from black 
coat-colored mice are commonly used to distinguish chimeras 
containing cells from the brown coat-colored 129SvJ line. It is 
possible that modifying loci that have been selected for during 
strain creation of the C57BL/6J line have the potential to infl uence 
the phenotypes of the knockouts using this strain as a background 
or a mixed background of both the C57BL/6J and 129SvJ lines. 
One example of the effect of background strain selection on the 
robustness of phenotype was recently shown for mice with a 
mutation of the melanin-concentrating hormone (MCH). The 
original MCH line was created on a mixed background and dis-
played leanness and a trend toward hypophagia.36 Backcrossing 
this line to either pure 129SvJ or C57BL/6J mice resulted in slight 
differences in the penetrance of the lean phenotype. MCH knock-
out mice on a pure 129SvJ background resisted obesity caused by 
the high fat diet, but not to the level of significance of those 
backcrossed onto a C57BL/6J line, which normally shows sus-
ceptibility to body weight gain on a high fat diet. With the MCH 
deletion, C57BL/6J line mice resist high fat diet-induced obesity.37

With this example in mind, proper use of specific mouse strains 
and future characterization of the polygenic influences on body 
weight control will help in elucidating the multiple regulatory 
pathways in this complex phenotype.

MODELS TO STUDY ALTERED RESPONSES 
TO DIETARY, GENETIC, OR CHEMICALLY 
INDUCED OBESITY

This grouping of mouse models is separated from the others, 
as none of them is reported to display increased or decreased body 
weight, relative to their control group, on normal rodent chow and 
with standard housing conditions. This group of 29 mouse models 
reveals altered responses, relative to normal mice, to dietary, 
genetic, or chemically induced obesity.

In general, mouse models that show a response only to induced 
obesity are very interesting as they can be used to dissect path-
ways controlling responses to a sole stressor on the system, instead 
of the many facets of body weight regulation. Only seven of 
these mouse models show an exaggerated response to a high 
fat diet. An example of this phenotype is seen in mice with a 
deletion of the AMP-activated protein kinase (also called 
PRKRR2). These animals are obese only when fed a high fat diet, 
although they are not hyperphagic,38 and their overall increase in 
body weight is greater than normal mice given the same diet. 
These animals can be classified as having an abnormal response to 
high fat diets, which is an interesting avenue to study given the 
changes in human diets to more processed and high fat foods in the 
past few decades.

The majority of the animals listed in Table 71–5 (75%) 
show resistance to diet-induced, genetic-induced, or chemically 
induced obesity. For example, the CRF2-deficient animal contains 
a deletion in the corticotrophin-releasing factor receptor 2 gene 
and displays hyperphagia when given a high fat diet but resists 
diet-induced obesity that ensues in normal mice given this 
type of diet.28 Another interesting model in this category is the 
tumor necrosis factor (TNF)-α-defi cient mouse model treated 
with gold thioglucose (GTG) injection. GTG induces obesity in 
mice by lesioning the ventromedial hypothalamus. The TNF-α
mutation partially protects against GTG-induced obesity, particu-
larly with respect to development of overt diabetes.39 These animal 
models with resistance to obesity are vital to research that seeks 
to gain an understanding of the genes and protein products than 
can protect against body weight gain.

An understanding of the genes that control the altered responses 
to induced obesity is crucial to those researchers seeking path-
ways to target for future drug development. It is possible that these 
gene products may be responsible for minute adjustments in the 
balance of food intake and energy expenditure by the body or in 
the responses of this system to moderate stresses (high fat, cold, 
genetic modulators). These are in contrast to those listed in the 
other groups, which appear to have more global affects on body 
weight parameters, affecting energy intake and utilization under 
normal or standard conditions.

Model Genetics Phenotype

SMXA-5220,221 Derived from SM/J and A/J parental strains Increased body weight and fat by 10 weeks with 
hyperinsulinemia and impaired glucose tolerase; a QTL 
mapped to chromosome 2 has been characterized

SMXA-9220 Similar to SMXA-5 Similar to SMXA-5 with slightly higher weight gain; no 
QTLs have been characterized for this strain

SWR/J206 Inbred mouse line derived from Swiss mice in 
1926

Resistant to obesity caused by a high fat diet

TallyHo222,223 Theiler original males identified in a colony as 
hyperglycemic and hyperinsulinemic were used 
to create an inbred line [TH(F7)] or TallyHo; 
this line was crossed to C57BL/6 females for 
QTL analysis 

Obesity and diabetes with possible QTLs on chromosomes 6 
and 19

TSOD224,225 Created from the outbred ddY strain as an inbred 
strain exhibiting obesity and diabetes

Both males and females exhibit juvenile onset obesity, but 
only male mice show a diabetic phenotype; a QTL on 
chromosome 5 has been linked to adiposity in this model

Table 71–4
(continued)
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Table 71–5
Models with an abnormal response to diet-induced, chemically induced, or genetic obesity

Model Genetics Phenotype

Alpha 1bAR Deletion of the adrenergic receptor, α1b Obesity on a high fat diet; impaired glucose metabolism
ApoC1 transgenic226 Transgenic overexpression of human apoC1 gene Resistance to genetic obesity in ob/ob mouse
Beta-1 AR transgenic227 Transgenic overexpression of the β1-adrenergic

receptor in adipocytes
Resistance to diet-induced obesity (DIO)

CCR2 defi cient228 Deletion of the chemokine receptor-2 gene Resistance to DIO with reduced inflammation in adipose 
tissue

c-myc transgenic (liver 
expression)229

Hepatic overexpression of the myelocytomatosis 
oncogene, c-myc

Resistance to a high fat diet with no change in liver-
specifi c genes normally altered with changes in diet

CRF2 defi cient28 Deletion of the corticotrophin-releasing factor 
receptor 2 gene

Consume more food on a high fat diet, but are resistant 
to DIO

FABP4 defi cient73 Deletion of the fatty acid-binding protein 4, or 
adipocyte protein 2 (aP2)

Resistance to DIO

Foxa-2 heterozygous230 Heterozygous deletion of the adipocyte protein 
Foxa-2; homozygotes are embryonic lethal

Marked obesity and induction of Foxa-2 after 7 weeks 
of high fat diet feeding

Ghrelin defi cient231,232 Deletion of the ghrelin gene and replacement with 
a lacZ reporter

Changes in the type of metabolic substrate (fat versus 
carbohydrate) preferred for energy; protection from 
obesity

GCK233 Transgenic overexpression of glucokinase in 
skeletal muscle

Resistance to DIO accompanied by increased metabolic 
rate

mGPD defi cient234,235 Deletion of the mitochondrial glycerol-3-phosphate 
dehydrogenase gene

Increased body weight in females by 3 weeks of age or 
females on a high fat diet; no effect in males, and 
overall thrifty phenotype

HMGIC236,237 Deletion of the high mobility group DNA-binding 
protein 1-C gene; also known as the pygmy 
mouse; the gene is also known as HMGA2

Resistant to both DIO and genetic obesity

Inppl1 defi cient238 Deletion of Inppl1, which encodes SHIP2, the 
SH2-domain containing inositol 5-phosphatase 2

Resistant to DIO

Mac-1 mice24 Receptor to ICAM-1 (leukocyte integrin αMβ2) Diet-induced obesity, but it is not clear if these animals 
have spontaneous obesity on chow as their body 
weights are too variable

MPOG human transgenic 
× LDLR-defi cient 
mouse239

Contains the human myeloperoxidase gene with a 
mutation in the promoter region that results in 
higher expression, crossed to mice containing a 
deletion of the LDL receptor

Increased weight gain on high fat diet only

Myostatin propeptide 
transgenic240

Muscle-specifi c depression of myostatin through 
expression of the myostatin propeptide region

Increased muscle mass with no increase in adipose tissue 
on a high fat diet

loxTB Mc4r restoration241 Floxed MC4R locus that is inactive until crossed 
with Sim1-Cre, which specifically activates and 
restores melanocortin-4 receptor to the 
paraventricular nucleus (PVN) 

Reversal of obesity

PAI transgenic242 Overexpression of plasminogen activator inhibitor 
(PAI) 1 from the adipocyte aP2 promoter

Transgenic overexpression has a similar effect to PAI 
defi ciency with protection from DIO in one report

Pla2g1b defi cient243 Deletion of the pancreatic phospholipase A2, 
group IB gene

Resistant to DIO with reduced fat absorption (fatty 
stools)

PPARGC1B transgenic244 Transgenic overexpression of PPARγ coactivator 1 
using chicken β-actin promoter

Resistant to DIO with reduced fat and body weight

PRKRR2 defi ciency38 Deletion of the AMP-activated protein kinase gene High fat diet-induced obesity; no difference in weight or 
fat when fed a normal diet

RXR gamma defi cient245 Deletion of the retinoid X receptor gene Resistance to DIO with lower fat mass and leptin levels
SERPINE-1246,247 PAI deficiency Resistance to DIO but no difference in weight or fat on 

chow in two reports; rederivation of knockout line and 
use of wild-type littermates from the knockout line 
reveals an increased accumulation of gonadal fat 
compared to wild-type animals

Sim1 overexpression248 Transgenic expression of human Sim1 on a BAC 
clone

Resistance to DIO and genetic obesity but no change on 
normal chow

continued
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CONCLUSIONS
With over 200 available mouse models to study body weight 

regulation from a variety of aspects, including food intake, energy 
expenditure, genetic obesity, diet-induced obesity, and obesity 
resistance, the mouse has become a very powerful model system 
in the field of obesity research. Basic researchers are using mice 
to identify and connect the signaling pathways that are activated 
or repressed following changes in energy availability in the body. 
Applied researchers are using mouse models of obesity to identify 
potential obesity or anorexia blocking proteins and to test newly 
developed drugs prior to testing in humans. It is expected that 
more examples of these aspects of body weight regulation using 
the models listed in this chapter will be published in coming 
years.

It is also expected that additional models will be developed. 
As shown in Figure 71–1, the current decade of the 2000s has 
nearly 4-fold more published models than the decade of the 1990s, 
and a nearly 200-fold increase over the 1980s. The completion of 
the mouse genome and the push to elucidate the function of some 
of the newly identified gene products using resources from The 
Knockout Mouse Project40 and independent research programs 
should yield even more unique genetic models of obesity and 
disturbance in weight regulation.41–252 What should be even more 
prevalent in the next few years are mouse models that are refi ned 
relative to some of the global knockouts or transgenics listed 
here. These include models that use conditional knockout tech-
nology or targeted transgenic mice to restrict expression or 
confi ne deletion of a gene to a particular cell type or time frame 
during development. Finally it is expected that mouse models 
of polygenic obesity or obesity resistance will increase, as 
investigators combine models to characterize hypothesized 
interactions between genes, and identify new inbred or outbred 
strains with unique phenotypes with respect to body weight 
control. The coming decade promises to bring many more devel-
opments in this field using the most common laboratory rodent, 
Mus musculus.
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72 Study of Polycystic Kidney Disease in the 
Nematode Caenorhabditis elegans

MATTHEW J. BUECHNER

ABSTRACT
Polycystic kidney disease (PKD) is characterized by the 

uncontrolled slow swelling of tubules in the kidneys and other 
tissues. PKDs are some of the most common genetic diseases, and 
are caused by defects in the function of either of two polycystin 
ion channels, or of their transport to the primary cilium, one of 
the locations where these proteins function to detect mechanical 
stress on the cell. Homologues of the polycystins are found in the 
nematode Caenorhabditis elegans, where these proteins function 
in male-specific neurons to detect the location of the hermaphro-
dite vulva. Mutations in nematode polycystin genes cause defects 
in male mating behavior, which can be measured via various 
behavioral and electrophysiological assays. Mutations that affect 
formation of sensory cilia, or transport of materials into the cilium, 
also cause defects in male mating behavior, as well as defects in 
various tactic behaviors mediated through other neurons. The 
affected genes identify many homologues of other human disease 
genes, including nephronophthisis and Bardet–Biedl syndrome. 
The nematode mutations can be detected through multiple behav-
ioral and cell biological techniques, including measurement of 
fl uorescently-labeled polycystin into the cilium.

Key Words: Caenorhabditis elegans, Polycystin, Polycystic 
kidney disease, Nephronophthisis, Bardet–Biedl, TRP channels, 
Behavioral assay, Chemotaxis assay, Electrophysiology.

INTRODUCTION
Caenorhabditis elegans does not have the advanced metaneph-

ric kidney of mammals; nonetheless, this little roundworm has 
been instrumental in greatly increasing our understanding of poly-
cystic kidney disease (PKD). A brief review of the discoveries 
found in these studies provides a good example of the strengths 
and limitations of invertebrate animal models in the study of 
human disease, and the importance of genomic information for 
determining the function of a protein family in cell structure. The 
ability of evolution to adapt conserved biochemical mechanisms 
to new tissues and biological roles in different organisms has 
dictated that study of PKD in C. elegans requires the ability to 
develop and perform behavioral and electrophysiological assays, 
rather than assays used to examine mammalian renal function and 
development.

POLYCYSTIC KIDNEY DISEASES
PKDs are a series of genetic diseases that affects the diameter 

of tubules in many tissues.1 In the kidney, a subset of the numer-
ous small nephrons and collecting tubules swells over the course 
of years into large fl uid-fi lled cysts that block flow through the 
kidney and lead to end-stage renal disease. In addition to the 
kidney, PKD affects other tubular tissues, especially the liver and 
pancreas, and death is often caused by aneurysms of the cerebral 
vasculature.

AUTOSOMAL DOMINANT POLYCYSTIC KIDNEY 
DISEASE Autosomal dominant PKD (ADPKD) is the most 
prevalent lethal genetic disease, with estimates as high as 1 out 
of 200 people affected.1,2 The high incidence of the disease is the 
result of the disease being caused by dominant mutation, and by 
the late age of onset of disease symptoms, often in the 30s, so that 
patients have passed the affected gene on to the next generation 
before symptoms occur. PKD is caused predominantly by muta-
tions in one of two genes: PKD1 on chromosome 16, accounting 
for 85% of cases; and PKD2 on chromosome 4. Polycystic kidneys 
can also occur as a symptom of other genetic diseases, including 
the recessive nephronophthises,3 von Hippel–Lindau disease,4

Bardet–Biedl syndrome,5 oral-facial-digital syndrome,6 and 
Meckel–Gruber syndrome.7

Major advances in our understanding of polycystic kidneys 
have come from the cloning of the affected genes for PKD in the 
1990s,8,9 and of the nephronophthises and Bardet–Biedl syndrome 
genes10–12 in the past decade. Studies in model organisms13 have 
provided crucial information toward understanding the function 
of the encoded proteins in normal nephrons, and how the loss of 
that function in PKD patients causes unregulated growth of tubule 
cysts.

PKD1 and PKD2 both encode large transmembrane proteins, 
called “polycystins,” of the TRP family of divalent ion chan-
nels.14–16 TRP channels are a widespread and ancient family, with 
members found in all animals, and are used as receptors for a wide 
range of stimuli, including chemical odors, taste, heat, and osmo-
larity. Human PKD2 contains six transmembrane domains, and a 
cytoplasmic EF-hand to bind to calcium,9 an endoplasmic reticu-
lum-targeting signal, and a coiled coil to interact with other pro-
teins, including PKD1 and CD2-associated protein.17–19 At the 
cytoplasmic N-terminus was found a site to target the protein to 
the cilium, and a GSK3 phosphorylation site. Between the last 
two transmembrane domains is a loop found to interact with 
HAX-120 (Figure 72–1). C. elegans PKD-2 has a similar structure, 

From: Sourcebook of Models for Biomedical Research
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with regions homologous to most of these domains, although 
binding at all of these has not been proven. While C. elegans
PKD-2 does not have a canonical EF-hand, it does have a region 
that is theoretically similar enough to function as an EF-hand.21

A phosphorylation site for casein kinase II is present in both mam-
malian and C. elegans PKD2 that modulates activity, and in 
C. elegans, this site is required to target the protein to the 
cilium.22,23

PKD1 is a much larger protein. It includes the same six trans-
membrane domains as does PKD2, plus an additional five trans-
membrane domains upstream of these, and a huge extracellular 
domain.8 It is believed that PKD1 acts as a mechanosensor,24 but 
it is not known if the extracellular domain binds to a specific target 
in order to become active, or if the protein has intrinsic ability to 
detect membrane stretch as do other pressure and stretch recep-
tors.25 Both the mammalian protein and its C. elegans homologue 
have a receptor for egg jelly and a GPS domain just upstream 
from the first transmembrane domain, which allow the N-terminal 
domain to be cleaved from the rest of the protein after binding to 
its extracellular ligand.26 The cytoplasmic domain has several 
signaling domains in addition to a coiled coil used to bind to 
PKD2. Mammalian PKD1 has been linked to signaling through 
the mTOR, phosphatidylinositol 3-kinase/Akt, JAK/STAT, protein 
kinase C, AP-1, Wnt, mitogen-activated protein (MAP) kinase, 
and heterotrimeric G-protein pathways.27–32 The C. elegans loca-
tion of vulva (LOV)-1 protein C-terminus shares a conserved 
tyrosine phosphorylation site with human PKD1, but the homol-
ogy to other domains is not as clear.

C. elegans was of course the first animal whose genome was 
completely sequenced.33 This effort revealed the presence of 
homologues of both polycystin genes. Initial efforts focused on a 
reverse genetics approach to create mutants deleted for one or 
both of the polycystin homologues. Surprisingly, these mutants 
showed no structural or functional defects in the primitive nema-

tode excretory system, nor did these mutants exhibit formation of 
cysts in any other tubular structures in the nematode. At the same 
time, incisive forward genetic studies on a seemingly completely 
unrelated aspect of nematode biology, the neurobiology of male 
mating behavior, found that the function of the PKD1 homologue, 
location of vulva (LOV)-1, is necessary to allow male nematodes 
to detect the location of the hermaphrodite vulva.34

Expression studies showed that both LOV-1 and the PKD2 
homologue PKD-2 are expressed only in male-specific head and 
tail nematode sensory neurons that use a cilium as the sensory 
receptor.34 LOV-1 is expressed in the cilium, while PKD-2 is 
strongly expressed in the neuronal cell body as well as in the 
cilium. Similar cellular positions were then confirmed for the 
mammalian PKD proteins, and emphasized the importance of 
the primary cilium in multicellular tubules as a sensory receptor 
for detecting mechanical stress on the cell. Exciting findings from 
many laboratories suggest that the primary cilium acts as a rigid 
antenna sticking up into the lumen of nephrons and other tubules 
to act as a flow sensor.35 Physically bending the cilium causes 
calcium to enter the cell, but only if PKD1 and PKD2 are present 
in the cilium.36

The mammalian polycystins appear additionally to be present 
at cell–cell junctions37 and at the focal adhesions38,39 that anchor 
epithelial tubules to the underlying basement membrane. Both of 
these sites are also excellent locations for detecting mechanical 
pressure attempting to bend, move, or deform cells, and under-
score a physiological role of polycystins as mechanosensors.

A question as to the usefulness of C. elegans as a model for 
PKD arises in considering why mutations in polycystins cause 
recessive mutations in nematodes, but a dominant disease in 
humans. The late onset of autosomal dominant PKD is consistent 
with the “two-hit hypothesis,”40 which proposes that the onset of 
ADPKD requires inactivation of both copies of the polycystin 
gene. Individuals heterozygous for a mutated polycystin gene 

Figure 72–1. Diagram of the relative size and domains of human 
and C. elegans polycystins. Human polycystin-like proteins (e.g., 
PKDREJ, PKD2L) are not shown. Diagrams are not to scale, but 
overall protein lengths are approximately accurate. Termini of pro-
teins are designated by N and C. Transmembrane domains are shown 
as gray lines crossing the membrane. For cilia and plasma mem-
branes, the extracellular domain is on the top half and the cytoplasmic 
below. Other domains indicated: PKD, PKD repeats (Ig-like folds); 
Leu, leucine-rich domains; CLD, C-lectin domain; LDLR, low-
density lipoprotein-like region; REJ, sea urchin receptor for egg jelly 

domain; GPS, G-protein-coupled receptor site of proteolysis; PLAT, 
polycystin/lipoxygenase/α-toxin domain; G, G-protein-binding and  
-activating site; TOR, region of interaction with the target of rapamy-
cin pathway; Coil, coiled-coil domain; Cilia, domain necessary to 
target protein to cilium; GSK3, glycogen synthase kinase 3 phos-
phorylation site; HAX-1, binding site for HAX-1; EF, EF-hand 
calcium-binding motif; ER, endoplasmic reticulum retention site; 
CK, casein kinase 2 phosphorylation site; Mucin, numerous serine/
threonine O-glycosylation sites.
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will suffer a random mutation in the other copy of that gene 
in some renal cells during their lifetime, which allows a cyst to 
begin forming. Individuals homozygous for a mutation in one of 
the nonpolycystin genes (see below), however, will already have 
both copies of that gene inactivated, and so cyst formation will 
begin early, even in the embryo for some genes. The two-hit 
hypothesis also explains why many dominant mutations in poly-
cystin genes are large deletions or nonsense mutations early in the 
gene. There are no known dominant mutations of the lov-1 or 
pkd-2 genes in C. elegans, but since dominance in mammalian 
PKD seems to reflect complete loss of function of polycystin 
genes in a few cells rather than a partial loss of function in the 
whole organism, the study of the nematode genes is not invali-
dated as a model for understanding the function of the mammalian 
proteins.

OTHER POLYCYSTIC DISEASES Rare mutations in several 
other genes can cause recessive forms of PKD. These recessive 
diseases tend to have an earlier onset than does ADPKD. One 
series of recessive genetic diseases that causes juvenile onset of 
polycystic kidneys are the nephronophthises.41 Some of the extra-
renal manifestations of these diseases include defects in the retina, 
a neural tissue. Six mammalian nephronophthisis genes have been 
cloned.11,12 The encoded “nephrocystins” do not show homology 
with each other, but most of them are located in the primary 
cilium, the same location as PKD1 and PKD2. Some types of 
nephrocystins have also been found at the cell–cell junctions and 
focal adhesions, again places where polycystins are located; and 
several nephrocystins are additionally located at the centrosome. 
Overall, the positions of the nephrocystins and polycystins suggest 
that both of these sets of proteins are essential for measuring and 
transducing physical stretch, caused either by bending of the 
cilium or tension at other sites in the cell that causes it to pull on 
neighboring cells or on the underlying basement membrane.

Clear homologues to nephrocystin-1 and nephrocystin-4 are 
found in C. elegans.42 These proteins associate with PKD-2 in 
male-specifi c neurons and are required for proper mating behav-
ior. Other C. elegans proteins show weaker homology to segments 
of nephrocystin-2 (also called “inversin”), nephrocystin-3, and 
nephrocystin-6, but it is not clear if there is functional homology 
here between worms and mammals.

Mutations in another series of genes cause the rare Bardet–
Biedl syndrome,43 which is characterized by any of a large host 
of symptoms, some of which clearly involve the primary cilium, 
including polycystic kidneys, situs inversus, and retinal degrada-
tion. At least 11 such genes have been cloned so far, and 9 of these 
have clear homologues in C. elegans. One of the first indications 
of the function of these proteins came from the observation that 
the C. elegans homologues are expressed solely in ciliated sensory 
neurons44 (in both sexes, not just males). Further study in verte-
brates and the alga Chlamydomonas, as well as in C. elegans,
found that the encoded proteins are present predominantly in the 
primary cilium, and in the ciliary basal body, a modified centro-
some. The C. elegans BBS genes include osm-12, homologous to 
human BBS7. The osm mutants were originally isolated as being 
unable to undergo osmotaxis, the avoidance of areas of high 
osmolarity in behavioral assays.45 This behavior is mediated 
primarily through ciliated sensory neurons in the head of the 
animal.

BBS protein function is necessary for the synthesis of the 
primary cilium, while it has no effect on the synthesis of motile 
cilia. In C. elegans, mutations in the BBS genes alter the transport 

of material both into and out of the cilium, a process called 
intrafl agellar transport (IFT), first described for Chlamydomo-
nas.46 Lack of this process prevents the transport of receptors 
located in the cilium that mediate many types of behaviors. 
Knockdown of IFT gene function in C. elegans via RNAi of 
several of the BBS genes causes defects in osmotaxis and 
chemotaxis.

Mutations in several other genes have been found that alter the 
behavior of C. elegans as well as intraflagellar transport. One 
example is the mouse polaris gene, which was discovered as a 
mutant that caused polycystic kidneys and generated left-right 
asymmetry of internal organs.47 This asymmetry was found to be 
caused by primary cilium defects in the node in early mammalian 
development. Close homologues are found in humans and Chlam-
ydomonas IFT particles as well as the osm-5 gene of C. elegans,48

another gene required for normal ciliogenesis, and detected via 
defects in osmotactic behavior.

Other proteins related to polycystic kidney diseases are still 
being discovered, and C. elegans will undoubtedly be a useful 
model for some of these conditions. For example, recently the 
human gene defective in Meckel–Gruber syndrome was cloned.7

Clone F35D2.4 is a close homologue in C. elegans and was inde-
pendently identified as a likely ciliary gene.49

USE OF CAENORHABDITIS ELEGANS TO STUDY 
POLYCYSTIN FUNCTION

It is necessary to take advantage of the strength of the organism 
as an object of study and to investigate the proteins of interest in 
the tissues where they are expressed. To examine PKD function 
in nematodes, it is essential to take advantage of genetics, and to 
assay neural function through behavioral assays, electrophysio-
logical assays, and cell biological observations.

Major genetic methods for working with C. elegans are
described in more detail elsewhere (Brenner,50 www.WormBook.
org, and Chapter 12 in this volume), but time spent becoming 
familiar with the organism is invaluable. Subtle differences in 
movement or cell structure may be obvious to one observer, but 
undetectable to another. A compound microscope with DIC 
(Nomarski) optics is essential for observing the placement and 
development of individual cells within the organism. Since the 
creature is clear, tagging the gene of interest by linking it to a 
fl uorescent gene, such as gfp from jellyfish or dsRed from coral, 
will allow visualization of the synthesized chimeric protein inside 
the organism, to allow determination of the time and place of 
expression including subcellular location.

Do take advantage of the tremendous online resources for 
working with this creature. The online resource WormBase.org 
includes the complete genome sequence, information on every 
gene in the creature, and references to every C. elegans paper
published, as well as unpublished abstracts and experiments 
reported only in meetings and in the early Worm Breeder’s Gazette 
newsletter (some of the initial data of Barr and Sternberg on the 
identity of LOV-1 as a PKD1 homologue were reported here long 
before publication of their initial report in Nature). WormAtlas.
org has detailed ultrastructural information on all the cells and 
tissues of the animal, including clear diagrams of the ciliated 
neurons of the male reproductive system, where the polycystins 
are expressed. And the C. elegans Stock Center (cgsc.org) has 
available many of the mutant stocks needed to study these dis-
eases, including deletion mutants in both lov-1 and pkd-2. Two C.
elegans knockout projects, one in Japan and one in Oklahoma 
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City and Vancouver, Canada are also attempting to isolate strains 
carrying deletion mutations of each of the 19,000 genes of C.
elegans. The Oklahoma/Vancouver project routinely send their 
creations to the C. elegans stock center.

BEHAVIORAL ASSAYS The initial technique used to isolate 
nematode polycystin mutants was a forward genetic screen to 
identify mutagenized male worms that were no longer capable of 
performing one of the many steps required to complete mating.34

Normally, male worms appear to sense the presence of a hermaph-
rodite through chemical receptors. The cilia of many of the neural 
endings that contain polycystins are contained in a series of epi-
thelial open-ended tubes arranged around the male copulatory 
bursa. The rays are used by the male to detect chemical and 
mechanical cues to place the bursa over the hermaphrodite vulva 
for copulation. To do this, the male approaches the hermaphrodite 
and engages in a series of stereotypical behaviors.51 These include 
placing his copulatory bursa alongside the hermaphrodite, and 
backing up along the hermaphrodite. If the male does not find the 
hermaphrodite vulva by the time its tail reaches the end of the 
hermaphrodite, the male flexes his tail sharply and continues 
moving backward along the opposite side of the hermaphrodite. 
Once the male passes his tail alongside the hermaphrodite vulva, 
the animal stops (it is not known if the signal is mechanical, 
chemical, or both), and inserts rigid cuticular structures called 
spicules into the vulva. The male then ejaculates motile sperm 
into the vulva, which then travel to the hermaphrodite sperma-
theca. In some strains of nematode, the male finally secretes a 
copulatory plug to prevent other males from mating with the 
hermaphrodite.

To study male mating behavior, it is very helpful to use the 
him-5 mutant instead of wild-type worms. Since C. elegans is a 
self-fertilizing hermaphrodite, it does not need males to give rise 
to a new generation; in a typical well-fed colony, males make up 
only about 0.5% of the population. Mutations in the him-5 gene 
allow a higher incidence of spontaneous disjunction of the X 
chromosome to occur,52 which gives rise to a higher frequency of 
male (haploid for the X chromosome) animals instead of her-
maphrodite (XX) animals. As much as one-third of a him-5 colony 
will be male, which allows much easier observation of male 
mating behavior.

A series of studies primarily from the Sternberg laboratory 
isolated mutants in each of the steps described above. Arduous 
work by Barr and Sternberg34 detected rare mutants in which the 
males were capable of detecting the hermaphrodite, moving back-
ward along the hermaphrodite, and flexing the tail in order to 
search the other side of the animal, but had great difficulty fi nding 
the vulva (lov, for defective in location of vulva). Mutant males 
continue to circle the hermaphrodite repeatedly, until they stumble 
upon the hermaphrodite vulva. This behavior can be observed in 
individual animals either by counting the number of times that a 
male circles the hermaphrodite before attempting to insert its 
spicules in the vulva, or by measuring the amount of time needed 
for a male to attempt to insert its spicules after brushing up against 
a hermaphrodite.

Genetic mapping of the lov-1 mutation was accomplished 
through standard techniques for C. elegans, including measuring 
linkage to known mutants, and rescue of the mutant through 
microinjection of wild-type DNA. The complete genome sequence 
of C. elegans is freely available from the C. elegans Sequencing
Project33 as cosmid fragments, each containing approximately 

40,000 base pairs of genomic DNA. The progeny of lov-1 mutants 
could be cured through injection into the parent of DNA contain-
ing the nematode homologue of human PKD1.34

Later studies showed that mutants carrying a deletion of the 
nematode homologue of pkd-2 are also incapable of locating the 
hermaphrodite vulva, and that a mutant deficient in both lov-1 and 
pkd-2 was no more defective in vulva location than a mutant for 
only one of these genes, consistent with the idea that these two 
proteins function together in a signal transduction pathway.53

Further searches for other mutations that prevent male nema-
todes from locating the hermaphrodite vulva revealed the klp-6
gene,54 which encodes a kinesin motor protein. Mutation in klp-6
prevents LOV-1 from reaching the cilium (as visualized through 
the use of a lov-1::gfp transgene), a result that reinforces both the 
importance of ciliary function and the importance of proper traf-
fi cking of proteins to the cilium.

Another method of observing differences in wild-type nema-
todes and nematodes defective in polycystin function is to look at 
behavior in groups.21 In addition to the male-specific neurons 
located in the male tail, four ciliated neurons (CEM neurons) are 
located in the head of males.55 The function of the CEM neurons 
is not known, but it is reasonable to assume that they are involved 
in male detection of hermaphrodite nematodes. Male nematodes 
deleted for either lov-1 or pkd-2 exhibit less social behavior. By 
placing a large number of male nematodes together with hermaph-
rodites on a plate of food bacteria, it is possible to observe easily 
and immediately a large difference in behavior. While the her-
maphrodites scatter about the plate foraging for food, most of the 
wild-type males will attempt to mate with hermaphrodites, and 
many will group in “clumps” of several males attempting to mate 
with a single hermaphrodite. In contrast, lov-1 or pkd-2 mutant 
males will mostly ignore the hermaphrodites, and predominantly 
spend their time foraging for food as well. It is important to use 
plates in which the lawn of food bacteria is spread evenly across 
the entire plate up to the edge, since thicker growth of bacteria at 
lawn edges attracts worms and can affect the rate of “clumping” 
by restricting the worms to specific areas of the plate. This assay 
has been useful in identifying suppressor strains that are “inter-
ested” in mating even though they are deleted for polycystin-2 
function.

The strengths and disadvantages to the social behavior and 
LOV assays are complementary. The LOV assay is time and 
energy intensive, requiring placing an individual male with a 
hermaphrodite, and watching that individual’s attempts to locate 
the hermaphrodite vulva. On the other hand, this assay clearly lets 
the observer know the individual male animal’s phenotype. The 
social behavior assay, on the other hand, is relatively quick and 
easy to perform, and the result can be determined by an observer 
without extensive training or time at the microscope. The assay, 
however, cannot be performed on a single worm, but must be 
performed on a group. The test animals can all be the progeny of 
a single him-5 hermaphrodite, but you must wait a generation until 
the animal to be tested has enough progeny to allow the perfor-
mance of this assay.

Since polycystins must be expressed in the cilium in order to 
perform at least some of their functions in both worms and 
humans, mutants that affect the formation of cilia, or transport of 
proteins into the cilium (IFT), will show defects in polycystin 
function. In humans, this is the cause of polycystic kidneys in 
Bardet–Biedl syndrome and nephronophthisis. In C. elegans, the 
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male-specifi c neurons that express the polycystins are a subset of 
the sensory neurons. Many ciliated sensory neurons, especially in 
the head of the animal, detect other chemical, thermal, and osmotic 
stimuli. Defects in ciliary formation or IFT can be detected via 
effects on osmotactic and chemotactic behaviors. Assays for these 
behaviors are described in great detail elsewhere.56 The standard 
method for assaying osmotaxis is to place worms on agar sur-
rounded by a ring of either 8 M glycerol, 4 M NaCl, or 4 M fruc-
tose (plus dye to make the ring visible) gently pressed onto the 
surface of the agar and allowed to soak in for a few minutes.45

The worms are observed as soon as they are placed in the center 
of the ring. Wild-type animals will avoid the glycerol and will 
generally stay within the ring for at least 10 min. Severely 
osmotaxis-defective animals will not detect the ring and most will 
attempt to cross it fairly quickly. C. elegans cannot survive osmo-
larities greater than about 600 mOsM, much lower than the con-
centration of glycerol imprinted on the agar surface, and so 
many of the animals will die in attempting to cross the barrier. 
If attempting to enrich mutagenized animals for those defective 
in osmotaxis, it is important to select potential mutants before they 
are dehydrated.

Chemotaxis has been examined from the very beginning of 
modern studies on C. elegans,57,58 and multiple methods for assay-
ing chemotactic responses to various compounds have been devel-
oped. Mutations in che-3, which encodes a dynein heavy chain 
component of the IFT machinery, were isolated through use of an 
assay with Petri plates divided into four sections via plastic sepa-
rators.59 Agar containing attractant is placed in two opposite quad-
rants, and agar with no attractant (or a lower concentration, or a 
mild repellent) is placed in the remaining two quadrants. After 
solidifying, agar (with no attractant) “bridges” are placed over the 
plastic dividers to connect the quadrants. A population of animals 
is then placed in the center of the plate, and allowed to swarm. 
Wild-type nematodes swim to quadrants containing high levels of 
attractant, while animals that move to sections of the plate con-
taining no attractant are enriched for chemotaxis mutants.

An alternative method to gauge chemotaxis has been used to 
isolate mutants defective in detecting volatile odorants.60 A popu-
lation of worms is placed in the center of a single large plate that 
has been spotted at one point near the edge with the attractant and 
with an anesthetic (sodium azide), and with anesthetic alone on 
the opposite side of the plate. Most worms will smell the attractant 
and move toward it. Chemotaxis-defective mutants will crawl in 
many directions, and eventually be incapacitated above a spot of 
anesthetic. Worms trapped over the spot that contains no attractant 
will be greatly enriched for chemotaxis-defective mutations.

CELL BIOLOGICAL STUDIES Polycystin 1 (LOV-1) 
appears to be located predominantly in the primary cilium of the 
nematode neurons where it is active.34 PKD-2 is also expressed 
in the cilium, although it is expressed at high levels in other 
compartments of the cell as well. If the polycystins are not brought 
to the cilium, then the animal is unable to mate properly. While 
polycystins are found only in male-specific cilia, other ciliated 
neurons in the head and tail are used as sensory receptors for a 
wide range of stimuli in both sexes.61 The ciliated endings are 
open to the environment to allow detection of attractant and repel-
lent chemicals as well as osmosensation. A classic study of ciliary 
structure was reported by Perkins et al.,62 who stained the animals 
with the mucin-soluble dye 5-fluorescein isothiocyanate (FITC). 
Mucin is a highly glycosylated protein that forms a mucous layer 

to trap small chemicals to be sensed by the cilia, analogous to the 
function of mucus around mammalian olfactory receptors. Not all 
ciliated neurons stain with FITC, and in fact none of the male-
specifi c ciliated neurons normally is stained by FITC. But isola-
tion of mutants in which FITC staining is abnormal (dyf for
dye-filling defective) has been used to identify mutants defective 
in ciliary construction and transport of proteins into the cilium. 
Many of these mutants turned out to be defective in osmotaxis, 
chemotaxis, and detection of a specific pheromone that enables 
nematodes to suspend growth under harsh conditions (the “dauer” 
form63). The researchers also isolated rare mutants defective in 
osmotaxis in which the male-specific ray neurons of the tail are 
stained by FITC. Mutants in this gene, osm-1, were later found to 
be defective in male mating as well as in osmotaxis.64

The availability of polycystin constructs linked to the gfp gene 
is very useful for examining transport of polycystins to the cilium, 
as well as IFT. The Barr and Scholey laboratories have demon-
strated the transport of these proteins into sensory neuronal cilia.54

As noted above, defective kinesin KLP-6 prevents GFP-tagged 
LOV-1 from reaching its proper ciliary position. Several other 
kinesin proteins, including OSM-3 and KAP-1, function together 
and sequentially to transport material into sensory cilia.65 By
examining mutagenized nematodes and isolating rare animals in 
which these fluorescent proteins do not travel into the cilium, 
these laboratories have also discovered mutants in genes required 
for polycystin activity in both C. elegans and humans. Such 
mutants have identified proteins required in many cell types for 
polycystin to be brought up to and into the cilium, as well as cell-
type-specifi c factors that are required only in nematode male 
sensory neurons.

To observe transport, the nematodes must be transformed 
via microinjections of plasmids expressing the gene of interest 
fused to the gfp or dsRed marker gene. The methods for 
producing and observing transgenic nematodes are fairly standard 
in every C. elegans laboratory (see Chapter 12, this volume). A 
series of expression vectors was originally developed by the 
Fire laboratory (ftp://ftp.wormbase.org/pub/wormbase/datasets/
fi re_vectors/), and is now commercially available (www.addgene.
org), that contains a multicloning site upstream of the marker 
gene, which contains introns to increase expression in C. elegans.
Once constructed, the plasmid must be microinjected into the 
syncytial gonad of adult hermaphrodite worms, where the DNA 
is unstably incorporated in the oocytes as a linear array of multiple 
copies of the plasmid maintained separately from the chromo-
some.66 It is generally straightforward to use a dissecting fl uores-
cence microscope to search for progeny that express the array. 
Since the DNA array is not linked to a chromosome, it is unstably 
maintained at cell division, and is therefore not transmitted in 
subsequent generations. To prevent loss of the transgene, animals 
carrying the array are treated with DNA-breaking agents such as 
trimethylpsoralen plus ultraviolet light, in order to incorporate the 
array into a chromosome. A stable line that passes the transgene 
reliably to subsequent generations can thereby be generated.

Examining subcellular location of green fluorescent proteins 
(GFP)-labeled proteins is difficult in the small neurons of C. 
elegans. The animals must be anesthetized with sodium azide, 
levamisole, or phenoxypropanol, or contain a muscle mutation 
such as unc-54 in order to prevent them from moving under the 
microscope. A good fluorescence DIC or confocal microscope is 
required, with a 63× or 100× objective, to see smaller processes, 
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and experience with identifying neurons is essential. Fortunately, 
the position of most neuronal cell bodies and axons in C. elegans
is invariant, and has been well characterized.55 Detailed descriptions 
of neuron structure is available online (http://www.wormatlas.org). 
With the well-characterized ciliated sensory neurons of the head, it 
has even been possible via time-lapse confocal microscopy to 
measure the rate of movement of labeled proteins in axons and 
on IFT particles into the cilium, and to distinguish differences in 
movement of polycystins into the cilium in various mutants.65–69

ELECTROPHYSIOLOGICAL STUDIES The polycystins are 
medium-conductance relatively nonselective divalent cation chan-
nels.16 Direct study of polycystin function within the narrow cilia 
is not possible with current electrophysiological techniques. There 
are several ways to study the activity of ion channels in other areas 
of C. elegans neurons, but direct electrophysiological studies are 
diffi cult, both because C. elegans neurons are small (the cell 
bodies are only 2–3 µm in diameter), and because the nematode 
body plan features a flexible collagenous cuticle surrounding the 
animal, which acts as both skeleton and skin. Since muscles pull 
on the cuticle to move the animal, the cuticle must be maintained 
in a relatively rigid state. This is accomplished by osmotically 
maintaining a strong turgor pressure in the body fluid relative to 
liquid outside the animal’s body.70 Any cutting of the cuticle 
therefore causes the internal material to explode out of the animal. 
Indeed, mutants have been isolated in which the hermaphrodite 
uterus and gonads spontaneously pop out of the vulva, and mis-
handling of male worms often causes the spicules to protrude 
explosively, rendering the male incapable of mating. Attempts to 
isolate neurons for electrophysiological studies yield the same 
result, with the identity of neurons being unrecognizable after 
they have exploded from out of an incision.

Fortunately, there are a large number of molecular biology 
constructs linked to the gfp gene that can be used to identify spe-
cifi c neurons. By microinjecting these constructs into nematodes 
and selecting strains that pass the construct reliably to the next 
generation, researchers have generated a large series of strains that 
expresses GFP only in specific cells of the animal. Many of these 
strains are available from the Caenorhabditis Genetics Center, 
and many such constructs for a given gene are identified on 
WormBase.org. By opening the animal near the nerve ring, the 
major ganglion of the worm, and letting neurons or muscle cells 
pop out of the worm, on-cell electrophysiological recordings have 
been made from single identified neurons.71–74 Animals can be 
opened either directly via cutting, or by use of collagenase to 
weaken the cuticle. The released cells can also be placed in 
primary tissue culture,75 and electrical properties measured 
directly. To date, direct electrophysiological methods of recording 
from cells in vivo have not been reported for recording activity of 
male-specifi c neurons in the tail, however.

Another method that has been used to study other C. elegans
ion channels is to express the gene in a cell to which electrodes 
can be attached easily, such as a Xenopus laevis oocyte. An excel-
lent primer on the use of this technique for studying C. elegans
channels is available from the Driscoll laboratory.76 Using the gene 
predictions of WormBase.org, a cDNA clone can be synthesized 
from mRNA. It is important to make sure that the gene predictions 
are correct, especially for the 5′ and 3′ ends of the gene, since the 
GeneFinder computer algorithm used to predict exons is less 
accurate at the ends of genes. For example, the original computer 
prediction of the lov-1 polycystin gene sequence showed two genes 

(clones ZK945.9 and ZK945.10), with only one of these predicted 
genes showing homology to human PKD1. Later work proved that 
these two predicted genes are in actuality two halves of a single 
transcript, and that the piece with low homology to human PKD1 
is actually the N-terminal ligand-binding domain of LOV-1. Our 
work (unpublished) similarly found that a predicted SK3 potas-
sium channel gene is actually twice as large as predicted, with a 
large unpredicted N-terminal domain.

Once a cDNA clone has been synthesized, it is linearized and 
a kit can be used to create cRNA, an artificially produced mRNA 
to be injected into oocytes. The oocytes can be prepared from 
commercially available sources of Xenopus ovaries, a great 
advantage since many C. elegans laboratories do not maintain the 
paperwork necessary for working with vertebrate animals. The 
oocytes are prepared, injected, and observed via a dissection 
microscope. Measurement of channel activity is either through 
standard two-electrode voltage clamp or via single-electrode 
patch clamp on oocytes whose vitelline membrane has been 
removed to allow formation of a clean gigaOhm seal to the pipette. 
These techniques have been used successfully with a large number 
of C. elegans channels, including the degenerin channels that 
mediate touch sensitivity.73 They have not been reported for use 
on C. elegans polycystins as yet. In part this may reflect the fact 
that the lov-1 gene is quite large for a C. elegans gene (though 
small by human gene standards), and reports of difficulties in 
functional expression of PKD1 have made this a less attractive 
target (although expression of the C-terminal half of the protein 
yields currents77). Human PKD2 has been studied more thor-
oughly in Xenopus oocytes, and such experiments confirmed that 
PKD2 is a calcium channel and interacts with the IP3 receptor at 
the endoplasmic reticulum (ER) membrane.78,79

Both human and C. elegans polycystin electrical activity have 
been measured using planar bilayer membranes (BLM).21,80,81

Several plates of animals are collected, and their cuticles weak-
ened and lysed via treatment with collagenase, to release cells 
from inside of the animal. The ER vesicles are then purified via 
standard centrifugal techniques. It is essential to have antibodies 
to the ion channel of interest to identify the protein in ER vesicles. 
A great advantage in using C. elegans is the ability to compare 
vesicles from wild-type animals with those from mutants deleted 
for the pkd-2 gene. The vesicles are placed in a BLM bath, and 
electrical activity is measured as the vesicles fuse with the mem-
brane in the center. C. elegans PKD-2 was found to have electrical 
properties similar to those of mammalian PKD2. PKD-2 is 
strongly expressed in the ER, while LOV-1 is not, so it was not 
possible to determine if LOV-1 forms channel activities by itself 
or in combination with PKD-2. Purification of ciliary membranes 
has not been attempted in C. elegans, due to the small number of 
ciliated neurons in the animal. If ciliary membrane vesicles could 
be purified successfully from wild-type and mutant animals, the 
BLM technique would be very useful for determining the infl u-
ence of many IFT and ciliary proteins on polycystin activity.

A new method of examining C. elegans polycystin electrical 
activity has been reported.21 Nematodes (him-5 mutants, to 
increase the number of males and therefore the percentage of cells 
that are ciliated neurons) were treated with collagenase as before, 
and triturated in order to separate cells from each other, and 
loaded with Ca2+ and the calcium-sensitive dye Fluo3-AM. The 
cells were depolarized by means of extracellular application of 
KCl. The excitable cells fluoresce as calcium is released from 
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extracellular stores, which can be measured via fl uorescence 
microscopy. Again, if ciliated neuron cells were to be marked with 
a dsRed marker, it might be possible to use this technique to 
explore the ability of neuronal stimulation to release calcium from 
intracellular stores in various mutants that potentially affect poly-
cystin function.

LIMITATIONS ON CAENORHABDITIS ELEGANS AS A 
MODEL As noted above, C. elegans provides a strong model 
for studying polycystin function in ciliated cells. But there are 
limitations to the usefulness of the nematode as a model for 
understanding polycystic kidney disease. First, not all of the pro-
teins that are necessary for maintenance of proper nephron shape 
and prevention of cyst formation are present in C. elegans. It is 
not possible to study the function of, e.g., nephrocystin-5 in nema-
todes if the gene does not exist there. On the other hand, this 
indicates that nephrocystin-5 is not an essential protein for calcium 
signaling via ciliary polycystin function, and that the likely func-
tion of nephrocystin-5 in human nephrons involves some other 
aspect of polycystin’s function in epithelial cells.

In addition, some of the proteins present in both worms and 
humans have significant differences. For example, the polycystin-
1 homologue LOV-1 has a completely different extracellular N-
terminus from that of mammalian PKD1 (Figure 72–1). This 
almost certainly indicates that these two proteins bind to different 
chemical substances in order to signal inside the cell. In fact, the 
N-terminal domain of PKD1/LOV-1 is very different in insects 
from that of nematodes and mammals as well,82 which suggests 
that the PKD1 signaling domain regulates a common process 
(presumably chemo/mechanotransduction) that has been adapted 
to multiple purposes over evolution.

In nematodes, the polycystins are found only in male-specifi c 
neurons, and have a single task: When the cilium is stretched 
and/or/while LOV-1 binds to the mechanical/chemical stimulus 
presented at the vulva, the neuron must rapidly admit enough 
calcium to depolarize sufficiently to cause an action potential. In 
the mammalian tubular epithelial cells, polycystin has a more 

diffi cult function: The nephritic cell’s primary cilium acts as a 
fl ow sensor that is presumably bent repeatedly as liquid passes 
through the nephron.35 Each tubule cell encounters other condi-
tions that stretch the junctions to other cells and to the basement 
membrane as well. Indeed, liquid passing through the tubule 
should exert pressure on the apical membrane that should be 
transmitted to the cytoskeleton and exert tension on these points. 
Hydrostatic pressure without fluid flow can cause tubule expan-
sion.83 And without polycystin function, tubules slowly enlarge to 
form a cyst; therefore, polycystin must act as an inhibitor for this 
process. Signaling from polycystins at these points must be inte-
grated to provide information to the epithelial cell as to whether 
it should reform the basement membrane, change shape, or divide 
in order to make the tubule larger. Accordingly, mammalian PKD1 
has a larger C-terminal cytoplasmic domain than does the nema-
tode LOV-1 protein (Figure 72–1), with several functional homol-
ogies to signaling modules that are not obviously present in C.
elegans LOV-1, such as to the mTOR, Wnt, and JAK/STAT signal 
transduction pathways. C. elegans has these signaling pathways, 
and regulation of epithelial shape and tubule size is seen in all 
metazoan organisms,84 so these aspects of epithelial cell structure 
and regulation can be studied in C. elegans, but polycystin signal-
ing to these processes would have to be proved before they could 
be well studied in this organism.

CONCLUSIONS
C. elegans provides an ideal model for understanding many, 

but not all, aspects of polycystic kidney disease. The use (and NIH 
support) of forward genetic studies, many times on seemingly 
unrelated biological phenomena such as nematode male mating 
or osmotaxis, can nevertheless prove to be critically important in 
understanding human disease. In particular, LOV-1 and PKD-2 
provide an excellent model for mammalian primary cilium syn-
thesis, polycystin synthesis and transport, and polycystin function 
in calcium signaling in the cilium and endoplasmic reticulum 
(Figure 72–2), but vertebrate models (e.g., zebrafish and mouse) 
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Figure 72–2. Diagram of synthesis, transport, and possible mecha-
nism of signaling of polycystins in a C. elegans male-specifi c neuron. 
Gray solid lines indicate synthesis and transport of polycystins and 
of cell components necessary for polycystin function. Black dotted 
lines indicate signaling from polycystins in neurons. The sensory 
dendrite is on the right and the axon on the left. Constriction in the 
dendrite indicates the transition zone at the base of the sensory cilium. 
Cell type is specified by transcription factors. Components necessary 
to construct a sensory cilium are transported to the end of the dendrite. 
IFT (intraflagellar transport) is necessary to construct flagellum. Poly-
cystins are transcribed and transported through the endoplasmic 
reticulum, where much of the PKD-2 protein is retained. Transport 
of LOV-1 and PKD-2 polycystins requires various kinesins (KLP 

proteins and KAP, kinesin-associated proteins) as well as other com-
ponents discovered as defective in DYF (DYe-Filling), OSMotaxis, 
TAXis, and CHEmotaxis. IFT is required to transport LOV-1 and 
PKD-2 to sites of activity in the cilium. Mechanical and/or chemical 
stimulation of the LOV-1 protein at the vulval opening signals poly-
cystin activity. LOV-1 and PKD-2 are presumed to act together as an 
ion channel to admit divalent cations into the cell. This signal partially 
depolarizes the cell, to stimulate PKD-2 at the endoplasmic reticulum 
to open to release calcium from intracellular stores. The neuron is 
thereby depolarized to elicit a behavioral response. Other signaling 
pathways after stimulation of ciliary polycystins are possible but 
unproven in C. elegans neurons.
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may be more useful for studying aspects of polycystin function 
that may not be present in C. elegans. Most aspects of ciliary 
formation, and transport of receptor polycystins and nephrocys-
tins into the cilium, can also be studied in C. elegans via a wide 
variety of behavioral, cell biological, and electrophysiological 
methods, and provide a promising source of future results to 
deepen our understanding of the normal physiology of the kidney 
tubules and the prevention of polycystic kidney disease.
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ABSTRACT
The pathogenesis of idiopathic myelofibrosis has not yet 

been completely elucidated, but the availability of animal 
models of the disease has made it possible, in the past few years, 
to focus on the cells (megakaryocytes) and cytokines (trans-
forming growth factor-β, among others) potentially involved. This 
review will deal with the two best characterized animal models 
(the TPO-overexpressing and the GATA-1low mouse) as well as 
with the newest ones that have been developed following the 
identifi cation of the JAK2V617F and MPLW515K/L mutations in the 
human form of the disease. Each of these unique animal models 
conceivably represents an invaluable tool for further characteriz-
ing the disease mechanisms as well as for testing novel therapeu-
tic agents.

Key Words: Myelofibrosis, Mpl, GATA-1, Animal models, 
Transforming growth factor-β, Megakaryocyte, Osteosclerosis.

INTRODUCTION
Idiopathic myelofibrosis (IM), also called myelofibrosis with 

myeloid metaplasia (MMM),1 is a malignant hematological 
disorders that together with polycythemia vera (PV), essential 
thrombocythemia (ET), and other less frequent entities belongs 
to the Philadelphia-negative chronic myeloproliferative disorders 
(MPD), according to the World Health Organization (WHO) 
classifi cation of myeloid neoplasms.2 All these are clonal disor-
ders that originate at the level of a pluripotent hematopoietic 
stem/progenitor cell that, while retaining a relatively normal 
differentiation program unlike that in acute leukemia, has lost 
some of the regulatory mechanisms that control proliferation; 
indeed, one of the best characterized abnormalities of hemato-
poietic cells in these disorders is their substantial independence 
from regulatory cytokines, in particular erythropoietin (EPO)3 or 
thrombopoietin (TPO),4 the two main cytokines for the erythroid 
and megakaryocytic (Mk) lineage, respectively. MMM is charac-
terized by anemia, extramedullary hematopoiesis, bone marrow 

(BM) structural changes that include fibrosis, neoangiogenesis, 
and osteosclerosis, and by constitutive circulation of stem/pro-
genitor cells with dacryocytes, nucleated erythroid cells, and 
immature myeloid cells in the peripheral blood (PB); in some 
cases, MMM represents the disease evolution of a preexisting PV 
or ET (so called, post-polycythemic/thrombocythemic MMM), 
and has an intrinsic tendency to evolve into acute leukemia.1

Accumulated evidence indicates that the changes in the structure 
of the BM that are characteristic of MMM represent a typical 
reactive process (the cells of the stroma do not belong to the 
neoplastic clone), likely mediated by cytokines abnormally 
released by clonal hematopoietic cells. On the other hand, the 
primary lesion occurring in the hematopoietic stem/progenitor 
cell of MMM is still not well understood, although recently an 
acquired point mutation in the JAK2 gene, consisting of a valine-
to-phenylalanine substitution (JAK2V617F) in the autoinhibitory 
JH2 (JAK homology) domain of the molecule, has been found to 
occur in most PV patients and in about half of those with ET or 
MMM.5–8 An even more infrequent point mutation of the TPO 
receptor, MPLW515L, has been detected in less than 10% of MMM 
patients.9,10 Although both these mutations when expressed in 
murine models recapitulate several aspects of MMM (see below), 
their exact positioning in the sequence of a multistep series of 
events forming the basis of the pathogenesis of the disease remains 
to be defi ned.

A frequent observation in MMM patients has been the 
occurrence of the discrete involvement of the Mk lineage in 
BM biopsies11; actually, the morphological appearance of the 
BM Mk population, beyond its quantitative expansion, is one of 
the key points in the WHO classification, allowing differential 
diagnosis of MMM from other MPDs, as well as the identifi cation 
of a “prefibrotic” form of IM.12 This critical role of Mks has 
been corroborated by the study of animal models of the disease 
that, either incidentally discovered or not (Table 73–1),  have 
been consistently characterized by the accumulation of Mks 
eventually associated with thrombocytosis. This chapter will 
review the production and characterization of two extensively 
studied models of MMM, represented by TPOhigh and GATA-1low

mice, together with the newest findings concerning the develop-
ment of IM in mice carrying hematopoietic cells mutated at the 
JAK2 or MPL locus.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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THE TPOhigh MODELS

TPO, also known as MPL ligand or megakaryocyte growth and 
development factor (MGDF), is the major physiological humoral 
regulator of megakaryopoiesis and platelet production.13,14 The 
TPOhigh model of myelofibrosis was discovered during investiga-
tions aimed to determine pathologies and side effects associated 
with long-term exposure to high doses of the recently discovered 
TPO, an obvious drug to increase platelet levels in patients. 
Several models are described, including the simplest approach by 
systemic repeated administration of a truncated version of recom-
binant TPO associated with a polyethylene glycol tail (PEG-rh-
MDGF)15 and more sophisticated approaches by which TPO 
overexpression was achieved by adenovirus vectors,16–19 retrovi-
rus vectors,20,21 or by transgenesis.22,23 Except for one model of 
transgenic mice,22 all the other models described the occurrence 
of BM fibrosis in mice. We will mainly focus on the retroviral 
models and adenoviral models that have been studied 
extensively.

TPOhigh MODEL BY SYSTEMIC REPEATED ADMINISTRA-
TION OF PEG-RH-MDGF Immunocompetent BALB/c mice 
were injected daily for 14 days with increasing doses of PEG-rh-
MDGF from 10 to 500 µg/kg.15 All animals developed dose-
dependent thrombocytosis, moderate leukocytosis, anemia, 
splenomegaly, and extramedullary hematopoiesis. A BM fi brosis 
was observed at the highest dose injected, which reversed rapidly 
when the injections were stopped. Transient myelofibrosis was 

also observed in rats receiving PEG-rh-MDGF.24 The effects of 
systemic administration of TPO in the GATA-1low model of 
myelofi brosis will be described below.25

TPOhigh MODELS BY ADENOVIRAL VECTORS An alter-
native approach was developed using replication-deficient adeno-
virus vectors. All the studies were performed using injections of 
adenovirus carrying a human TPO cDNA. However, the promoter 
driving the expression of TPO was either a cytomegalovirus 
(CMV) or a Rous sarcoma virus (RSV) promoter. Furthermore, 
several routes of injection were used (subcutaneous,16 intratra-
cheal,17 intraperitoneal,19 and intravenous18). Finally, different 
stains of mice were treated: immunocompetent BALB/c mice and 
immunodefi cient nonobese diabetic/severe combined immunode-
fi cient (NOD/SCID) and SCID mice. Immunocompetent mice did 
not develop fibrosis because an immune thrombocytopenia 
occurred after a brief thrombocytosis that peaked at day 7, accom-
panied by Mk hyperplasia in the spleen. This immune reaction 
was due to the generation of neutralizing antibodies directed 
against the transgene human TPO that cross-reacted with murine 
TPO.26 To avoid this reaction, models were developed in immu-
nodefi cient mice.16,17,19,26 SCID (severe combined immunodefi -
cient; T and B cell deficient) mice developed thrombocytosis, 
leukocytosis, and marked Mk hyperplasia in the spleen and BM 
with a progressive myelofibrosis and osteosclerosis as early as 6 
weeks after injection. Surprisingly, no fibrotic or sclerotic changes 
were seen in NOD/SCID [T and B cell deficient as well as present-
ing multiple other defects in innate immunity including natural 

Table 73–1
Additional murine models presenting myelofi brosisa

Model Main features

MPSV-induced mice MPSV; splenic and medullary fibrosis; splenic myeloid hyperplasia; myelemia; anemia; 
thrombocytopenia; possibly due to high levels of IL-1a, IL-6, GM-CSF, G-CSF, CSF-1, and 
TNF-α62–64

TEL/PDGFRβR transgenic mice Overproduction of mature neutrophils and dysplastic megakaryocytes in the bone marrow; 
splenomegaly with extramedullary hematopoiesis; high levels of IL-3 and GM-CSF65–67

TEL/JAK2 and TEL/TRKC transgenic mice Extramedullary hematopoiesis, intensive myeloproliferation in the bone marrow and the 
spleen with splenomegaly, granulocytic leukocytosis; high levels of IL-3 and GM-CSF66,68

Bach1 transgenic mice Transgenic mice bearing human BACH1 cDNA under the control of the GATA1 locus; 
signifi cant thrombocytopenia associated with impaired maturation of megakaryocytes and 
development of myelofi brosis69

VEGFR-1 transgenic mice (op/opFlt1TK−/−) Extensive osteoclast deficiency, resulting in bone marrow fibrosis and extramedullary 
hematopoiesis70,71

LIF overexpressing mice Developed in DBA/2 mice engrafted with FDC-P1 cells overexpressing LIF; myelosclerosis, 
splenomegaly, extramedullary hematopoiesis in the liver, neutrophil leukocytosis72

OPG/OCIF transgenic mice Early and progressive osteopetrosis, splenomegaly, and extramedullary hematopoiesis73

BUBR1 mutant mice (BUBR+/−) Splenomegaly, extramedullary megakaryocytopoiesis; increased megakaryocytic, and 
decreased erythroid, progenitor content in the bone marrow74

FLT3-ITD mutant mice Myelofibrosis, splenomegaly, extramedullary hematopoiesis, leukocytosis with a few 
immature myeloid cells; myeloproliferative disease has a latency of 40–60 days and does 
not evolve into AML75

Lnk mutant mice (Lnk−/−) Splenomegaly with fibrosis and extramedullary hematopoiesis, hyperplasia of the 
megakaryocytic lineage, increased number of erythroid cells in the spleen but decreased in 
bone marrow; defects of B lymphopoiesis; leukocytosis and thrombocytosis; increased 
proliferative responses of hematopoietic progenitors to cytokines such as SCF, IL-3, and 
IL-776

aMPSV, myeloproliferative sarcoma virus; IL, interleukin; GM-CSF, granulocyte-macrophage colony-stimulating factor; TNF, tumor necrosis factor; 
LIF, leukemia inhibitory factor; AML, acute myeloid leukemia; SCF, stem cell factor.
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killer (NK) and monocyte–macrophage function] mice.26 Because 
NOD/SCID mice differ from SCID mice by impaired mononu-
clear phagocyte functions, it was postulated that monocytes and 
macrophages are required for promotion of myelofibrosis in 
TPOhigh mice. However, this theory is not supported by another 
recent study demonstrating that NOD/SCID mice exposed to high 
and sustained TPO levels develop BM fi brosis.27

TPOhigh MODELS BY RETROVIRAL VECTORS Two 
models were described, one by Yan et al.20 and one by our group.21

In both investigations, the murine TPO cDNA was cloned into a 
retroviral vector and infectious nonreplicative recombinant retro-
viral particles were produced from the transfected GP + E86 
packaging cell line. A high virus titer-producing clone was 
selected. In our study, this clone, called GP122, also produced 
very high TPO level (6000 U/ml).21 The principle consists of 
transducing hematopoietic stem cells (HSC) of a mouse with the 
virus in order to sustain high levels of TPO production by the 
hematopoietic system throughout the life of a mouse. The proce-
dure is based on BM transplantation (BMT). BM cells, collected 
from donor mice, are infected with the retrovirus and injected into 
recipient mice depleted of their own hematopoietic system as a 
result of lethal irradiation (9.5 Gy for the C57BL/6 strain). To 
transduce HSC efficiently, which will ensure the lifetime mainte-
nance of a transduced progeny, donor mice are treated with 5-
fl uorouracil (5FU, a single intraperitoneal or intravenous injection 
at 150 mg/kg for 4 days). The duration of treatment allows the 
maximal number of HSC to be infected by the retrovirus, corre-
sponding to the maximal number of cycling HSC. The infection 
is carried out by a coculture of the 5FU-treated cells (two femurs) 
with the virus-producing cells (105 cells in a 10-cm tissue culture 
Petri dish) for 4–5 days. The number of adherent virus-producing 
cells is calculated in order to obtain a confluent culture at the day 
of BM cell collection. The infection is carried out in the presence 
of cytokines able to induce HSC proliferation and survival. We 
used a spleen cell-conditioned medium, but this can be replaced 
with a mixture of early-acting cytokines such as interleukin 3 
(IL-3), stem cell factor (SCF), and IL-6 (TPO being secreted by 
the virus-producing cells).20 The infected BM cells are collected 
as the nonadherent cells, and care should be taken not to detach 
too many virus-producing cells, which will be detrimental to the 
mice during the injection (these cells, derived from Swiss mice, 

will be rejected by the immunocompetent C57BL/6J recipient 
mice). In the study by Yan et al., the infection was not carried by 
coculture but by serial exposures of the 5FU-treated cells to a 
virus-producing cell supernatant.20 Lethally irradiated syngeneic 
mice (2 months old) are finally injected with 106 BM cells (Figure 
73–1). The mice are not studied before full blood reconstitution 
(5 weeks for myeloid and B cells and 7 weeks for T cells). The 
result of this procedure is the genomic integration of the virus in 
HSC and their progeny that could be analyzed by Southern blot 
to evaluate the numbers of both provirus copies, compared to the 
endogenous gene, and of individual transduced HSC marked by 
the sites of provirus integration. Provirus, as efficient vectors of 
expression, produced high level of TPO under the control of the 
viral long terminal repeat (LTR) promoter.

Using this strategy, we obtained a two-step disease that mim-
icked the evolution of human MMM and resulted in the death of 
100% of the animals within 10 months after transplantation.21 The 
fi rst phase of the disease (2 months after BMT) is characterized 
by thrombocytosis (a 4-fold increase), leukocytosis (up to a 10-
fold increase), and decrease of the hematocrit. Giant platelets 
were observed in PB smears. A striking elevation in the PB, BM 
and spleen progenitor cell numbers, except the colony-forming 
unit (CFU)-E, was noticed. Massive hyperplasia of Mks, often 
organized in clusters, and of granulocytes was observed in BM 
and spleen with a hypoplasia of erythroblasts in the BM. From 
the third month post-BMT, platelets, leukocytes, and red cell 
numbers dropped dramatically and mice developed a severe pan-
cytopenia. Progenitor cell numbers dropped in BM and spleen but 
increased in the PB and peritoneal cavity. Extramedullary hema-
topoiesis was observed in liver, kidney, lymph nodes, and lung. 
Histological examination revealed severe fibrosis in the BM and 
spleen and osteosclerosis in BM. Notably, 2 mice out of 32 
primary recipients and 1 mouse out of 30 secondary recipients 
died prematurely from undifferentiated acute leukemia. Thus, this 
fatal myeloproliferative disorder mimicked most of the features 
observed in the human disease.

Yan et al. reported a less dramatic phenotype.20 The platelet 
counts increased 5-fold and remained at a steady level for up to 
73 weeks. A moderate anemia was observed and a slight increase 
of the number of PB nucleated cells was described. Mice devel-
oped extramedullary hematopoiesis and splenomegaly with 
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Figure 73–1. A representation of the proce-
dure used for the adoptive transfer of bone 
marrow cells infected by a retrovirus express-
ing the gene of interest (TPO, JAK2V617F).
BMT, bone marrow transplantation; 5FU, 
5-fl uorouracil.
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hyperplasia of Mks and granulocytes. BM was also obturated with 
a dense network of reticulin fibers and new bone trabeculae. 
However, mice did not display the second phase of our disease 
model characterized by severe thrombocytopenia, anemia, and 
leukopenia. They remained alive and active over a year and no 
leukemic transformation was described. The difference may be 
related to the plasma level of TPO; in the study by Yan et al.,20

plasma TPO reached 30 ng/ml compared to up to 1000 ng/ml in 
our study.21

TPOhigh MODELS BY TRANSGENESIS Two models of 
transgenic mice with contradictory results were developed. In the 
fi rst one,22 transgenic mice overexpressing human TPO under the 
control of a liver-specific apolipoprotein E enhancer/promoter did 
not display fibrosis despite elevated plasma TPO levels (3 ng/ml), 
and a 4-fold increase in platelet counts and in tissue Mk content 
for more than 16 months. In contrast, in another recent transgenic 
model,23 expressing full-length murine TPO under the control of 
the mouse H chain enhancer/promoter, similar mild leukocytosis 
(2-fold), anemia (a 10% decrease in hematocrit), thrombocytosis 
(3-fold), and increase of plasma TPO level (3 ng/ml) were associ-
ated with BM fibrosis starting at 9 months with further progres-
sion at 12 months of age. Local production of TPO in hematopoietic 
tissues in the second model, in contrast to the first one, might have 
been the reason for the occurrence of fi brosis.23

All these TPOhigh models showed that TPO overexpression in 
mice leads to a myeloproliferative disorder featuring most aspects 
of MMM: leukocytosis, anemia, thrombocytosis, and in some 
cases pancytopenia, splenomegaly, extramedullary hematopoiesis, 
fi brosis, and osteosclerosis. Depending on the approach used, the 
severity of the disease (pancytopenia, leukemia, massive spleno-
megaly, fibrosis, and osteosclerosis) seems to be linked to the 
levels of TPO, the duration of exposure, as well as to the site of 
TPO production.28

THE GATA-1low MODEL
GATA-1 is a transcription factor, encoded by a gene located 

on the X chromosome, that plays essential roles in the develop-
ment of the erythroid,29 megakaryocytic,30 eosinophilic,31 and 
mast cell32 lineages, and that has been clarified by the phenotype 
of mice harboring experimentally induced alterations of its expres-
sion. Animal knockouts for the gene die in utero at day E10.5 

because of severe anemia,33 while those expressing ectopic levels 
of Gata1 showed an increased rate of erythroid differentiation.34

GATA-1 is member of the family of GATA transcription factors 
that controls the expression of target genes by binding to the 
consensus WGATAR sequence; since they share a highly con-
served structure, the cellular functions of GATA-1 are strictly 
dependent on the appropriate lineage and on the differentiation 
stage of activation.35 As a result of studies performed in the labo-
ratory of Dr. Stuart Horkin in Boston, concerning the role of the 
region upstream to Gata1 in regulating gene expression in ery-
throid and Mk differentiation, McDevitt et al. generated a strain 
of mice (Gata1neoδHS) characterized by the targeted deletion of an 
≅8-kb upstream region that included a DNase hypersensitive (HS) 
site (HSI) replaced by a neomycin-resistance cassette by homolo-
gous recombination.36 A targeting vector, containing a loxP site-
fl anked neomycin resistance gene driven by the mouse 
phosphoglycerate kinase promoter and a herpes simplex virus 
thymidine kinase gene, was used to disrupt the region of interest. 
The construct was electroporated into 129S4/SvJae-derived J1 
embryonic stem cells and correctly targeted embryonic stem cells 
were injected into C57BL/6 blastocysts36 (Figure 73–2). The 
resulting Gata1neoδHS mice were anemic and demonstrated marked 
impairment in erythroid cell maturation36 because of an increased 
apoptotic rate due to a 4- to5-fold decrease in GATA-1 expression. 
However, the most striking finding was that these mutants were 
severely thrombocytopenic because of the almost complete lack 
of Gata1 expression in Mks that remain immature and release a 
few abnormally large platelets.37,38 The proliferative rate of GATA-
1low Mks is increased, while the expression of lineage-specifi c 
genes, including the mpl, glycoproteins Ibα and Ibβ, and platelet 
factor 4, is reduced.37,38 At the ultrastructural level, the Mks are 
blocked between stage I and II of maturation, and show poor 
organization of the α-granules due to a reduced expression of 
some α-granule-specifi c proteins, such as von Willebrand factor, 
or an atypical localization of other proteins, such as P-selectin, 
that, although being expressed at normal levels, are found on the 
demarcation membrane systems (DMS) rather than in the granules 
themselves39 (see also below).

In the original C57BL/6 mutant strain, the mortality was >90%
of the mutants around birth; however, when the mutation was 
introduced in the CD1 background in our laboratory by backcross-
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Figure 73–2. Generation and characterization 
of the GATA-1low mice. (A) The procedure 
employed to generate GATA-1low mice in the 
original C57BL/6 strain is described.34 HS, 
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presented.
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ing to CD1 mice, starting from one breeder pair of B6 mice pro-
vided by Dr. S. Orkin, most of the mutants survived to reach 
adulthood, and, although severely anemic at birth, recovered from 
their anemia within the first month. On the other hand, marked 
thrombocytopenia (with counts less than 10% of the normal value) 
is maintained throughout their life. Thrombocytopenia is due to 
impaired Mk maturation, since the number of Mks in the BM and 
spleen is markedly increased; these cells are of varying size, with 
a population of large, almost mature Mk together with smaller 
forms, which are often found in clusters, especially in the spleen.40

These morphological features, which resembled those observed 
in IM biopsies and in hematopoietic tissues from the TPOhigh mice, 
prompted us to investigate whether these mice would develop 
myelofi brosis.

By analyzing a large cohort of GATA-1low mice, we have been 
able to describe the natural history of myelofibrosis in these mice 
(Figure 73–3).40,41 During their first year, the only overt hemato-
logical abnormality of these mice is thrombocytopenia and splenic 
enlargement due to the expansion of the Mks lineage; after the 
fi rst month, they are no longer anemic, although a greater than 
normal degree of erythroid progenitor cell apoptosis persists, and 
they are able to mount a supraadequate response to anemia induc-
tion or EPO treatment.42 From the first year of life, the first signs 
of MMM appear, with a progressive reduction (up to one-fifth the 
normal value) of the nucleated cell content in the BM cavity, the 
appearance of BM reticulin fibrosis that proceeds to collagen fi ber 
deposition, and eventually osteosclerosis. The size of the spleen 
increases further (more than 5- to 10-fold that of the wild-type 
animals), and extramedullary hematopoiesis in the liver and less 
frequently in other organs can be detected. A moderate leukocy-
tosis, with a few immature myeloid cells but no blasts, and dac-
ryocytes with nucleated erythroblasts can be found in the PB. 
Thus, at 15–18 months of age, a full myelofibrotic phenotype is 
presented by the mice. However, unlike the mice overexpressing 
TPO, there is no leukemic terminal phase in the GATA-1low

animals, and the survival of the mice is not significantly reduced, 
since most die of old age at 20–24 months.40 It is of interest that 

these genetically modified animal models have been made possi-
ble by their development in a CD1 background, since the high 
mortality rate in the original C57BL/6 strain would have likely 
precluded their recognition. Furthermore, when the mutation was 
introduced in the DBA/2 background, these mice showed severe 
anemia but did not express a full myelofibrotic phenotype, includ-
ing extramedullary hematopoiesis and osteosclerosis. These 
observations point to the possible role of gene modifiers in the 
different strains, and might also configure a model to study the 
variability of the clinical phenotype of the disease in humans.43

The GATA-1low mice in the CD1 background are available from 
the Jackson Laboratories (at http://jaxmice.jax.org/, Strain Name: 
STOCK Gata1tm2Sho, Stock Number 004655).

THE JAK2V617F MODEL
The JAK2V617F model of myelofibrosis was established during 

investigations trying to determine the exact role of the JAK2V617F

mutation recently identified in MPDs.5–8 To analyze the conse-
quences of this mutation for normal hematopoiesis, two groups 
studied the in vivo effects of JAK2V617F expression in hematopoi-
etic cells using an adoptive transfer in recipient mice of marrow 
cells transduced by a retrovirus expressing JAK2V617F.44,45 Both 
studies demonstrated that mice transplanted with HSC expressing 
JAK2V617F develop a disease mimicking human PV, including 
its evolution toward the “spent” phase characterized by 
myelofi brosis.

In our study, we used a procedure similar to the one previously 
described for the TPO overexpressing model except that cocul-
tures were carried out in the presence of IL-3, IL-6, SCF, and 
TPO.44 Furthermore, virus-producing clones were generated from 
two infections of the GP + E86 cells with vesicular stomatitis 
virus (VSV)-G pseudotyped virus. Wernig et al. used transient 
transfections of 293T cells with the retroviral vector and the 
packaging plasmids to produce viral supernatants that were used 
to transduce 5FU-treated BM cells.45 The infection procedure was 
carried out in the presence of IL-3, IL-6, and SCF and consisted 
of 1 day of prestimulation followed by 2 successive days of brief 

Figure 73–3. The age-dependent development 
of myelofibrosis in GATA-1low mice.
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exposure to the virus supernatant (90 min for 1800 × g centrifuga-
tions). Recipients were treated with two serial sets of irradiation 
(5.5 Gy each), instead of one (9.5 Gy) in our study, before injec-
tion of the transduced BM cells.44 In both studies, bicistronic 
viruses carrying an IRESeGFP cassette were used with similar 
promoters [murine stem cell virus (MSCV) LTR derived].

During the 2–4 months of transplantation, using both strate-
gies, C57BL/6 mice rapidly developed polycythemia (hematocrit: 
60–90%) with reticulocytosis. Wernig et al. reported low EPO 
levels.45 A mild leukocytosis was observed with an excess of 
polynuclear elements and rare immature forms. The platelet size 
was increased but platelet counts remained normal except in one 
of our low JAK2V617F expresser groups, where transient mild 
thrombocytosis was observed. Myeloid hyperplasia of the marrow 
with Mk clusters was observed. Mild splenomegaly (2- to 3-fold) 
developed with expansion of the red pulp and hyperplasia of 
myeloid and erythroid cells (4- to 5-fold) and clusters of dysplas-
tic and apoptotic Mks with neutrophil emperipolesis. Wernig et
al. described decreased Mk ploidy and extramedulary hematopoi-
esis in the liver with myeloid, erythroid, and Mk cells.45 The total 
number of myeloid and erythroid progenitor cells increased due 
to the expansion of splenic hematopoiesis. Endogenous erythroid 
colonies (growing without addition of EPO) developed from BM 
and spleen cells (around 30% of the total CFU-E) and constitutive 
activation of JAK2 downstream effectors (Stat5, ERK1/2) was 
detected in spleen and BM cells. No fibrosis was observed at this 
stage. In our study, mice were followed for 4 months after BMT.44

During this late phase, the disease evolved to a very different 
phenotype. We observed abatement of polycythemia, abnormal 
red blood cell morphology, giant platelets as a sign of dysmega-
karyopoiesis, and fibrosis in the BM and spleen. Ultimately, 
development of severe fibrosis (with reticulin and collagen depo-
sition) in the BM and spleen was associated with anemia, throm-
bocytopenia, severe granulocytosis, marrow hypocellularity, 
and significant splenomegaly (6-fold). Mild osteosclerosis was 
observed in femurs. C57BL/6 mice usually survived over the 6-
month survey; however, 3 out of 18 mice in Wernig’s study45 and 
3 out of 65 mice in our study44 prematurely died with very ele-
vated white blood cell counts (58–102 × 109 cell/ml) with no sign 
of acute leukemia. The disease phenotype was not transplantable 
in sublethally irradiated mice but was transferable in lethally 
irradiated mice. Southern blots revealed oligoclonal retrovirally 
marked hematopoiesis early or late after transplantation.

Wernig et al. described a more dramatic phenotype in BALB/c 
than in C57B6 mice.45 These mice develop marked leukocytosis 
(up to 17-fold), huge splenomegaly (10-fold), and fibrosis at early 
stages (1 month post-BMT), and had a short survival (from 50 to 
95 days), suggesting that genetic modifiers are important in 
disease phenotype.45

In summary, these models demonstrated that high levels of 
JAK2V617F expression induce a disease with features similar to 
those observed in PV patients, including evolution into a myelo-
fi brosis-like disease. However, how a unique mutation can be 
involved in numerous diverse human disease phenotypes, such as 
in the MPD, is not explained by these models, and further work 
will be needed to establish the mechanisms leading to JAK2V617F-
positive pathologies that are not associated with erythrocytosis, 
especially as concerns MMM. Finally, this model offers a unique 
opportunity to assess novel therapeutic approaches for JAK2V617F-
positive PV.

THE MPLW515L MODEL
Searching for novel mutations involving other components of 

the JAK-STAT signal transduction pathway in JAK2V617F-negative
MPD, a novel somatic mutation in the transmembrane region of 
MPL was identified, resulting in a tryptophan-to-leucine substitu-
tion at codon 515 (MPLW515L).9 This mutation is present in approx-
imately 5–10% of JAK2V617F-negative IM patients,9,10 and results 
in constitutive activation of JAK-STAT signaling. Hematopoietic 
cells expressing MPLW515L showed a selective proliferative advan-
tage and a cytokine-independent growth when compared to wild-
type cells.9 With the aim to evaluate the relevance of this mutation 
in the pathogenesis of IM, a murine transplant assay was devel-
oped. Bone marrow cells were transduced with murine stem cell 
virus–internal ribosome entry site–enhanced green fl uorescent 
protein (MSCV-IRES-EGFP) vectors containing MPLWT or 
MPLW515L and transplanted into lethally irradiated BALB/c mice. 
Only mice transplanted with MPLW515L-transduced HSC devel-
oped, with a median latency of 18 days, a fully penetrant lethal 
myeloproliferative disease characterized by hepatomegaly and 
splenomegaly, leukocytosis, marked thrombocytosis, extramedul-
lary hematopoiesis, and myelofi brosis.9 Compared to MPLWT

mice, the BM of MPLW515L animals showed a predominance of 
maturing myeloid cells and atypical and dysplastic Mks, some-
time collected in clusters, that frequently exhibited the phenome-
non of emperipolesis of neutrophils in their cytoplasm. Similar 
fi ndings were reported in the spleen and the liver. When cultured 
in vitro, spleen cells derived from MPLW515L-transduced mice 
demonstrated a marked increase of MK-CFUs that originated 
larger colonies as compared to those derived from BM cells.9 In 
summary, this model offered a novel mechanism for activation of 
downstream signal transduction pathways in JAK2V617F-negative
MPD patients that results in myelofibrosis, and may represent a 
useful model for the study of drugs targeted to MPLW515L-harbor-
ing cells.

INSIGHTS FROM MURINE MODELS INTO THE 
PATHOGENESIS OF THE STROMAL REACTIONS 
IN MYELOFIBROSIS

The stromal reaction observed in the BM microenvironment 
in MMM is characterized by fibrosis (excessive deposits of extra-
cellular matrix proteins), osteosclerosis (new bone formation), 
and neoangiogenesis. This aberrant stromal reaction is known to 
be secondary to the stem cell disorder and is supposedly mediated 
by cytokines released by cells belonging to the abnormal clone, 
and especially from the Mks. Both the TPOhigh and the GATA-1low

mouse model have provided new insight into the pathogenesis of 
the stromal reaction. The role of transforming growth factor-β1
(TGF-β1) and osteoprotegerin (OPG) in the promotion of BM 
fi brosis and osteosclerosis, respectively, has been elucidated. 
Additionally, a possible mechanism for release of cytokines in the 
BM microenvironment by abnormal Mks has been identified in 
the process of emperipolesis. Finally, the role of the monocyte/
macrophage lineage in the promotion of the stromal reaction has 
been addressed in the TPOhigh model. Thus, both TPOhigh and 
GATA-1low mouse models have proved to be useful tools with 
which to investigate both the cytokines and the cells involved in 
the modification of the BM microenvironment that occurs in 
MMM.
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CYTOKINES INVOLVED IN THE STROMAL REACTION
Role of Transforming Growth Factor-b1 In vivo and in

vitro studies have involved several cytokines in the development 
of myelofibrosis, such as TGF-β1, platelet-derived growth factor 
(PDGF), or basic fibroblast growth factor (bFGF). Among these, 
TGF-β1 has been the most likely candidate based on indirect 
observations. First, it potently stimulates the production of extra-
cellular matrix components, by inducing fibroblasts to proliferate 
and secrete extracellular matrix and cell adhesion proteins, and 
prevents matrix degradation through the enhanced expression of 
protease that inhibits enzymes involved in the degradation of the 
extracellular matrix.46 Second, TGF-β1 promotes fibrosis of a 
variety of nonhematopoietic tissues.46 More recently, it has been 
shown to be directly involved in the pathogenesis of BM fi brosis 
in hairy cell leukemia.49 Third, increased plasma levels of TGF-β1
have been reported both in patients with MMM and in TPOhigh

mice, and increased levels of TGF-β1 were found in extracellular 
fl uids of BM and spleen in TPOhigh and GATA-1low mice.25

The prominent role of TGF-β1 in the promotion of BM fi brosis 
has been confirmed using the TPOhigh model.50 Lethally irradiated 
wild-type hosts (used because TGF-b1−/− mice die at weaning age 
from a multifocal inflammatory syndrome) were transplanted for 
long-term reconstitution with HSC from mice genetically defi -
cient for TGF-b1 (TGF-b1−/−) or from wild-type (TGF-b1+/+) mice 
infected with a retrovirus encoding the mouse TPO. Over the 4 
months of follow-up, TPO levels in plasma were markedly ele-
vated in both groups of mice and all animals typically developed 
a myeloproliferative syndrome characterized by thrombocytosis, 
leukocytosis, splenomegaly, increased numbers of progenitors in 
the PB, and extramedullary hematopoiesis. However, whereas 
prominent fibrosis was observed in BM and spleen from all mice 
engrafted with TGF-b1+/+ cells, none of the mice repopulated with 
TGF-b1−/− cells showed deposition of reticulin or collagen fi bers. 
In accordance with the development of fibrosis, latent TGF-β1
levels in plasma and extracellular fluids of the spleen from mice 
engrafted with TGF-b1+/+ cells were increased 4- to 8-fold over 
baseline levels, whereas no increase was detected in hosts 
engrafted with TGF-b1−/− hematopoietic cells. Taken together, 
these data strongly supported the prominent role of TGF-β1 pro-
duced by hematopoietic cells in the pathogenesis of myelofi brosis 
induced by high TPO levels. Significantly, increased levels of 
TGF-β1 are contained in the extracellular fluids of BM and spleen 
in GATA-1low mice, but they are 2- to 6-fold lower than those 
reported in the TPOhigh mice; it has been suggested that the dif-
ferent disease evolution and morbidity in these two animal models 
might be correlated with the levels of TGF-β1 in the BM micro-
environment.25 However, other growth factors, such as PDGF or 
bFGF, might also contribute to the development of fibrosis, and 
would require investigation. Finally, another mechanism remains 
unknown; this concerns the fact that TGF-β1 has to be activated 
to exert its biological effect. In fact, even if increased plasma 
levels of latent TGF-β1 were detected in TPOhigh mice, no increase 
in the active form of TGF-β1 was measured in the circulation.50

Accordingly, no fibrotic lesions were identified in distant organs 
known to be targets of the fibrogenic effect of TGF-β1, such as 
lung or kidney. This indicates that critical regulatory mechanisms 
controlling TGF-β1 activation must take place within the hema-
topoietic environment at secretion sites. These mechanisms 
responsible for the local activation of TGF-β1 are not yet under-
stood, but might involve potent in vivo activators of TGF-β1, such 

as thrombospondin-1 (TSP-1), integrins αvβ6, αIIbβ3, and αvβ3, or 
proteases. MKs and platelets synthesize and store TSP-1 in the 
same organelles as TGF-β1, and, moreover, they express integrins 
αIIbβ3 and αvβ3. Thus, Mks may participate in the local activation 
of TGF-β1; additionally, monocytes/macrophages are sources of 
cytokines that can activate TGF-β1 in vivo as well.

Role of Osteoprotegerin The rapid development in TPOhigh

mice of osteosclerosis also offered a model to investigate the 
underlying causes of abnormal bone growth. Bone remodeling 
depends on the tightly integrated activity of two distinct cell types, 
the osteoblasts (the bone-forming cells) and the osteoclasts (the 
bone-resorbing cells). Osteoblasts derive from mesenchymal pro-
genitors through the regulatory action of cell–cell and cell–matrix 
interactions and the actions of several growth factors such as 
TGF-β1, which could exert both stimulatory and inhibitory effects. 
Osteoclasts are monocyte-derived multinucleated cells. They 
require macrophage-colony-stimulating factor (M-CSF) for pro-
liferation and receptor activation of nuclear factor-Kappa-ligand 
(RANK-L), via its binding to the receptor RANK expressed at the 
surface of osteoclast progenitors, for differentiation and matura-
tion. OPG is a decoy soluble receptor that binds RANK-L and 
inhibits osteoclastogenesis.

The role of OPG in the development of osteosclerosis in 
TPOhigh mice was demonstrated using OPG-deficient mice 
(OPG−/−).51 Because these animals are viable and develop nor-
mally, the four combinations of graft/host were performed, allow-
ing the discrimination of the potential role of hematopoietic 
OPG (from donor cells) or stromal OPG (host cells). Regardless 
of the combination, all animals developed the expected myelopro-
liferative syndrome with BM fibrosis associated with increased 
TGF-β1 plasma levels. Osteosclerosis occurred only in OPG+/+

hosts regardless of donor cell genotype with a marked elevation 
of OPG plasma levels. In contrast, only rare bone growth was 
observed in OPG−/− hosts with no OPG detectable in the circula-
tion. These findings strongly suggest the role of the stromal OPG 
secreted by the host microenvironment in the promotion of osteo-
sclerosis. The mechanism leading to stromal OPG upregulation 
remains unknown, but it is not mediated by increased TGF-β1 in 
TPOhigh mice. Indeed, retrospective analysis of TPOhigh mice 
engrafted with TGF-b1−/− donor cells showed no correlation 
between TGF-β1 levels and OPG levels.51 All mice displayed 
similarly increased OPG plasma levels regardless of donor cell 
genotype (TGF-b1−/− or TGF-b1+/+). However, TPOhigh mice 
engrafted with TGF-b1−/− donor cells developed a delayed osteo-
sclerosis compared to the control group, suggesting the involve-
ment of TGF-β1 in this process, likely by stimulating osteoblasts 
proliferation. Furthermore, a recent study showed that TPOhigh

mice also displayed also high plasma levels of IL-1, which was 
demonstrated to originate in part from platelets.27 This cytokine 
may be involved in stromal OPG upregulation as well. Osteoscle-
rosis and increased bone mRNA levels for osteocalcin are also 
developed by GATA-1low mice, starting around the sixth month of 
age. By crossing experiments, it has been observed that the extent 
of osteosclerosis is dependent on the strain employed, since bone 
marrow formation is maximal in C57BL/6 mice, very limited in 
DB/2 mice, and intermediate in the standard CD1 strain;43 thus 
these models offer the opportunity to study novel factors implied 
in the process of osteosclerosis. Although GATA-1low Mks are able 
to promote osteoblast proliferation in vitro by direct cell contact,52

we failed to demonstrate an in vivo correlation between the 
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number of Mks in the BM of different mutated strains and the 
degree of osteosclerosis.43

CELLS INVOLVED IN THE STROMAL REACTION
Prominent Role of Megakaryocytes and the Process of 

Emperipolesis Several lines of evidence, obtained both from 
studies of patients with MMM and from murine models as 
described above, favor a crucial role of Mks in the development 
of the stromal reaction (Figure 73–4). First, Mks and platelets are 
the main source of TGF-β1. Second, hyperplasia and disturbed 
differentiation of Mks are observed in MMM patients and in 
both TPOhigh and GATA-1low mice. In addition, on BM biopsies, 
Mks are often found in close proximity to or surrounded by 
reticulin fibers, both in humans and mice. Third, BM fi brosis 
is associated with other diseases involving Mks, such as mega-
karyoblastic leukemia or gray platelets syndrome, and is also 
presented by other genetically modified animals (Table 73–1). 
TPOhigh mice display Mk hyperplasia with dysmorphic Mks, sug-
gesting that a long-lasting high production of TPO could affect 
Mk maturation. However, since GATA-1low mice display normal 
levels of plasma TPO, notwithstanding their severe lifelong 
thrombocytopenia (likely because of TPO sequestration by the 
enlarged Mk mass), it seems unlikely that myelofibrosis in these 
mice is linked to TPO overstimulation. However, interestingly 
enough, Mks from mice treated with high TPO doses expressed 
low GATA-1 levels, positioning TPO/MPL and GATA-1 in a 
downstream relationship in the pathogenesis of the development 
of abnormal megakaryocytopoiesis and myelofi brosis.25 How a 
high level of TPO can induce a dysmegakaryopoiesis remains 
unknown. One hypothesis is that a long-lasting TPO stimulation 
leads to MPL traffic defects and altered signaling (S. Constanti-
nescu, unpublished data).

One possible mechanism for inappropriate cytokine release in 
MMM could be a pathological form of emperipolesis. This rare 

physiological process is defined by the random passage of differ-
ent types of BM cells through the Mk cytoplasm without any 
important consequences for either the host or the invading cells. 
An increased frequency of neutrophil polymorphonuclear (PMN) 
cell emperipolesis within Mks is a common feature shared by the 
majority of patients suffering from extreme thrombocytosis (either 
reactive or myeloproliferative), but is not necessarily associated 
with BM fi brosis.53 On the other hand, both in patients with MMM 
and in TPOhigh and GATA-1low mice, increased neutrophil and 
eosinophil PMN cell emperipolesis related to abnormal P-selectin 
localization on the DMS has been described.54 The Mks from both 
these mice contain very few normal, mature α-granules; rather 
they have the appearance of large empty vacuoles derived from 
the Golgi apparatus and are almost devoid of normal constituents. 
In particular, P-selectin (GMP-140, CD62), a leukocyte receptor 
and a normal constituent of α-granules from which it is released 
during platelet activation, is found in small vacuolar structures 
scattered in the cytoplasm and on the membranes of DMS.39 A 
model has been proposed by which the increased PMN emperipole-
sis in Mks, favored by the abnormal P-selectin localization on the 
DMS, would result in paraapoptosis of Mks due to the release of 
neutrophil enzymes in the cytoplasm; in fact, the cytoplasm of 
engulfed PMN is almost devoid of myeloperoxidase-positive 
granules, which conversely can be found in the Mk cytoplasm. 
This pathological and specific interaction between Mks and PMN 
cells could lead progressively to PMN-mediated Mk destruction, 
especially by causing α-granule lysis and the discharge of growth 
factors, including TGF-β1 normally contained in the granules, 
outside the Mk itself in the BM microenvironment through the 
DMS. This would finally result in the stimulation of reticulin and 
collagen synthesis and deposition by fi broblasts.37

Eventually, this same sequence of events might play a role in 
the constitutive mobilization of HSC in the circulation, which is 
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characteristic of both the murine models and patients with 
MMM.55–57 The PMN proteases released through the process of 
emperipolesis might result in the cleavage of adhesion receptors 
from the surface of the cells constituting the hematopoietic niche 
in the BM, as well as from the membrane of HSC, similar to what 
happens in the HSC mobilization induced by granulocyte-colony-
stimulating factor (G-CSF).

Minor Role of Monocyte/Macrophage A central role for 
the changes occurring in the monocyte/macrophage lineage in the 
BM microenvironment in MMM has been supported by two dif-
ferent observations. First, Rameshwar et al reported that mono-
cytes from patients with MMM were spontaneously activated and 
abnormally secreted TGF-β1.58 Second, Frey et al. reported that 
TPO overexpression in SCID mice, but not in NOD/SCID mice, 
led to BM fibrosis, indicating a prominent role for the monocyte/
macrophage lineage in the promotion of the stromal reaction.19

However, a recent study demonstrated that NOD/SCID mice 
exposed to high TPO levels developed marrow fibrosis, strongly 
suggesting that fully functional monocytes are not required for 
the stromal reaction to occur, and pointing again to Mk as the key 
cell responsible for the pathogenesis of the changes in the BM 
microenvironment.27

RELEVANCE OF MURINE MODELS FOR 
HUMAN MYELOFIBROSIS

Since TPOhigh models were first described, the role played by 
the TPO/MPL pathway in MMM has been elucidated. Recently 
two activating mutations of MPL, MPLW515L and MPLW515K, have 
been described in 10% of MMM patients and have been shown 
to induce fibrosis in mice.9,10 Furthermore, the activating JAK2V617F

mutation, found in 50% of MMM, also induces fibrosis in mice59

and is directly linked to deregulated MPL signaling. On the other 
hand, although mutations in GATA1 have not been reported to 
occur in MMM, the levels of GATA-1 in the MKs from MMM 
patients are significantly reduced, independent of JAK2 muta-
tional status, which points to a defect in the GATA-1-dependent 
pathway(s).60 Thus, there is enough to suggest that the down-
stream relationship existing between the TPOhigh and the GATA-
1low animal models would mirror the situation in human disease. 
Furthermore, it is likely that the prominent role of TGF-β1 in 
fi brosis and of OPG in the promotion of osteosclerosis, shown 
with these models, will also be confirmed in the new animal 
models of MMM; of interest, abnormalities in OPG levels have 
already been described in human MMM.61

In conclusion, even though the newly discovered molecular 
lesions as a basis for MMM in humans appear to be different from 
those found in the animal models, these models have been shown 
to recapitulate the same cascade of events that culminate in the 
specifi c phenotypic abnormalities of the human disorder. Thus, 
these animal models are expected to further improve our under-
standing of the pathogenesis of MMM, with potential clinical 
implications, not to mention their usefulness for testing novel 
therapeutic agents to treat this incurable disease.62–76
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ABSTRACT
To assess the efficacy of engineered tissues, it is necessary to 

have (1) appropriate large animal models that mimic the clinical 
setting and (2) relevant methods of monitoring the biofuntionality 
of these tissues. However, developing these tissue constructs is a 
step-by-step process in which numerous variables such as scaffold 
design, source of stem cells and mode of growth factor application 
have to be optimized. After an in vitro optimization phase, the use 
of small animal models to optimize these various parameters and 
sort out any teething problems is recommended before launching 
into large animal models. Depending on the experimental aims, 
engineered tissues can be transplanted into either ectopic sites 
(subcutaneously or intramuscularly) or orthotopic sites. In all 
these experimental studies, non invasive imaging methods (X-ray, 
magnetic resonance, in vivo fluorescence, ultrasound imaging 
methods, etc.) as well as detailed quantitative molecular and his-
tological analyses have been used to monitor the in vivo behavior 
of the engineered constructs. In this chapter we take stock of the 
present state of the art in this fi eld.

Key Words: Bone, Bone healing, Tissue engineering, Stem 
cells, Growth factors, Biomechanics.

GENERAL CONSIDERATIONS
Tissue engineering and regenerative medicine are new research 

areas dealing with how to repair and regenerate organs and tissues 
using the natural signaling pathways and components of the 
organism. Basically, the three primary constituents of a tissue-
engineering approach are (1) cells, (2) a scaffold for delivering 
and/or retaining cells, and (3) bioactive factors.1

The development of bioengineered bone constructs is a step-
by-step process that begins with a preliminary but essential in
vitro optimization step in which parameters such as scaffold 
design, cell proliferation, cell behavior on the material surface, 
cell osteogenic capability, and the kinetics of bioactive factor 
release are assessed.

After this necessary in vitro optimization phase, and because 
the ultimate goal of this approach is the reconstruction of a func-
tional tissue that requires a complex biological and biomechanical 
in vivo environment, the use of animal models usually constitutes 
the next step of the bone construct developmental process before 

eventually performing human clinical trials. Animal models have 
therefore been consistently used to study and test the primary 
constituents separately, in various combinations, and lastly, within 
a defective bone site. Animal tests are a long and cumbersome 
stage in the bone construct developmental process because of the 
large number of biological and biomechanical variables that have 
to be assessed before it is possible to apply this engineering 
approach in the setting of human clinical practice.

CRITERIA FOR APPROPRIATE CHOICE OF 
ANIMAL MODELS IN BONE REPAIR

As previously stated by Einhorn,2 “appropriate use of animal 
models in tissue-engineering research begins with careful consid-
eration of the question asked.”2 Since many questions can poten-
tially be asked in the field of tissue engineering, the answers are 
usually obtained using different animal models. The problem to 
be solved should therefore first be clearly identified in order to 
defi ne the most appropriate experimental model. The complexity 
of the experimental design will depend on the criteria to be 
assessed (biochemical, molecular, mechanical testing, histology, 
functionality, etc.). It is worth noting that however carefully the 
experimental design and the equipment required are planned and 
however suitable the animal model selected may be, the results 
of studies involving no negative and positive control data that can 
be used to make comparisons will be useless, irrelevant, or worse 
still, misleading. Thus, determining the appropriateness of an 
animal model can be the most difficult and time-consuming aspect 
of the study design.

The focus of the study, especially whether it is biological, 
mechanical, or both, is a significant point. If biological issues are 
at stake, small, skeletally mature animals may be useful, and since 
these animals are inexpensive and give fast healing times, they 
can be used to set up large pools of data. Many biological tissue 
engineering questions can be answered using relatively simple 
small animal models. For instance, experiments in which con-
struct is implanted into ectopic (subcutaneous or intramuscular) 
sites in small animals make it possible to easily determine the 
biocompatibility, biodegradability, osteointegration, osteoconduc-
tivity, and osteoinductive and osteogenic potential of the bone 
engineered construct in vivo. Larger, more expensive animals can 
be more suitable for studies that involve biomechanical issues 
because they simulate more closely the size and structure of 
human bones. Large animal models simulating the clinical situa-

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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tion as closely as possible are also usually preferred for preclinical 
trials.

The size of the defect in which the biomaterial will be tested, 
whether it is critical or noncritical (i.e., whether or not the defect 
will heal spontaneously during the animal’s lifetime), its location 
(see below for various orthotopic implantations), as well as the 
mechanical environment (nonloaded or loaded models) are also 
critical factors. In addition, while the relevance of the model is of 
utmost importance, other parameters such as surgical feasibility 
and reproducibility, animal morbidity, and technical and fi nancial 
constraints also have to be taken into account.

As far as bone tissue engineering is concerned, the main ques-
tions that arise tend to focus on the selection of the cell source, 
the scaffold material(s), the appropriate growth factor(s), the 
growth factor concentration required, and the mode of application 
(carrier systems and/or release mechanisms, for example).

CELL-RELATED CRITERIA Osteoprogenitor cells for the 
development of bioengineered bone have been isolated from a 
variety of tissues including periosteum, bone marrow, and adipose 
tissue, which are the most popular sources. The yield obtained in 
terms of the skeletal cell isolation rates and the osteogenic poten-
tial of material obtained from animal species shows some vari-
ability. For instance, harvested murine bone-marrow-derived 
stromal cells (BMSCs) are usually contaminated by the hemato-
poietic fraction,3 isolation of rabbit BMSCs is weakly reproduc-
ible,4 and sheep BMSCs show very weak levels of expression of 
alkaline phosphatase, an early marker of osteoblast differentia-
tion. Cells can also be defined depending on their donor, which 
can determine the choice of animal model. Skeletal stem cells can 
be harvested from the animal into which they will be reimplanted 
(this is known as an autologous source), for instance. Although 
this autologous approach ensures the immunocompatibility of the 
cellular component, it has several drawbacks: (1) it is time con-
suming and cumbersome, since many animals are required to be 
able to perform statistically significant data analysis, (2) it is dif-
fi cult to obtain cells showing a reproducible and consistent osteo-
genic potential from different animals, and (3) when using small 
animals, additional animals (from genetically identical animals, 
such as twins, clones, or highly inbred research animal models) 
have to be sacrificed to harvest a sufficiently large cellular sample. 
Last, for the sake of greater clinical relevance, skeletal stem cells 
are often harvested from human patients (xenogeneic source). 
However, the use of human cells involves implanting a hybrid 
construct into immunocompromised nude or severely combined 
immunodefi cient (SCID) animals in which the humoral and cel-
lular immune system is immature.5 Only nude or SCID mice and 
nude rats are currently available for this purpose on the market, 
which drastically reduces the range of possible animal models 
when using human cellular components; in addition, the cost of 
these immunocompromised animals is usually 5- to 6-fold higher 
than that of their wild-type homologs. In specific cases in which 
it is necessary to assess the osteogenicity of xenogeneic cells 
grown in vitro, the diffusion chamber assay can be used. Cells are 
inoculated into a small chamber made of semipermeable mem-
branes allowing the diffusion of gases and nutrients, while shield-
ing xenogeneic cells from invading host cells.6,7

Some new cellular models have been recently developed 
using novel genetic methods developed for tissue-engineering 
applications. Genetically engineered cells that express (either 
constitutively or under the control of specific promoters) protein 

reporters such as enhanced green fluorescent protein (GFP) or 
luciferase were designed to track cells implanted in vivo.8

Fluorescent and bioluminescent imaging methods provide a new 
noninvasive means of imaging the spatial patterns of marker 
gene expression. Several aspects of bone formation can thus be 
followed in individual animals from the time of implantation up 
to the moment when newly formed bone is remodeled and fully 
integrated.9,10 While techniques of this kind open promising new 
perspectives, their use is nevertheless restricted to small-sized 
animal models.

SCAFFOLD-RELATED CRITERIA Scaffolds are mainly 
used for the delivery and retention of osteogenic cells in bone 
tissue engineering. Apart from serving as a mechanical substrate, 
scaffolds provide a favorable environment in which bone cells 
can migrate, proliferate, differentiate, and deposit bone matrix 
(i.e., they promote osteoconduction). Subcutaneous or intramus-
cular implantation is usually performed to test the biocompatibil-
ity and biodegradation/bioresorption of the scaffold, mostly in rats 
and lagomorphs for the sake of economy and technical simplicity. 
The size, shape (massive, granular, or even injectable), hardness, 
and chemical composition are the main parameters of the scaffold 
that have to be taken into consideration when choosing the animal 
species (small vs. large animals), the anatomical site (an intra-
membranous vs. endochondral bone site; a load-bearing vs. a 
non-load-bearing site), and the shape of the bone defect (a closed 
cavity vs. an open defect that will require additional fi xing 
devices).

GROWTH FACTOR-RELATED CRITERIA Growth factors 
could be used to enhance the proliferation and differentiation of 
host or implanted osteoprogenitors as well as to promote local 
processes of angiogenesis. Strategies involving the use of bone 
morphogenetic proteins (BMPs), which induce differentiation of 
uncommitted progenitors into osteoblasts,11 or angioinductive 
growth factors such as vascular endothelial growth factor (VEGF) 
or platelet-derived growth factor (PDGF)12 seem to be particularly 
promising. Bioactive molecules are usually incorporated onto or 
into a three-dimensional scaffold. Simple tests can be performed 
on ectopic sites to assess the bioactivity of molecules. For instance, 
the osteoinductivity of BMPs is classically assessed by quantify-
ing the rates of new bone formation after implanting BMPs at 
intramuscular or subcutaneous sites in rodents 3–4 weeks previ-
ously. When methods of this kind are used at orthopic sites, it is 
the features of the carrier material (see the previous section) rather 
than the type of growth factor applied that will determine the 
choice of animal model to be used.

The kinetics of growth factor release are of crucial importance, 
since the cellular response to biological stimuli will depend on 
the amount of biomolecule released and the time lapse of cell 
exposure. It is therefore essential to determine the in vivo phar-
macokinetic profiles of the growth factors used in innovative 
delivery systems by tagging the protein before its implantation 
(for instance, using radioactive, fluorescent, biotinylated labels or 
Flag fusion protein production). Experiments along these lines 
could easily be performed ectopically or orthopically on small-
sized animals.

Based on these considerations relating to the constituents of 
engineered bone constructs, in many cases the variables of interest 
can be tested using relatively simple models. However, most of 
the studies carried out so far on the monitoring of biological cues 
in the context of the whole organism have been restricted to the 
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use of rodent models. Small-sized animal models can therefore 
be used to optimize many of the steps involved, although the 
results obtained will have to be applicable to medium- and large-
sized animal models in order to simulate human clinical settings 
more closely.

DECISION MAKING: ANIMAL MODELS 
CURRENTLY USED IN TISSUE ENGINEERED 
BONE CONSTRUCT ASSESSMENT

Whereas evaluation of tissue engineered bone construct 
(TEBC) biofunctionality is independent of its future field of appli-
cation and is always performed in the same animal models, pre-
clinical evaluations are performed in an animal model that refl ects 
a specific human clinical setting.

PRELIMINARY ASSESSMENT OF THE BIOFUNCTIONAL-
ITY OF NEW TISSUE ENGINEERED BONE CONSTRUCTS

Heterotopic Implantation Subcutaneous or intramuscular 
implantation is the gold standard for testing the biocompatibility 
as well as the osteogenic and osteoinductive potential of bone 
constructs in vivo. These simple surgical procedures are mostly 
performed on rats and rabbits for financial reasons and because 
of their technical simplicity, but they have also been tested on 
larger species such as sheep13 and goats14 in cases involving larger, 
clinically sized implants where cell survival is a major concern. 
The TEBCs are usually directly implanted into the recipient bed. 
Alternatively, the fate of in vitro expanded cells can be monitored 
by inoculating them into diffusion chambers prior to their implan-
tation. The nucleopore filters of the diffusion chambers prevent 
the invasion of implanted material by host cells, while allowing 
the diffusion of nutrients and cell contacts through the pores. 
Intraperitoneal implantation of these chambers is also being cur-
rently performed.15–17

Orthotopic Implantation Orthotopic implantation methods 
make it possible to assess the osteoconductivity and osteointegra-

tion of the implanted material as well as its biodegradability in a 
bone environment. Rat calvaria is the gold standard model used 
for orthotopic implantation purposes. Calvaria, which develops 
from a membrane precursor, has a poor blood supply and rela-
tively little bone marrow. Calvarial defects therefore create a 
hostile environment for bone healing. Single midsagittal 8-mm 
circular lesions18 and bilateral 5-mm parietal lesions19 can be 
created in rats: both result in critical size defects (CSDs) as they 
give rise to a fibrous nonunion when bone loss is not replaced 
(Figure 74–1A). Craniotomies are easy to perform, have low 
morbidity rates, and are highly reproducible if performed with a 
circular trephine. Material of all kinds can be tested in that loca-
tion, which is particularly well suited for assaying granular or 
paste-like materials. Moreover, a large number of animals can be 
operated on allowing significant statistical analysis. Laterally per-
formed craniotomies have the advantage of allowing paired design 
and minimized morbidity while avoiding accidental damage to the 
midsagittal sinus. Yet the close vicinity of adjacent defects may 
allow substance diffusion and impair model relevance.20

Bone chamber models implanted in the diaphysis of long bones 
can be used to test some scaffold material in a reproducible loading 
or unloading environment. Bone chambers have been occasionally 
used at the femoral level in the rabbit and goat (1) to compare scaf-
folds loaded with various growth factor concentrations, (2) to study 
differences in scaffold processing, and (3) to assess the effects of 
loads on bone healing. The material to be tested is implanted in a 
titanium chamber where tissue ingrowth can occur. Depending on 
the type of chamber used, either single or repeated sampling 
procedures can be carried out. Repeated sampling is useful as it 
significantly reduces the number of animals to be operated on.

PRECLINICAL EVALUATIONS OF AUGMENTING BONE-
HEALING PROPERTIES IN BONE REPLACEMENT PROCE-
DURES A relevant animal model for the preclinical evaluation 
of a TEBC will (1) mimic the surgical technique that is utilized 

Figure 74–1. (A) Four-week postoperative rat calvaria bone defects 
left empty. (B) One-month postoperative microradiography of 
metaphyseal defects created in rabbit distal femoral condyles and 

fi lled with a TEBC. (C) Four-week postoperative rabbit ulnar defect 
fi lled with a TEBC.
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in humans, (2) yield rates of nonunion similar to those 
observed in humans, (3) mimic the biomechanical environment 
present in humans, and (4) include animals receiving autografts 
(positive controls) as well as untreated animals (negative con-
trols). The difficulty of inducing new bone formation depends 
partly on the anatomical location at which the construct is tested 
(metaphyseal or diaphyseal bone or spine, for example). The 
success of a TEBC performed at one anatomical site is therefore 
not predictive of its performances at another location.

Cranial Surgery Studies on calvarial, parietal, and skull 
defects have been performed on rabbit, dog, sheep, minipig, and 
nonhuman primate (NHP) (Table 74–1).18,20–22 These lesions are 
easy to create, are highly reproducible, and involve low morbidity 
rates. The experimental designs used in these studies accurately 
refl ect the clinical settings in which human cranioplasty is per-
formed, although the calvarial regenerative capacity of animals is 
greater than that of humans, in whom the calvaria is devoid of 
muscle insertions. Several defects can be created in the same 
animal in order to compare different biomaterials and to obtain 
negative and positive control data on the same animal. Up to 12 
22-mm lesions per animal have been created, for example, by 
Viljanen on sheep.20

MAXILLOFACIAL SURGERY
Filling Defects Filling defects in maxillofacial surgery often 

result from alveolar bone resorption at tooth extraction sites 
(Table 74–1). Suitable models have been developed in the dog by 
performing mandibular and maxillary premolar extractions.23

Bone fillers have also recently been tested on unicortical or bicor-
tical mandibular filling defects induced in dogs,21 miniature pigs,24

and sheep.25 Mandibular defects have several advantages over 
periodontal wounds25: (1) they can be standardized in terms of 
their size and shape, (2) they involve a closed wound rather than 
an open wound, as occurs in the mouth, and (3) the only tissue 
regenerated is bone. Calvarial defects such as those described in 
rabbits, dogs, and NHPs are also currently used because of the 

anatomical similarities existing with the human mandible (two 
cortical plates with intervening cancellous bone).18 Critical-sized 
nasal defects have been recently described in large Sprague–
Dawley rats.26 The advantage is that these defects involve an 
endochondral type of bone, whereas calvarial defects are induced 
in a membranous type of bone.

Segmental Bone Defects Mandibular discontinuity defects 
have been induced for experimental purposes to mimic the seg-
mental bone resections that are currently performed in oncological 
maxillofacial surgery. These models partly reproduce the adverse 
clinical settings in which bone replacement usually takes place 
during maxillofacial surgery: (1) bone loading requires preventing 
segmental motion using bone fixation procedures when perform-
ing extensive bone resection, and (2) bone replacement is per-
formed in the vicinity of a potentially highly contaminated site. 
Masticatory stresses differ, however, between humans and animals 
and vary from one species to another, depending on nutritional 
habits. Models have been described in the rat, rabbit, dog, sheep, 
and NHP.21,27 As previously stated by Hollinger and Klein-
schmidt,21 mandibular bone is very thin in rodents and rabbits and 
ensuring the retention of implants is a challenging problem. We 
do not recommend the use of mandibular resection on these 
species: it is preferable to induce mandibular discontinuity defects 
in dogs, sheep, or NHPs, where they are easier to perform. 
Although there is little objective information available on the 
subject, Schmitz and Hollinger18 have suggested that mandibular 
CSD can be as long as 40 mm in adult foxhounds and up to 25% 
of the total length of the mandible in NHPs. Mandibular resections 
are prone to postoperative infections, and when they are exten-
sive, they are difficult to stabilize. Complications can be mini-
mized by (1) performing preventive extraction of the teeth 
bordering the defect (including the maxillary teeth) 2 weeks 
before bone resection,21 (2) using submandibular approaches to 
prevent intraoral perforation, and (3) ensuring mandibular bone 
fi xation with bone plates.

Table 74–1
Animal models currently used in preclinical trials in the field of cranial and maxillofacial surgerya

Animal species References Bone
Defect length 
(mm) BFT

Observation
period (weeks)

Negative
controls CSD Morbidity

Bosch et al.19 Calvaria  8 − 34–52 + + +
Rat Lindsey et al.26 Nasal bone 20 × 8 − 24 + + 0
Rabbit Frame29 Calvaria 15 − 36 + + 0
Dog Prolo et al.30 Calvaria 20 − 24 + + 0

Hjorting-Hansen and 
Andreasen31

Mandible  8 − 16 + 0

Leake and Rappoport32 Mandible 30 APT 24 + ++
Pig Lindholm et al.33 Skull −
Sheep Viljanen et al.20 Calvaria 22 − + + 0

Salmon and Duncan25

Schliepake et al.27 Mandible  9 − 6–12 0
Hanson et al.28 Mandible Unicortical − + + 0

Orbital wall –
− 24 − 0

15 × 20
NHP Hollinger and 

Kleinschmidt21
Calvaria 15 −  8 + 0

aBFT, bone fixation technique; CSD, critical size defect; APT, alloplastic trays; NHP, nonhuman primate.
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Orbital wall defects have been performed in sheep.28 The 
reproducibility of this model may be greater than in the case of 
mandibular defects and the morbidity may be lower, but as these 
defects are located in nonloaded bones, this model should be used 
only to test material to be used with unloaded bones.

ORTHOPEDIC SURGERY
Filling Defects Many TEBCs are used as “bone fillers” to 

deal with defects resulting from either bone sampling for grafting 
procedures, metaphyseal traumas, or surgical removal of benign 
or malignant tumors. Bone fillers are engineered as paste-like, 
granula, or massive (preset blocks) materials and experimental 
defects must be compatible with these specific presentations.29–33

Standardized metaphyseal defects have been induced in rabbit34

and sheep35 distal femoral condyles (Figure 74–1B) and in the dog 
proximal tibia.36 These defects do not require any special addi-
tional immobilization and since they are highly reproducible, sta-
tistical analysis can be carried out on the histological data obtained. 
Defective lumens are sealed either with a bone flap or with meth-
ylmethacrylate cement to prevent the leakage of material. As they 
are located in loaded bones, these defects are more useful than 
the critical size ilial defect induced in the goat.37

TEBCs are also used as bone fillers in vertebroplasties to 
maintain or augment vertebral body volume in patients with bone 
loss resulting from osteoporosis or tumor removal. A sheep model 
for vertebral bone loss has been described38 in which a defect is 
created surgically in the lumbar vertebral body, and either left 
intact (negative controls) or filled with coral (using an innovative 
technique) (Figure 74–2A) or with an autologous corticocancel-
lous graft (positive controls).

Segmental Bone Defects According to Keys’s hypothesis, 
under experimental conditions, a segmental long bone defect 1.5 
times the size of the diaphyseal diameter will be beyond the 
regenerative capacities of bone in skeletally mature dogs and will 
result in nonunion when the missing bone is not replaced.39 This 
hypothesis was also found to hold true in the case of feline tibia.40

The length of the bone resections at which nonunion occurs is 
species and bone dependent and must therefore be established 
whenever a new model is developed (negative controls). Key’s 
fi ndings nevertheless roughly apply to many species (dogs, cats, 
pigs, sheep, NHPs) and can serve as guidelines for developing 
new models (Table 74–2). Rodents and rabbits are exceptions to 
this rule, however, as only much longer resections are associated 
with nonunion in these species.

As mentioned above, segmental defects must be kept in a per-
fectly stable biomechanical environment while healing occurs. 
Weight bearing is more difficult to prevent in animals than in 
humans; however. Achilles tenotomy is not a reliable adjunctive 
technique as it prevents weight bearing for only a short time.41

Models in which bone fixation techniques (such as locked intra-
medullary nailing, bone plating) are used appropriately to neutral-
ize any forces generated are therefore preferable to unlocked 
intramedullary nailing or external devices such as plaster casts, 
which do not neutralize the compression, traction, or rotation 
forces. Although external fixation methods may be satisfactory 
from the biomechanical point of view, they have several limita-
tions: (1) the weight bearing pattern is irregular, and (2) bone lysis 
occurs around the pins with time, thus causing instability and 
reducing the reproducibility and relevance of the model.42,43

Figure 74–2. (A) Immediate postoperative radiograph of a surgically created vertebral defect filled with coral granules. Radiograph of a 16-
week postoperative sheep metatarsal defects left empty (B) or filled with an autologous bone graft (C).
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Femoral resection has been performed on rats: 5- to 8-mm-
long bone resections (20–25% of the femoral bone length) stabi-
lized by custom-made bone plates44 or external fixation devices45

were found to result in nonunion after approximately 12 weeks.
The rabbit ulna is one of the most commonly used segmental 

long bone resection models.46,47 In this case, remedial surgical 
procedures can be performed bilaterally,48 they are easy to perform, 
and no internal fixation is normally required, as radioulnar syn-
ostosis makes for ulnar stability. The ulna is a weight-bearing 
bone with which implant loading is possible and the morbidity 
rate is low. This method has several limitations, however: (1) 
spontaneous bone healing occurs in 30% of the animals after 10-

mm-long resections; since bone healing with 20-mm-long ostec-
tomies has been observed, this is more of a model for delayed 
bone healing than for CSDs49; (2) bone curvature and synostosis 
make implant positioning and stabilization difficult to achieve 
when solid materials are used; and (3) individual variations in 
bone curvatures reduce the reproducibility of the procedures used 
to sample bone for histological analysis and biomechanical assays. 
Radial resections performed on rabbits suffer from the same dis-
advantages.50 Tibial resections stabilized using unlocked intra-
medullary nailing methods have been reported to be associated 
with rotational instability and high rates of morbidity, which pre-
clude their use.51

Table 74–2
Animal models used in preclinical trials involving long bone segmental resectiona

Animal
species References Bone

Resection
length
(mm) BFT

Observation
period
(weeks)

Negative
controls CSD

Positive
controls Morbidity

Rat Werntz et al.64 Femur  5 Bone plate 12 + + − ND
Einhorn et al.45 Femur  6 External fi xator 12 + + − ND
Wolff and Stevenson44 Femur  8 Bone plate  8–16 − ND − ND

Rabbit Dahners65 Ulna 10 −  6 + − + ND
Gaullier66 Ulna 20 IM pin  8 + − − −
Bolander and Balian46 Ulna 20 − 12 + + + −
Wittbjer et al.50 Radius 12 −  4 − ND − −
Kitsugi et al.51 Tibia 16 IM pin 25 ND − − +++

Dog Johnson et al.43 Radius 25 External fi xator 24 + − + +
Johnson et al.55 Ulna 35 Bone plate 14 − ND + ND
Bruder et al.53 Femur 20 Bone plate 16 + + − −
Cong et al.52 Femur 15 Bone plate  8–24 − ND − ND
Johnson et al.54 Tibia 15 External fi xator 12 + − + +

Cat Toombs et al.40

Tooms and Wallace67
Tibia 10 Bone plate 12 + + + −

Pig Sendowski et al.60 Femur 25 External fi xator 
or bone plate

24 − ND − +++
Sendowski et al.60

Minipig Meinig et al.59 Femur 25 − 24 − ND − +++
Minipig Ehrnberg et al.68 Radius 30 Bone plate 12 + − − −

Gerhart et al.69

Sheep Wippermann et al.41 Femur 40 External fi xator 16 + + − +
DenBoer et al.70 Femur 25 Bone plate 12 + + +
Muir et al.57 Tibia 20 12 + − + +
Gao56 Tibia 30 Bone plate 12 + − + +
Mastrogiacomo et al.71 Tibia 50 Locked IM pin 14 − ND + −

Locked IM pin −
Viateau et al.58 Tibia 25 Two bone plates 16 − ND −

Tibia 48 Bone plate 12–24–48– − ND − −
Metatarsus 25 Bone plate 96 + + + +++

16
NHP Andersson et al.62,63 Humerus 50 Bone plate 24–240 − ND − −

Andersson et al.62,63 Femur 76 Bone plate 24–240 − ND − −
Andersson et al.62,63 Tibia 63 Bone plate 24–240 − ND − −
Cook et al.61 Ulna 20 External 

coaptation
20 − ND − −

Cook et al.61 Tibia 20 IM pin +
external
coaptation

20 − ND − −

aBFT, bone fixation technique; CSD, critical size defects; IM, intramuscular; NHP, nonhuman primate.
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A highly reproducible CSD model has been developed based 
on the cat tibia.40 Femoral,46,52,53 tibial,54 radial,43 and ulnar55 resec-
tions performed on dogs were stabilized using either bone 
plating52,53 or external fixation methods.43,54 Some of these models 
have shown spontaneous bone healing and are therefore not 
appropriate models for CSDs.43 It was found that 25-mm-long 
ulnar resections performed on dogs have the same advantages and 
disadvantages as those described in the rabbit. Radial synostosis 
is nevertheless more strictly localized in dogs than in rabbits, 
which simplifies the positioning and stabilization of the 
implants.

Femoral resections stabilized by means of bone plates and 
tibial resections stabilized using either bone plates56 or an intra-
medullary interlocking nail57 have been performed in sheep. The 
recently described metatarsal resection method58 has many advan-
tages: (1) it is a true CSD, as fibrous nonunion was observed in 
25-mm-long bone defects after a 4-month observation period, (2) 
it is performed in a straight bone lending itself to reproducible 
histomorphometric and biomechanical assays, and (3) it is associ-
ated with a low rate of morbidity (Figure 74–2B and C).

Postoperative handling of pigs is often difficult, and so is 
orthopedic surgery. A radial defect induced in the miniature pig 
was associated with very low rates of morbidity.59 Femoral defects 
stabilized using either bone plate or external fixation methods 
have been described by Sendowski in Pitmann Moore minipigs 
and Large White pigs. High morbidity rates have been recorded 
with these models: external fixation devices have been unsuccess-
ful in animals of both sizes and the use of bone plates has been 
satisfactory only with minipigs.60

Femoral, tibial, ulnar, and humeral resections have been per-
formed on NHPs.61–63 Although these models were developed in 
a species similar to humans as far as bone healing and biome-
chanical loading processes are concerned, they have some major 
drawbacks: (1) lack of negative controls61–63 and (2) the excellent 
mechanical strength of the constructs used, which were solid 
metal implants.62–71

Spinal Arthrodesis (Fusion) As mentioned by Kruyt et al.,14

spinal arthrodesis is one of the most challenging applications for 
TEBCs since even the use of autologous bone, the gold standard, 
is associated with relatively high failure rates. The objectives of 
spinal fusion differ from those of bone loss replacement: fusion 

is performed in order to create a mechanically optimum solution 
in a pathological spinal unit, and not to restore normal anatomy.72

Regional differences in the spinal column can also signifi cantly 
affect patients’ healing potential.73 The anterior spine is mainly 
cancellous and presents a large surface area for bone-healing 
purposes, thus providing greater opportunities for successful 
interbody fusion, whereas the posterior column has a greater pro-
portion of cortical bone and a sublumbar healing environment, 
which have resulted in high failure rates among the attempts at 
fusion made at this location. Lastly, the fusion rates depend on 
(1) the number of vertebral units treated (the larger their numbers, 
the higher the risk of failure will be) and (2) the degree of mobility 
(left–right side comparisons can be misleading if appropriate 
instrumentation is lacking). TEBC methods must therefore be 
tested in an anatomical location similar to where it is to be applied, 
and the procedure used should be tested on a suitably large number 
of vertebral units.

Extensive critical reviews of the animal models used in pre-
clinical spinal fusion trials72–90 have been published by Schiman-
dle and Boden,91 Khan and Lane,72 and Kruyt et al.14 Interbody 
fusions obtained using either anterior or posterior surgical 
approaches as well as laminar, facet, and posterolateral intertrans-
verse process fusion (PLF) techniques have been described in 
the rat,90,92 rabbit,93 dog,74,94 pig,9,95 sheep,83,86,96 goat,77,81,97,98 and 
NHP.88–90 However, positive and negative controls have not always 
been included in these studies (Tables 74–3, 74–4, and 74–5).

Lumbar PLF performed on rabbits, which are the most exten-
sively used animal models for spinal fusion, gives overall non-
union rates of 30–40%. These models can be used to make 
cost-effective comparisons between different osteoinductive con-
structs.93 Dog models have also been extensively used. However, 
models developed on the basis of these small to medium sized 
species have several anatomical and biomechanical limitations: 
(1) the experimental fusion techniques used on animals can differ 
signifi cantly from those performed on humans (the pedicle screw 
fi xation method, which is currently used on humans to optimize 
biomechanical stability cannot be performed on rats, rabbits, or 
dogs), (2) implantable bone constructs designed for animals are 
necessarily smaller than those that can be used on the human 
spine, and (3) the loads exerted on the spine differ signifi cantly 
between animals and humans.

Table 74–3
Animal models used in cervical anterior interbody fusion (AIF) tests

Animal species References Fusion level
Bone fi xation 
technique

Observation
period (weeks)

Negative
controls

Positive
controls Complications

Dog Cook et al.74 C3–C4, C4–C5 − 6, 12, 26 − + Implant
extrusion

Sheep Kandziora et al.75 C3–C4 − 12 − + −
Goat Zdeblick et al.76 C2–C3, C3–C4, C4–C5 +/− Plating 12 + + −

Zdeblick et al.77 C2–C3, C3–C4, C4–C5 Cage 12 − + −

Toth et al.78 C2–C3, C5–C6 − 12, 24  + + Implant
extrusion
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Although models for spinal fusion developed in large animals 
do not simulate the graft-healing environment of humans any 
better than those involving smaller animals such as rabbits,14 they 
do overcome some of the drawbacks encountered with small 
animal models: (1) implants such as cages and pedicle screws 
designed for human applications can also be used in the case of 
large animals, (2) some anatomical similarities with the human 
spine do exist [goat cervical anterior interbody fusion (AIF) 
models have gained popularity because this species has an erect 
cervical spine],76 and (3) biomechanical trials can be more reliably 
performed on large-sized specimens.

NHP models undeniably recreate biological and biomechanical 
environments most similar to those described in humans. Failure 

to achieve posterolateral intertransverse fusion often occurs with 
NHPs, as with humans, despite decortication and the implantation 
of an autograft in the host bed/tissue/bone. Yet because of the low 
availability of animals and for ethical reasons, the use of NHP 
models is limited and only a few animals can usually be included 
in trials.

QUANTITATIVE ASSESSMENT OF 
BONE HEALING

Since bone exists in a variety of shapes and sizes, there are no 
established standards for assessing bone-healing processes. We 
will provide a brief overview of the techniques that are most com-
monly used to assess bone healing.

Table 74–4
Animal models used in lumbar posterolateral fusion (PLF) tests

Animal species References Fusion level Bone fi xation technique
Observation Period 
(weeks)

Negative
controls

Positive
controls Morbidity

Rat Huang et al.79 L4–L5 − 8 − + −

Rabbit Boden et al.80 L5–L6 − 2; 3; 4; 5; 6; 10 + + −

Dog Sandhu et al.81 L4–L5 − 12 + + −
Pig Xue et al.82 L2–L3, L5–L6 Pedicle screw-rod 

system
12 − + −

Sheep Baramki et al.83 L3–L4, L4–L5 Pedicle screw-rod 
system

20 + + −

NHPa Barnes et al.84 L4–L5 − 24 − − −
aNHP, nonhuman primate.

Table 74–5
Selected animal models for lumbar interbody fusion

Animal species References
Localization of 
fusion

Bone fi xation 
technique

Observation
Period (weeks)

Negative
controls

Positive
controls Morbidity

Rabbit Kai et al.85 L5–L6 Bone plate 12 + + −
Pig Li et al.9 L3–L4, L4–L5 Pedicle screw-rod 

system + cage
12 − + −

Zou et al.82 L2–L3, L4–L5, 
L6–L7

Pedicle screw-rod 
system or staple 
+ cage or ring

12 − + −

Sheep Sandhu et al.86 L4–L5 Cage 24 + + Cage
misplacement

Sandhu and Kahn87 L4–L5 Cage 24 − + −

NHP Boden et al.88 L7S1 Cage 24 − − −

Hecht et al.89 L7-S1 − 12, 24 − + −
Wang et al.90 L3–L4; L5–L6 − 12 − + −

aNHP, nonhuman primate.
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CLINICAL ASSESSMENT OF UNION The limb should be 
examined with no cast for any persistent edema and tenderness at 
the operated site, which may suggest incomplete union. Persistent 
mobility at the operated site is a definite sign of incomplete 
union.

RADIOGRAPHIC ASSESSMENT
Plain X-Rays Since very little scientific information is avail-

able about the evolution of the bone repair process on the basis 
of radiographic evidence, radiographic assessments of bone repair 
depend largely on radiologists’ experience. However, a number of 
characteristic features of bone repair (fracture gap widening, scle-
rosis at the fracture margin, periosteal reaction, the presence of 
callus, a callus density greater than cortex, bridging, periosteal 
reaction incorporation, remodeling) can be objectively observed 
on X-rays and some of them can be quantified. In addition, radio-
graphic scales have been described for objectively assessing bone 
repair processes.

Dual X-Ray Absorptiometry and Computed Tomo-
graphy Bone densitometric and morphological parameters can 
be measured quantitatively by dual X-ray absorptiometry (DXA) 
and volumetric quantitative computed tomography (vQCT).99

vQCT is based on the scanning of the entire region of interest 
(i.e., the entire bone defect area) and a three-dimensional recon-
struction of these data into anatomically relevant projections, 
using anatomical landmarks to define a system of coordinates. 
Techniques of this kind provide an accurate volumetric picture, 
making it possible to determine the bone mineral content (BMC) 
and bone mineral density (BMD) either of the entire region of 
interest or, by separate measurements, of the trabecular or cortical 
components. More sophisticated apparatuses [such as micro-
computed tomography (CT)] are now being developed for three-
dimensional in vitro analysis of small bone pieces. These methods 
yield images of a sufficiently good quality to be able to determine 
standard histomorphometric parameters such as trabecular thick-
ness and separation. This information is useful as bone strength 
is only partly explained by BMD. The latest generation of micro-
CTs collects three-dimensional data sets that provide a basis for 
fi nite-element modeling, which are then used for performing 
virtual biomechanical tests to predict mechanical properties.

HISTOMORPHOMETRY
Quantitative analysis of histological samples (histomorphom-

etry) is based on the following measurements: (1) static bone 
development indices, (2) dynamic rates of bone formation and 
mineralization, and (3) microarchitectural properties of bone that 
contribute to ultimate bone strength. These measurements of skel-
etal parameters in tissue sections are performed with a bone-spe-
cifi c image analysis system and a microscope on stained sections. 
All the skeletal parameters used should be in compliance with and 
calculated according to the recommendations of the histomor-
phometry nomenclature committee of the American Society of 
Bone and Mineral Research.100 In a recent review by Gerstenfeld 
et al., it was recommended that the following parameters should 
be determined to study bone repair: callus diameter, total callus 
area, area of the cartilage, area of the fibrous tissue, area of the 
void, area of the total osseous tissues, and osteoclast and osteo-
blast volume density.101 More specialized parameters that are also 
relevant to ongoing bone repair processes include the number of 
vessels per callus area, the number of apoptotic cells per cartilage 
area, and the total number of apoptotic cells per callus area. One 

rather critical issue arising in the quantitative analysis of histo-
logical samples is how to accurately sample such a heterogeneous 
tissue in order to obtain a set of statistically meaningful area 
measurements reflecting changes in the biomechanical and radio-
logical properties. To address this issue, Gerstenfeld et al.101 made 
the following specific technical recommendations: (1) adopt a 
transverse sectioning strategy rather than a longitudinal one, and 
(2) sections should be collected at fixed increments along the long 
axes of bone to ensure complete sampling across the entire volume 
of the bone defect and to obtain statistically valid measurements 
representative of all possible individual measurements of the total 
bone defect volume.

BIOMECHANICAL ANALYSIS
All treatments involving the use of an engineered bone are 

designed to regenerate a new bone that will withstand physiologi-
cal loads in exactly the same way as a normal bone. It is therefore 
essential to be able to assess the mechanical properties of the 
newly formed bone in order to determine whether the new bone 
has been successfully or unsuccessfully engineered. Biomechani-
cal tests can be performed on specimens machined from the bone 
piece to determine the intrinsic properties of the repaired tissue. 
Such measurements reflect the quality of newly formed bone but 
do not yield any information about the ability of the segment of 
newly formed bone to withstand physiological loads. Alterna-
tively, tests can be carried out on whole segments of bone to 
determine the extrinsic structural properties of the bone segment. 
Tests of this kind can be used to predict the functional perfor-
mances of the bone segment, but are rather prone to variations, 
as the mechanical properties of bone segments depend on param-
eters such as their size and their geometry.

Biomechanical studies are best performed on large animals 
that mimic the size and structure of human bone more closely than 
small animals. Tension, compression, torsion, and bending tests 
are routinely performed to assess the mechanical properties of 
bone. The choice of a specific test will depend on the question 
addressed and should, whenever possible, mimic the specifi c 
physiological loading conditions encountered in humans. Although 
no standardized procedures are available so far for assessing the 
mechanical properties of bone, detailed descriptions of biome-
chanical tests and recommendations on specimen preparation and 
preservation have been given.102,103 In their tutorial, Turner and 
Burr103 recommend (1) the use of sound testing methods, (2) 
validation of the testing procedure using material standards, and 
(3) the use of proper specimen preservation and preparation 
procedures.

One of the main drawbacks of biomechanical tests is that they 
are destructive and require a sufficiently large number of speci-
mens for statistical analysis to be possible. Alternatively, ultra-
sonic methods involving sound velocity measurements through 
the bone structure can be used.104 These methods are not destruc-
tive, but the bone strength is not measured directly and has to be 
inferred from the sound velocity data.

CONCLUSIONS
When testing a new TEBC, preliminary studies on biofunc-

tionality (i.e., proof of the concept)87 can be performed on mice 
and rats by carrying out subcutaneous or intramuscular implanta-
tion procedures (at ectopic sites) followed by rat calvarial CSD 
(at orthotopic sites).
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Preclinical studies should ideally be performed first on a small 
animal model to assess the feasibility of the approach tested, and 
then on a large animal model to assess the efficacy. These models 
should be suited to the future field of application: (1) dogs or NHP 
mandibular CSDs if the construct is to be used for maxillofacial 
surgery, (2) rabbit ulnar CSDs followed by sheep metatarsal CSDs 
if it is to be used in orthopedic surgery for segmental long bone 
replacement purposes, and (3) rabbit then sheep lumbar PLF, 
or rabbit then goat or sheep cervical AIF, if the material is to be 
used to enhance spinal fusion in the lumbar and cervical spine, 
respectively.

The appropriate choice of experimental model is essential to 
obtaining relevant results. A complete review of the literature and 
a sharp critical analysis of previously validated models are essen-
tial preliminary steps. Ethical considerations must also be taken 
into consideration, and the animal model associated with the 
lowest morbidity rates and the least painful procedures should 
always be chosen. In some instances, custom-made experimental 
designs are required. Preliminary trials must first be performed on 
a few animals to assess the feasibility of the method tested and 
the resulting morbidity rates. Whichever model is chosen, all the 
results obtained must be interpreted strictly in the context of the 
experimental model used and great care should be taken about 
extrapolating these data to humans.
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75 Markov Processes for Biomedical 
Data Analysis

RICARDO OCAÑA-RIOLA

ABSTRACT
Changes over time in a random variable make up a sequence 

of temporal values known as a stochastic process. Neuronal 
activity, depression status, and viral load are just a few examples 
of stochastic processes of interest in the field of biomedical 
research. Understanding the evolution and predicting the future 
status of the process under certain conditions both provide key 
information that is extremely useful in animal experimentation 
and in clinical and epidemiological studies in humans. A Markov 
process is a particular kind of stochastic process in which its 
future status will depend only on its present status, not on its past 
history. Since the Russian mathematician Andrei Andreyevich 
Markov (1856–1922) first defined this kind of process in 1906, 
there have been numerous applications in biomedical research. 
This chapter shows some of the Markov models that are currently 
the most widely used in the fields of biomedicine and the health 
sciences. The content has been drafted from an eminently practi-
cal standpoint, with parti cular emphasis on the main techniques 
for analysis, interpretation of results, the usefulness of the models, 
and the software available for applications. Interesting references 
have been included in the bibliography cited at the end of the 
chapter for any readers keen to learn more about the more theo-
retical aspects of this topic.

Key Words: Markov, Stochastic process, Probability, 
Autoregressive models, Biomedical research, Statistical 
analysis.

STOCHASTIC PROCESSES
Many of the variables used in biomedical research exhibit 

values that change over time. In rat breast cancer models, response 
to the carcinogen can be evaluated by recording the number of 
animals that have developed cancer on a monthly basis or by 
measuring tumour growth every week until the end of the 
experimental period.1 In humans, blood pressure, the number 
of CD4 cells, or the status of patients during the course of 
their disease are all variables that show changing values over 

time giving rise to a time sequence of observations for each of 
them.

Generally speaking, the value of a variable X at time t is 
usually expressed as X(t), such that X(t1),  .  .  .  , X(tk) form a 
sequence of values over time called a stochastic process.2 The 
values that the variable may show are known as states and the 
process, as it develops over time, will be subject to changes in 
state and transitions between different states. In the usual termi-
nology, state space refers to all possible values that the variable 
defi ning the process may take.

An analysis of stochastic processes will enable us to predict 
the state of a given process in the future, based on information 
available on its past states or values. The complexity of such 
predictions depends largely on the kind of process involved. 
However, the characteristics of some of these make them easier 
to analyze and interpret. The Markov process is a particularly well 
studied case, i.e., a stochastic process in which future status will 
depend solely on present status but not on past history.3,4

Since the Russian mathematician Andrei Andreyevich Markov 
(1856–1922) first defined this kind of process in 1906, there have 
been numerous applications in biomedical research. Both in 
animal experimentation5–8 and in human studies,9–12 the Markov 
models still prove to be effective today and remain the most 
widely used methods to study transitions between different states 
of a process and how these develop over time.

The methodology used for data analysis will differ according 
to the particular conditions set for each study. Markov chains are 
referred to when the values that the process may take are discrete, 
while the term Markov process is generally reserved for processes 
with a continuous state space. Although there is no standardized 
terminology, the general classification of Markov models can be 
outlined as shown in Table 75–1.

Many researchers today continue to explore new applications 
for stochastic processes in the field of biomedicine and the 
health sciences, giving rise to a major area of theoretical 
and applied research. Of all these processes, it is the Markov 
chains, both in discrete and continuous time, that are most 
widely used in biomedical research.13 For this reason, these 
will be studied in greater detail in this chapter. Markov processes 
entail a greater mathematical complexity and their analysis 
falls beyond the scope of this chapter. However, the bibliography 
cited at the end of the chapter may be of interest to the keen 
reader.2,14,15

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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MARKOV CHAINS IN DISCRETE TIME
When the study variable can take only discrete values and 

observation is performed discontinuously over time, at discrete 
moments in time, the stochastic process can be represented by
X(1), X(2), X(3), where X(n) is the value for the variable X in time 
n, where n = 1, 2, 3.  .  .  .

If this is a Markov chain, the future state will depend only on 
the present state and not on its past states or values. In this case, 
the probabilities of transition from one state to another are defi ned 
as

pij(n) = P[X(n + 1) = j|X(n) = i] i,j = 1,  .  .  .  , m

where pij(n) is the probability that variable X will take value j at 
observation time n + 1 if its value currently, at time n, is i. In other 
words, pij(n) is the probability that the process will change from 
state i to state j at the time n.

The evolution of the Markov chain can be determined by 
ascertaining these probabilities that form the transition matrix 
P(n):
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Since we are dealing with probabilities, all the components in the 
transition matrix must lie between 0 and 1, while the sum of the 
values in each row must equal 1. This is known as a stochastic
matrix.

In the process described, the transition probabilities change 
over time, i.e., there is a distinct transition matrix for each obser-
vation time. This is what happens in viral epidemics such as 
chickenpox outbreaks where the probability of changing from 
being ill to being healthy will be almost zero on the first day of 
the infection and will approach 1 between 7 and 10 days after the 
onset of symptoms.16 When this occurs, the discrete Markov chain 
will be nonhomogeneous.

When the transition probabilities do not change over time, the 
probability of passing from state i to state j will be the same at 
all times during the observation of the process. In this case, there 
will be a single transition probability pij that is constant over time 
such that pij = pij(1) = pij(2) =  .  .  . = pij(n). Then the process will 
be a homogeneous or stationary Markov chain in discrete time, 
with a single transition matrix expressed as follows:
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ANALYSIS OF HOMOGENEOUS MARKOV CHAINS IN 
DISCRETE TIME Research related to the dynamics of popula-
tions exposed to infectious diseases is intended to shed light on 
the pattern of the epidemic when an infected subject enters the 
population, to study the rate of viral propagation, and to estimate 
the number of individuals who will be infected during the 
epidemic.

Since the early 1980s, AIDS has become one of the greatest 
pandemics of our time. Spain is currently one of the most severely 
affected Western European countries.17 As a result, understanding 
the future developments of the epidemic has become a 
priority that should enable appropriate health policies to be 
implemented.

The following sections will describe how the HIV/AIDS epi-
demic in Spain can be analyzed based on Markov chains with 
yearly observation intervals.

Defi ning the States of the Process and Transition Mecha-
nisms between Them One of the simplest models to study the 
AIDS epidemic establishes that each subject in the population 
may be in only one of the following states: susceptible (S), HIV-
infected (HIV), with AIDS (AIDS), or died as a result of the 
disease (D).

The susceptible subject is not infected (state 1, S). After contact 
with an infected person, the subject will develop the infection and 
may infect other individuals in the population (state 2, HIV). An 
infected subject who develops the disease will become an AIDS 
case (state 3, AIDS ), and may die as a result of the disease (state 
4, D). Figure 75–1 shows the possible transitions between states 
together with the theoretical transition probabilities.

States “S,” “HIV,” and “AIDS” are called transitory, given that 
individuals will never go back to these states once they have gone 
on to another stage in the disease. State “D,” however, is an 
absorbent state, as the subjects reaching this state remain in it and 
have no possibility of changing to another state.

This epidemic model is a variant of the SIR and Reed-Frost 
models that have been widely used to study dynamics in infec-
tious processes in both human and nonhuman populations.18,19

Selection of the Most Suitable Markov Model to Study the 
Process Subjects are observed on a yearly basis so that both the 
states and the moments in time of the process are discrete. More-
over, the future state individuals may be in will depend only on 
their current state, not on their past history. As a result, the sto-
chastic process is a discrete Markov chain.

If no changes are made to population health habits, HIV 
prevention policies, and treatment guidelines, both the incidence 
of HIV-AIDS and the mortality rate for AIDS cases will 
remain constant. As a result, there will no be change over time in 

Table 75–1
Classifi cation of Markov models

State space

Discrete Continuous

Observation time Discrete Discrete Markov 
chain

Discrete
Markov
process

Continuous Continuous 
Markov chain

Diffusion
process

P11

P12 P23
AIDS

P22 P33

S HIV D
P34

P33

Figure 75–1. States in the HIV-AIDS epidemic.
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transition probabilities. According to this idealistic hypothesis, the 
discrete Markov chain will also be homogeneous. In this case, this 
is the most appropriate Markov model to study how the epidemic 
will evolve.

Determining Transition Probabilities between States In
human epidemics, the transition matrix is usually derived either 
from the data published on the population, incidence, prevalence, 
and mortality, or by means of specific purpose-designed research 
efforts, usually based on longitudinal studies. The most recent 
fi gures available for the HIV-AIDS epidemic in Spain date to 
2004.17 This information will be used to calculate the transition 
probabilities, starting at the first row of the matrix.

According to data published in Spain, the estimated number of 
new cases in 2004 was 2750 in a population of 43,197,684 inhab-
itants, i.e., a contagion rate of 64 cases per million inhabitants.20

Consequently, p12 = 0.000064. Since a subject in a “susceptible” 
state cannot directly pass on to the “AIDS” or the “D” states, then 
p13 = p14 = 0. The sum of probabilities in a row of the transition 
matrix must be 1, giving p11 = 1 − p12 − p13 − p14 = 0.999936.

The second row of the matrix refers to the transitions that may 
occur from the HIV state. Thus, an infected individual will not 
revert to being susceptible, so p21 = 0. The incidence for AIDS in 
2004 was 804 new cases17 in a prevalent population estimated at 
125,000 HIV-infected individuals,21 giving p23 = 0.006432. An 
HIV+ subject cannot go directly to state “D,” so p24 = 0. Moreover, 
given that the values for the row must add up to 1, then p22 = 1 −
p21 − p23 − p24 = 0.993568.

Those subjects who have developed AIDS will not return to 
either the “S” or “HIV” states, therefore p31 = p32 = 0. In 2004, 
there were 542 deaths from a total of 6609 AIDS cases,17 which 
gives p34 = 0.0082. Finally,

p33 = 1 − p31 − p32 − p34 = 0.917991.

Since “D” is an absorbent state and the subjects remain in this 
state, then p44 = 1 and p41 = p42 = p43 = 0.

As a result, the transition matrix for the HIV-AIDS epidemic 
in Spain will be

P
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Analyzing the Evolution of the Epidemic over Time The 
transition matrix contains the probabilities for passing from one 
state to another in a single year, i.e., the probability that a suscep-
tible subject is infected by the next year is 0.000064. However, 
to understand how the epidemic will evolve, it is necessary to 
calculate the probability that a subject who is susceptible today 
may be infected within 2 years. The Capman–Kolmogorov equa-
tions3 enable these probabilities to be calculated by multiplying 
the transition matrix by itself, giving rise to a two-step transition 
matrix, i.e.,

P P P2
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Thus, the probability that a subject who is susceptible today 
may be infected within 2 years is 0.000128 or, in other words, 
there will be 128 de novo infections in 2 years. Similarly, the 
probability that individuals can change from their current state to 
another in 3 years can be calculated from the three-step transition 
matrix P(3) = P(2) × P. Generally speaking, the transition matrix in 
n steps is merely the product of successive matrices, with n being 
a whole number greater than or equal to 2.

The course of developments in the epidemic over time will 
depend on the initial conditions present for the population under 
study vis-à-vis the virus, i.e., the current distribution of individu-
als in each of the disease states. In 2004 there were 43,065,533 
susceptible subjects in Spain, 125,000 HIV infected and alive, 
6609 AIDS cases, and 542 AIDS-related deaths. These fi gures 
make up the vector of initial prevalent cases that mark the starting 
point for the study of the future developments in the epidemic. 
This vector is represented by the sum of all its values, and must 
coincide with the overall population under study, taken as 
43,197,684 inhabitants. The number of subjects that will be in 
each of the disease states within n years is derived from the 
product of the vector for initial prevalences and the transition 
matrix in n steps, i.e., v × P(n).2,13

In 2006, 2 years after the latest recorded information, 
the number of subjects in each of the states will be v × P(2) =
(43 060 021, 128 892, 7124, 653). Thus, the number of infected 
cases in 2006 will have increased to 128,892, the number of 
AIDS cases will be 7124 and the AIDS-related deaths will 
amount to 653. The number of people susceptible to contagion 
will be 43,060,021.

The vector of initial prevalences may also be expressed in 
terms of probabilities or relative frequencies, dividing each com-
ponent among the overall population. In this case, we would have 
v = (0.99694, 0.002894, 0.000153, 0.000013) and v × P(2) would 
result in the probability of being in one of the states 2 years after 
commencement of the study.

When studying population epidemics, the vector for initial 
prevalences is usually expressed as a number of cases per one 
million inhabitants. In this case, assuming an initial population 
of 1,000,000 people, there would be v = (996940, 2894, 153, 13). 
Figure 75–2 shows the development of the epidemic using 
this vector as the starting point and calculating rates per million 
for each of the disease states up to 2024, i.e., 20 years after 
commencement of the study. For each year, the rate is derived 
from v × P(n) with n = 1,  .  .  .  20.

If there is no change in the incidence and mortality for HIV-
AIDS, the trend for HIV and AIDS cases will be on the increase. 
In 2024, the number of HIV infections will have risen to 3744 per 
million inhabitants, the number of people living with AIDS will 
amount to 248 per million inhabitants, while AIDS-related deaths 
will rise to 46 per million inhabitants. These figures mean that in 
20 years, the number of de novo infections will have increased by 
29%, AIDS cases will rise to 62%, and AIDS-related deaths will 
be 154% higher.

Different simulations for the hypothetical evolution of the 
epidemic in Spain can be derived by altering the vector for 
initial prevalences. Understanding what might happen in the 
future if the current situation were different provides a major 
source of information for decision-making purposes. This is one 
of the greatest contributions to biomedical research made by 
Markov models.
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ANALYSIS OF NONHOMOGENEOUS MARKOV CHAINS 
IN DISCRETE TIME Certain animal models for spatial learning 
in rats use a T-shaped maze with a single starting point and two 
exits placed on either side of the maze. Food or water is placed 
at one of these exits, such that the rat receives positive reinforce-
ment every time it goes to this particular side of the maze.22,23

Let us suppose that the following experiment was repeated on 
fi ve consecutive occasions with 20 adult rats. The side of the maze 
chosen by each rat was noted for each of the repetitions of the 
experiment, and recorded as correct (C) if this led to positive 
reinforcement or as incorrect (I) otherwise. The aim was to check 
whether the rats learned to go toward the side where the food was 
placed as well as to study the developments in the learning curve 
over time.

Definition of the States in the Process and Transition 
Mechanisms between States In the animal learning model, the 
space of states comprises two alternatives: choosing the right (state 
1, C) or the wrong (state 2, I) side. Every time the experiment is 
repeated, the rat can choose either of the two options and can also 
repeat the same option several times consecutively. Figure 75–3 
shows the possible transitions between both states called recurrent,
since the rat, after selecting any of the states, could choose the 
same state again in later repetitions of the experiment.

Selection of the Most Suitable Markov Model to Study the 
Process The experiment is repeated five times consecutively, 
taking each repetition as an observation time. In this case, both 
the states and moments in time in the process are discrete. In 
addition, the side of the maze chosen by the rat in the following 
repetition will depend only on the current choice and not on past 
decisions. As a result, the stochastic process comprises a discrete 
Markov chain.

If the repetition of the experiment makes the animal learn to 
choose the right route, the probability of guessing correctly on the 
next repetition if the preceding choice had been wrong will be 
different at the beginning and at the end of the experiment. In line 
with this hypothesis, the probabilities of a transition between 
states will not be constant over time. As a result, the discrete 
Markov chain will also be nonhomogeneous. Consequently, there 
will be a transition matrix for each of the repetitions in the 
experiment.

Determination of the Probabilities of Transition between 
States In models of this kind, transition probabilities are usually 
estimated through longitudinal studies designed for this purpose. 
In this case, the experiment was conducted on 20 rats, 10 (50%) 
of which chose the right side of the maze at the first attempt 
(Table 75–2). All 10 received positive reinforcement.

When the experiment was repeated for the first time, 6 of the 
10 rats that had initially chosen the right side of the maze chose 
this option again, thus p11(1) = 0.60 p11(1) = 0.60. Despite having 
chosen the right route initially, the remaining rats took the wrong 
route on the first repetition, such that p12(1) = 0.40 p12(1) = 0.40 
(Table 75–2).
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Figure 75–3. States in an animal learning model in rats.
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Of the 10 rats that originally took the wrong route, 2 changed 
their option in the repetition, thus p21(1) = 0.20 p21(1) = 0.20. 
As these are complementary, then p22(1) = 0.80 p22(1) = 0.80 
(Table 75–2).

Analysis of Developments in Learning As in the case of 
the homogeneous Markov chains, the Chapman–Kolmogorov 
equations3 enable the transition matrix in n times to be calculated, 
expressed by P(n), so that we can ascertain the probability of a rat 
choosing the right side of the maze on the nth repetition (time n)
if it chose the wrong route on the first repetition. This transition 
matrix in n times is derived from the product of all the preceding 
transition matrices in time n, i.e., P(n) = P(1) × P(2) ×  .  .  . × P(n).
Thus, the two-step transition matrix is expressed as

P P P2 1 2
0 60 0 40

0 20 0 80

0 75 0 25

0 42 0 58
( ) = ( ) × ( ) = ⎛

⎝⎜
⎞
⎠⎟

× ⎛
⎝⎜

⎞. .

. .

. .

. . ⎠⎠⎟
= ⎛
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⎞
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0 62 0 38

0 49 0 51

. .

. .

such that if a rat chose the wrong route in the maze on the fi rst 
repetition, the probability of choosing correctly on the second 
repetition is p2

(2) 
1 = 0.49.

The three-step and four-step transition matrices will be P(3) =
P(2) × P(3) and P(4) = P(3) × P(4), respectively. This concept is 
similar to that seen for homogeneous Markov chains. The only 
difference is that previously, as a homogeneous process, the tran-
sition matrices multiplied were identical given that they do not 
change over time.

The initial conditions for the process will set the learning curve 
for the rats, such that if 50% of the animals initially choose the 
right route in the maze and 50% the wrong route, the vector for 
initial probabilities is v = (0.50, 0.50).

The probability of choosing the right or wrong route when the 
experiment has been repeated n times is the result of the product 
of the vector of initial probabilities and the transition matrix in n
steps, i.e., v × P(n) where n = 1,2,3,4.

Figure 75–4 shows the learning curve for the rats, where we 
can see the growing trend toward choosing the right route as the 
experiment is repeated again and again. After four repetitions, the 
probability that a rat will choose the route in the maze leading to 
the positive reinforcement is 0.90 and only 10% of the animals 
will choose the opposite option.
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Table 75–2
Transition matrices in an animal model for spatial learning in rats.a

Initial probabilities First repetition Second repetition Third repetition Fourth repetition

Time 1 P(1) Time 2 P(2) Time 3 P(3) Time 4 P(4)

C I C I C I C I C I

C 6 (0.60)  4 (0.40) 10 C  6 (0.75) 2 (0.25)  8 C  9 (0.82) 2 (0.18) 11 C 14 (0.93) 1 (0.07) 15
I 2 (0.20)  8 (0.80) 10 I  5 (0.42) 7 (0.58) 12 I  6 (0.67) 3 (0.33)  9 I  4 (0.80) 1 (0.20)  5

10 (0.50) 10 (0.50) 20 8 12 20 11 9 20 15 5 20 18 2 20
aSimulated data for didactic purposes. The cells of each matrix contain the number of rats that has gone from one state to another. In parentheses 

are the transition probabilities.
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MARKOV CHAINS IN CONTINUOUS TIME
Occasionally, changes in the status of a variable may arise 

at any time, and not only in discrete times. As a result, the 
stochastic process is represented by a succession of values X(t)
that represent the value for variable X at any moment in time t,
where t ≥ 0.

Similar to discrete Markov chains, if the process is Markovian, 
the probabilities of transition from one state to another are now 
defi ned as

pij (t,t + h) = P[X(t + h) = j|X(t) = i] i,j = 1,2,  .  .  .  , m

Thus, if in time t the variable is in state i, pij(t,t + h) is the 
probability that a change in state j may occur between t and t +
h, where h is a very small increase in time approaching zero. 
Indeed, these are instant probabilities of transition.

In the process described, the value of these transition probabili-
ties depends on moment t when the change arises, i.e., the instant 
probability of going from state i to state j is different at time 
t = 0, t = 1.72, t = 4.21, etc. As a result, we will have a nonhomo-
geneous continuous Markov chain.

However, if the probabilities of transition between states do 
not depend on time, then we will have a homogeneous or station-
ary continuous Markov chain. In this case,

pij(h) = P[X(t + h) = j|X(t) = i] i,j = 1,2,  .  .  .  , m

Both homogeneous and nonhomogeneous types of model have 
been applied in genetic studies,24,25 in research on viral load in 
HIV-positive patients,26 or in variations in the status of asthmatic 
patients,27,28 among other fields. However, it is not as straightfor-
ward to estimate the probabilities of transitions and to plot the 
graphs for evolution of the process over time as in discrete Markov 
chains, especially for nonhomogeneous models.

Over the past few decades, different techniques to analyze this 
kind of stochastic process have been proposed. Among these 
are the resolution of differential equations,3,4 algorithms based on 
panel data,29,30 parametric measurements, and nonparametric 
approaches.31,32 Many of these methods are based on complex 
mathematical equations that are not included in the computer 
programs generally used to analyze biomedical data. For this 
reason, specific macros have been developed over the past few 
years enabling some of these models to be applied with less 
effort.33

Currently, both continuous time Markov chains and Markov 
processes with a continuous state space comprise major areas for 
research. Of particular interest is the development of new statisti-
cal methods and the implementation of specific software that can 
facilitate data analysis.

ADDITIONAL FEATURES OF MARKOV 
CHAIN ANALYSIS

Before the above-mentioned methods can be applied, we must 
fi rst check that the process fulfils the Markov property. With the 
right parameterizations, any stochastic process can be expressed 
as an autoregressive generalized linear model in which past values 
act as variables accounting for the current state of the process.34

To check whether the chain is Markovian, we need only to check 
that all the regression coefficients in the model are zero except 
the coefficient for the state of the process at the preceding moment 
in time. In this case, we will have an autoregressive model of the 

fi rst order, equivalent to the Markov property. In general terms, 
stationary Markov chains are easier to model than nonhomogene-
ous ones. However, it is not good practice to assume the process 
is homogeneous without a prior check to guarantee the appropri-
ate use of stationary models. The test proposed by Kalbfleisch and 
Lawless29 is generally the most widely used to check this hypoth-
esis. In this test, the number of transitions observed at each time 
interval is compared with the number of expected transitions 
according to the hypothesis of homogeneity. This gives a likeli-
hood ratio statistic based on a chi-square distribution.

Any software that enables macros to be programmed can be 
used to analyze any kind of Markov chain. SAS (www.sas.com), 
Stata (www.stata.com), SPLUS (www.insightful.com), or R
(www.r-project.org) are the most widely used programs for this 
purpose. The fact that specific routines have already been devised 
for some of these provides a further advantage for researchers.2,33

In any case, basic computer programming skills are required to 
handle these programs, especially if we intend to implement new 
macros that have not yet been devised by other authors.

Other specific software, such as Relex Markov (www.relex.
com), DecisionPro (www.vanguardsw.com), or TreeAge Pro
(www.treeage.com) have been devised exclusively to analyze 
Markov chains. These are easy-to-use programs, although some 
are intended only for the analysis of Markov chains in discrete 
time and tend to pose certain limitations on the estimation of 
transition probabilities from a database with information from a 
longitudinal study.

Whether one software or another is used, be it specific for 
Markov chains analysis or for general statistics, will depend 
largely on the complexity of the study itself and the researcher’s 
requirements.35,36
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76 Software Tools for Modeling 
Biomedical Systems

KARL THOMASETH

ABSTRACT
Biomedical applications of computer modeling and simulation 

are manifold and range from virtual reality for training purposes 
to codification of knowledge of complex physiological systems to 
formulation and testing of hypotheses about biological pheno-
mena. While development of complex simulation tools and com-
prehensive modeling requires considerable effort, the use of 
simple models can, even with minor investments, be useful to 
experimenters to organize ideas, analyze data efficiently, and plan 
experiments. Even for this restricted modeling framework, the 
variety of possible applications with different needs and the 
number of available software tools are very large. This chapter 
will therefore draw attention only to a few methodological issues 
and available software tools specific to biomedical modeling, in 
particular, model representation paradigms and statistical identi-
fi cation approaches. The intent is not to endorse the use of any 
particular modeling approach or software tool, but rather to delin-
eate, with a few reference points, a broader modeling perspective 
that may be tailored to the needs of particular modeling studies 
on biomedical systems.

Key Words: Mathematical models, Physiologically based 
models, Minimal models, Parameter estimation, Statistical models, 
Hierarchical models.

INTRODUCTION
Computer simulation is used in all fields of scientific research 

to mimic the dynamic behavior of real systems under various 
operating conditions. This is accomplished by means of models 
that formally embed knowledge and hypotheses about the func-
tioning of the systems. Simulation thus consists of reproducing 
real world behavior by operating on a model in a virtual environ-
ment, making it possible to test and to better understand the 
implications of beliefs about the actual system even in situations 
that would not be feasible in practice. Although simulation models 
are synthetic conceptual representations of reality, typically 
described in the form of mathematical equations, if they capture 
either explicitly or implicitly basic physical characteristics of 
actual systems they can produce valid predictions of their behav-
ior even in broad ranges of testing situations. Because systems are 
in general entities that can be controlled and observed from the 

environment only through special inputs and outputs, the external 
validity of simulation models can be judged only in terms of the 
correspondence between simulated predictions and actual system 
responses observed under comparable input conditions. Neverthe-
less, confidence in simulation outcomes that cannot be readily 
verifi ed in practice can still rely on the intrinsic validity of the 
assumptions embedded in the model. The formulation of simula-
tion models is therefore simplified if the behavior of the system 
is governed by general physical or empirical laws that allow an 
accurate prediction of the system’s response by means of mathe-
matical equations. This approach is usually attainable and actually 
implemented with man-made systems, e.g., from simple products 
up to large industrial plants, enabling designers and users to 
predict the dynamic behavior of the assembly before its fi rst 
use or even during the planning phase to identify and correct 
limitations and drawbacks. It is for this reason that early develop-
ments of computer simulation were made within space fl ight 
programs.

VIRTUAL REALITY Simulation is also useful to gain insight 
into the characteristics and limitations of physical systems that 
have to be manipulated or controlled by human operators. Simula-
tors in biomedicine, e.g., for virtual surgery and clinical treat-
ments,1 may become tools that are as normal in the education of 
surgeons and medical staff as flight simulators currently are in the 
training of pilots. In these simulators, the analogy to reality is not 
only related to the accuracy of the model responses, but also to 
the mechanisms provided for interaction with the simulation 
system. Thus, the development of realistic human interfaces plays 
a major role in the design of such simulation systems.

KNOWLEDGE REPRESENTATION A different application 
of computerized models consists of the systematic collection and 
representation of knowledge about physical systems without the 
immediate goal of numerical simulation. An example is the bio-
informatics Biological Systems Database resource (KEGG),2

which provides access to a large amount of information, for 
instance, on the molecular structures of chemical compounds and 
drugs, and on the interactions of substrates, enzymes, and genes 
in metabolic pathways in different species. Available information 
in KEGG already makes it possible, for instance, to automatically 
generate by computer software mathematical equations of bio-
chemical enzyme reactions, in particular metabolic pathways. 
However, to effectively simulate such reactions, numerical values 
should be assigned to substrates and to enzyme concentrations as 
well as to dissociation and rate constants appearing in the dynamic 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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equations. These are, however, mostly unavailable. Therefore, 
qualitative knowledge about the structure of a biological system, 
e.g., metabolic pathways, combined with general laws, e.g., mass 
action and enzyme kinetics, is sufficient to formulate a theoretical 
model and to write down its mathematical equations. However, 
additional quantitative information is required, e.g., on model 
parameters, to predict through computer simulation real life situ-
ations and to possibly validate the theoretical model against 
experimental data.

The most extensive undertaking for the integration of models 
of human physiology is the so-called Physiome Project, promoted 
by the International Union of Physiological Sciences.3,4 The aim 
is the comprehensive codification, within a multiscale modeling 
framework, of current knowledge on biological structures and 
their functions at various levels of aggregation, ranging from 
molecules and cells, through tissues, organs, and body regions, up 
to the whole organism. The challenging computational modeling 
problems include the linking of properties of biological structures 
described in a hierarchical way at different levels of detail, and 
the integration of multidomain characteristics of biological mate-
rial, e.g., mechanical, electrical, and biochemical, within time-
varying, nonhomogeneous spatially distributed representations of 
substructures.

STRUCTURAL MODELING A more heuristic approach to 
describing the dynamic properties of generic systems is the so-
called lumped-parameter modeling method, in which microscopic 
and regional aspects of materials and processes are not taken into 
consideration in favor of minimalistic representations. Typical 
biomedical examples are compartmental models that lump, in a 
fi nite number of state variables, substances distributed in anatomi-
cal regions and/or chemical binding states assuming that concen-
trations are homogeneous within the compartment’s distribution 
volumes and that mixing, i.e., the equilibration of concentration 
after the supply or removal of the substance, occurs instanta-
neously. The seemingly oversimplification of the reality of 
lumped-parameter models is, however, fully compensated by their 
practical usefulness due to a higher level of abstraction that leads 
to simpler, more tractable mathematical model equations. This 
makes lumped-parameter models suitable for model identifi ca-
tion, i.e., determination of a model that best fits experimental data, 
which can be a valuable complement to scientific research. In 
particular, if a model is structured consistently with knowledge or 
belief about the functioning of the system being studied, then 
estimated values of parameters provide quantitative information 
about particular functions of the system. This makes it possible, 
for instance, to assess and interpret the effects of external inter-
ventions, e.g., drug administration, by planning, carrying out, and 
model-based analysis of repeated experiments under different 
treatment conditions. More generally, if a particular structured 
model describes experimental data more accurately than similarly 
credible competing models, then even reasonable hypotheses can 
be put aside in favor of others. Mathematical models can therefore 
contribute to the advancement of knowledge in biomedical 
research insofar as they lead to the formulation and testing of 
hypotheses in conjunction with experimental observations.

In relation to this latter modeling framework, the following 
sections will first stress the importance of using structured models 
with physiological interpretation, then recall some graphic and 
textual conventions used in various software tools for specifying 
models of dynamic biomedical systems, and finally discuss prin-

cipal statistical methods that should be provided by modeling 
tools designed for biomedical applications.

BIOMEDICAL SYSTEMS REPRESENTATIONS
EQUIVALENCE AND DISTINCTION OF MODELS Experi-

ments consist in provoking with external inputs a response of a 
system to reveal internal characteristics that cannot be accessed 
or observed directly. Observations collected in dynamic, i.e., 
time-varying, conditions are clearly more informative about the 
system’s structure than those collected at steady state, but require 
model-based calculations to extract quantitative information from 
the data. For this purpose a mathematical model of a given system-
experiment pair can in general be expressed as a function of 
time

 y(t) = f[t, u(t), p] (76–1)

where, at the generic time instant t, y(t) represents the array of 
all measurable quantities, u(t) the array of all external, possibly 
time-varying, inputs and events that characterize that particular 
experiment, and p represents the array of model parameters. 
Actual measurements are in general noisy and possibly taken at 
discrete time points

 z(ts) = y(ts) + e(ts) (76–2)

where e(ts) is measurement noise and the generic observation time 
point ts belongs to the sampling set SS = {t1, t2,  .  .  .}.

Let us initially assume that model Eqs. (76–1) and (76–2) may 
correctly predict the outcome of experiments for any inputs u(t)
and sampling SS with particular values of parameters p, but 
without disclosing anything about the biological nature of the 
observed phenomenon. In this case the model would not be useful 
to interpret observed variations in the parameters p, e.g., between 
different subjects or following drug administration, because these 
would be meaningless without a physiological basis of the model. 
Mathematical models should therefore not only be able to fi t 
experimental data but also be useful in explaining differences in 
responses observed under different experimental conditions. In 
this regard the structure of a model, from which the equations are 
derived, represents the main factor influencing the interpretation 
of results. For instance, Figure 76–1 shows two-compartmental 
models, which have clearly different meanings but that are equiv-
alent from a dynamic viewpoint. That is, for any different system 
structure there exists a different mathematical expression of the 
type of Eq. (76–1), which can produce, with some restrictions on 
parameters, the same model output. Furthermore, from a mathe-
matical point of view the dynamics of all models in Figure 76–1 
can be summarized by the so-called impulse response function 
given by the sum of two exponential terms

 h(t) = Ae−at + Be−bt, t ≥ 0; 0, t < 0 (76–3)

with p = [A, a, B, b] in Eq. (76–1). The model output is then given 
as a convolution integral,

y t h t s u s ds
t

( ) = −( ) ( )
−∞
∫ (76–4)

The equivalence of the various models of Figure 76–1 relies 
on the fact that for admissible values of p there exist, for each 
model, parameter values p1, p2,  .  .  .  and nonlinear functions g1,
g2,  .  .  .  that produce the same system output as in Eq. (76–4), 
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i.e., with p = g1(p1) = g2(p2).  .  .  .  Should the primary biological 
signifi cance in parameter variations be provided by, say, p1 then 
analysis of experimental data based on model Eq. (76–3) would 
show variability of p rather than p1, i.e., useful information would 
be confused by the nonlinear function g1. This can be extrapolated 
to the problem of comparing two competing models having both 
plausible physiological structures. One model may be preferred 
to another because of more realistic variations in parameters, e.
g., in relationship to a disease or drug effect. The claim that the 
two-exponential function [Eq. (76–3)] is sufficient to describe a 
linear two-compartmental model is therefore at least misleading 
as regards the possible interpretations that can be given to between-
subject variability of parameters.

Another advantage of adopting physiologically based struc-
tured modeling is the straightforward reutilization of already 
tested system structures to define new models, e.g., by adding 
compartments or introducing control actions on the transfer rates 
between compartments.

The concept of equivalence between models can be general-
ized to the so-called identifiability problem, which is often under-
stated because it is difficult to solve. Let us assume, for example, 
that a real system’s response may be accurately described through 
Eq. (76–4), i.e., by means of the four parameters in p, but that the 
experimenter may try to fit the data to a more complex model, i.
e., with more than four parameters. In this case the equivalence p
= g1(p1) would be satisfied by multiple values of p1 (maybe an 
infi nite number), causing uncertainty in the results and making 
analyses on parameter variations meaningless. A more subtle situ-
ation is given with the same number of parameters but with mul-
tiple solutions for p1 that satisfy the equation p = g1(p1) = g1(q1),
with p1 different from q1. To address these methodological issues 
at least one software tool has been developed.5

MODELING SOFTWARE TOOLS
A multitude of general purpose and specialized software tools 

exist for solving specific problems encountered in modeling and 
identifi cation of biomedical systems. However, rarely can one 
software satisfy all the needs in a certain study. Fortunately, 
modern operating systems of desktop computers greatly facilitate 
exchange of data and information between different applications. 
Personal working environments are commonly tailored to indi-
vidual attitudes and needs, e.g., from data entry through data 
analysis to final reporting. One should therefore consider also the 
possibility of utilizing different tools for organizing personalized 
modeling environments. In this way one could benefit from state-
of-the-art, often free open-source, software developed in different 
disciplines for modeling, numerical simulation and statistical 
analysis, with added scientific, besides economic, value compared 
to all-in-one, usually niche commercial, software. Accessibility to 
a particular software is however often limited mainly by lack of 
human resources (trainee or expert user) or by the learning curves, 
that are usually the steeper the more flexible a particular software 
is. The choice of a software for pursuing a particular modeling 
project is therefore often suboptimal, and a weakness in the design 
of a chosen software can become a constraint in the study imple-
mentation. Thus, time investment in getting acquainted with more 
sophisticated and flexible software brings certainly advantages on 
the long run.

MODELING PARADIGMS Models of biomedical systems 
should be formulated as explicitly as possible to reveal and ensure 
coherence in the conceptualization of the actual systems. For 
instance, mass balance equations are often written implicitly in 
terms of dynamics of concentrations rather than masses to elimi-
nate unknown distribution volumes viewed as “nuisance” param-
eters. This can cause trivial mistakes, such as implicitly assuming 
that a substance and its metabolites have the same distribution 
volume when they do not, e.g., extracellular versus total body 
water. Therefore, explicitly declaring even unknown parameters 
by setting them to conventional values may help to avoid 
oversights.

The mathematical equations that ultimately characterize the 
model itself are usually inadequate for a clear representation of 
systems, especially if documentation is scarce. The equations are 
typically described in terms of so-called ordinary differential 
equations (ODE) that can be efficiently solved numerically by 
computer algorithms. However, as a rule, ODE lose their clear 
relation to the underlying modeling assumptions and are com-
monly not self-explanatory except for modeling experts. The 
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Figure 76–1. Different representations of two-compartment models 
exhibiting the same dynamic behavior under parameter constraints. 
(A) Traditional model with kij representing fractional clearances 
(time–1), u input of material, and y concentration measurement. The 
distribution volume V1 of compartment 1 must be assigned to relate 
concentration to mass. The model is not uniquely identifiable, unless 
either k01 or k02 is zero. (B) Physiological parameterization with Cls 
representing clearances (volume per time). The exchange of material 
between compartments depends, as in diffusion, on concentration 
differences, thus both compartmental volumes V1 and V2 must be 
assigned, giving a total number of parameters as in (A). (C) Physio-
logically based circulatory model with compartments interpreted 
typically as tissues with high and low perfusion and Qs and Cs rep-
resenting blood flows and concentrations, respectively. Additional 
parameters (not shown) are distribution volumes and blood-tissue 
partition coefficients. The total number of parameters is thus consid-
erably larger than for the minimal representations in (A) and (B). (D) 
The same as in (C) with additional elimination from the kidneys 
assumed having negligible blood volume.
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feature of modeling software that mainly influences clarity and 
productivity is, therefore, in our view, the capability for domain-
specifi c rather than equation-oriented modeling. In the traditional 
equation-oriented approach, mathematical equations that describe 
the dynamics of a system must be declared explicitly, such as in 
ACSL (Advanced Continuous Simulation Language) (e.g., www.
aegistg.com), or coded in some programming language, such as 
Fortran or C, that requires specific mathematical modeling and 
programming skills. Moreover, deriving mathematical equations6

from a system’s concept can be an uncircumventable hurdle for 
most nonmathematicians. In this regard, to facilitate dissemina-
tion and reuse of models, a standard representation for coding 
mathematical models of biomedical systems, the CellML markup 
language, was devised at the University of Auckland (www.
cellml.org).

In contrast to equation-based modeling, domain-specific mod-
eling consists of declaring a system’s structure by means of 
graphic or textual formalisms conventionally used in a particular 
discipline, e.g., representation of biochemical reactions or electri-
cal circuit networks, leaving to the software the burden of generat-
ing the mathematical model equations or simulation code. 
Domain-specifi c modeling thus makes it possible to concentrate 
on the system’s structure and modeling assumptions, reducing the 
risk of misspecifying model equations due to automated code 
generation. In the following a few domain-specific modeling para-
digms of interest in biomedical research are discussed.

System Dynamics Modeling This modeling paradigm was 
introduced in the 1960s by J.W. Forrester at MIT to analyze the 
evolution of economical phenomena and is currently being pro-
moted by the System Dynamics Society (www.systemdynamics.
org). The modeling approach consists of a graphic specifi cation 
of system structure in terms of so-called stock-and-flow diagrams, 
e.g., reservoirs and transfer of material, also depicting the rela-
tionship between variables, in particular, how flows between 
stocks are controlled by other variables. Thus, this kind of repre-
sentation naturally fulfills conservation of mass. System dynamics 
modeling has been widely used in education and has been applied 
to social as well as physical and biological sciences.7 Among 
various software that implement Forrester’s System Dynamics 
paradigm the mostly used in biomedical research is STELLA 
(ISEE Systems, www.iseesystems.com). Another software histori-
cally associated with STELLA is Berkeley Madonna (www.berke-
leymadonna.com), which used to lack a graphic model specifi cation 
interface and relied on model files produced with STELLA. Now 
Madonna implements a simplified graphic interface based on the 
System Dynamics paradigm, as well as a textual interface for 
defi ning chemical reactions. A distinctive feature of Madonna is 
the implementation of tools to easily evaluate dependencies of 
simulation outcomes to parameters through sensitivity analysis 
and parameter estimation.

Compartmental Models Although the term “compartment” 
is often used to denote a distinct entity in a lumped-parameter 
representation of a distributed system, here it is understood in the 
more restricted sense of a pooled representation of a substance 
uniformly dissolved in a well-stirred volume of solvent (Figure 
76–1). Compartmental models are completely specified by the 
initial quantity of material and distribution volume of each com-
partment and by the time-varying flow of material exchanged 
between compartments. This system representation is thus closely 
related to system dynamics modeling, but with a succinct graphic 

representation that evidences only compartments and direction of 
fl ows. A mathematically well-defined subclass, especially useful 
for modeling the kinetics of tracers, is represented by linear com-
partmental models, in which the flow rate between two compart-
ments is proportional to the concentration in the source 
compartment (Figure 76–1A). Modern software that explicitly 
tackles this type of models is, for instance, SAAM II (http://depts.
washington.edu/saam2).

Electrical/Hydraulic Models Lumped-parameter models 
of the pressure–flow relationship in airways and blood vessels are 
conceptually equivalent to electrical circuit networks used, for 
instance, to model the membrane potential along the dendritic 
tree of a neuron. It is sufficient to equate pressure with potential 
and flow with current. Constitutive elements of such models 
are compliances (capacitors), inertial components (inductances), 
resistances, and sources of pressure (potential) or flow (current) 
(Figure 76–2). Conservation principles of mass (charge) and 
energy yield the so-called Kirchhoff’s laws for electric circuits, 
which are useful for determining the pressures (potentials) at all 
junctions (nodes) and flows (currents) through each branch in a 
hydraulic (electric) network. It is worth noting that there are also 
analogies between electrical circuits and thermodynamic network 
models. The pioneering software used to simulate this kind of 
models is SPICE (Simulation Program with Integrated Circuits 
Emphasis) originally developed by L. Nagel and D. Pederson in 
the early 1970s at the University of California, Berkeley (http://
bwrc.eecs.berkeley.edu/Classes/IcBook/SPICE/).

Signal Flow Diagrams Signal flow diagrams are mainly 
used in control engineering with blocks representing subcompo-
nents of a system and with directed paths that link the outputs of 
components with the inputs of other ones (Figure 76–3). Addi-
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Figure 76–2. Simple electrical circuits with R, C, and L represent-
ing resistance, compliance, and inertia, respectively. (A) Dynamically 
equivalent circuit of the physiological compartment model of Figure 
76–1B, if corresponding resistances are the inverses of clearances, 
i.e., R = 1/Cl, and capacitances are equal to distribution volumes. (B) 
Electrical analog of a respiratory model with forced ventilation. Sub-
scripts a and p indicate airways and periphery, respectively. La

accounts for inertia of air.
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tional graphic elements include summation and other mathemati-
cal operator blocks, which are important to specify closed control 
loops in the system. A fundamental concept of signal flow dia-
grams is that outputs of subsystems are only measures of some 
internal quantity and do not represent, e.g., a loss of material. 
Only inputs to subsystems affect the internal dynamics through 
their signaling action. This system representation well serves to 
clarify the control loops and signals in a system, but the imple-
mentation of conservation principles, e.g., of mass, can yield quite 
intricate representations. The software mostly used in implement-
ing this modeling paradigm is Simulink, a graphic package that 
extends the numerical software Matlab (The MathWorks, www.
mathworks.com). Incidentally, a recently developed Matlab exten-
sion of interest in biomedical research is named SimBiology, 
which provides tools for simulating and analyzing biochemical 
pathways. Nevertheless, other software tools exist for modeling 
biochemical reactions, such as the free program Gepasi (www.
gepasi.org).

Bond Graphs Bond graphs were proposed in 1959 by H.M. 
Paynter to represent physical systems in terms of elements (ports) 
that store, dissipate, supply, and transform energy in various phys-
ical forms, and bonds that represent the exchange of power 
between these elements. Special components, so-called junctions, 
defi ne the way components are connected, i.e., in series or in 
parallel. The power exchange paradigm naturally implements 
energy conservation across multiple energetic domains, e.g., 
mechanical, hydraulic, electrical, chemical, and thermodynamic. 
This makes bond graphs suited for specifying models of multi-
domain systems. The two factors whose product defines power, 
i.e., effort and flow in bond graph terminology, have different 
interpretations in different energetic domains, e.g., as described 
previously for hydraulic and electrical systems, but are treated 
consistently throughout the bond graph theory. The formalism is 
useful even if the product of effort and flow does not represent a 
power; in these cases we speak of pseudobond graphs. An impor-
tant characteristic of bond graphs is that mathematical model 
equations can be derived symbolically from the graphic represen-
tation in a systematic, algorithmic way that can be implemented 
in computer software. This makes bond graphs intrinsically a 
multidomain-specifi c modeling approach suitable for generating 
model equations that can be easily exported for simulation to 

other software, e.g., Matlab or ACSL. The first bond graph model-
ing software developed in the early 1970s by R.C. Rosenberg, 
ENPORT, has been followed by many others, mainly oriented 
toward control engineering and industrial applications. The dis-
tinctive feature of bond graphs of algorithmic and symbolic deri-
vation of mathematical model equations has pioneered the 
development of other multidisciplinary modeling languages, of 
which MODELICA (www.modelica.org) appears to be the most 
promising. The feasibility of multidisciplinary modeling software 
for biomedical systems has also been investigated.8

STATISTICAL SOFTWARE TOOLS
Statistical evaluation of the agreement between model predic-

tions and experimental data for model identification and valida-
tion is a widespread and general issue in all experimental sciences. 
Biomedical systems modeling, as considered here, can largely 
take advantage of statistical methods implemented in general 
purpose statistical software. Only recently emerging modeling 
issues in postgenomic studies pose new challenging problems to 
statistical research that require new theoretical solutions and ad 
hoc software development, e.g., BioConductor (www.bioconduc-
tor.org). The integration of software specifically designed for 
modeling biomedical systems with general purpose statistical 
tools would therefore be a means to maximize quality and cost 
effectiveness in software design.

With regard to the more traditional statistical methods, of par-
ticular relevance for modeling dynamic biomedical systems are 
the so-called population pharmacokinetic methods that were pio-
neered in the early 1980s by L.B. Sheiner and others, which led 
to the development of established software such as NONMEM 
(www.globomaxservice.com). In the classical two-stage approach 
a model is first fitted to dynamic experimental data of each indi-
vidual, and, in the second stage, model parameter distributions of 
the studied group and possible effects of covariates are analyzed. 
Population approaches aim instead at estimating simultaneously 
all parameters of a hierarchical model with different modeling 
levels. Typically, the dynamic system response of a single indi-
vidual represents the first modeling level, and the statistical prop-
erties of model parameters and causal relationships between 
parameters and covariates are defined at the second or higher 
modeling levels.

The two mainstream population approaches are the Bayesian 
and the nonlinear mixed-effects modeling methods. Bayesian 
methods intrinsically use prior information to infer from experi-
mental data the so-called posterior distribution of parameters in a 
single individual or in a group of subjects. That is, prior informa-
tion available from previous studies or from the literature is 
updated, even with sparse experimental data, to obtain model 
parameter estimates in an individual or a group. Normally these 
estimates would not be obtainable from the same data without 
using prior information. For instance, in the extreme case of no 
availability of data, the estimates returned are simply the prior 
distributions. Bayesian methods thus have the substantial advan-
tage of providing in any case model parameter estimates, which 
are more or less biased toward the a priori mean depending on 
the available information and data. This has clear implications for 
the design of complex studies in which one part of the experiment 
can provide prior information from a few individuals, and in the 
other part, sparse data are collected from many individuals to 
provide complementary information on between-subject variabil-
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Figure 76–3. Example of a “homeostatic” control system with set 
point ysp; y and u are controlled and control variable, respectively. The 
main controller produces its output dependent on the difference ysp −
y, and the so-called feedforward mechanism anticipates control 
actions in response to external disturbances of the system. The 
diagram can be viewed as a sketch of glucose regulation, where the 
pancreas is the main controller and gastrointestinal hormones are 
feedforward signals during meal ingestion.
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ity. General purpose Bayesian software tools are not very common 
because, on the one hand, the solution of inference problems typi-
cally requires ad hoc implementations, which are, on the other 
hand, easily put together by experienced statisticians due to pow-
erful yet simple computational methods. Of note is the widespread 
software BUGS (Bayesian inference Using Gibbs Sampling) 
(www.mrc-bsu.cam.ac.uk/bugs) and the derived pharmacokinetic-
oriented tool PKBUGS.

Nonlinear mixed effects (NLME) modeling methods are, in 
short, population approaches that view group data as one ensem-
ble and distinguish between parameters that characterize the 
whole group, so-called fixed effects such as average value of 
model parameters and effect of treatment, and individual varia-
tions from these reference values, so-called random effects. 
NLME methods make efficient use of experimental data because 
fi xed effects are estimated from the entire data set, making it pos-
sible not only to collect sparse data in individual experiments, but 
also to increase the success rate of model fitting over individual 
data fitting. Moreover, NLME are more robust than two-step 
approaches in disentangling between-individual variability of 
model parameters from statistical uncertainty related to residual 
errors. NLME estimation procedures are available, in addition to 
the aforementioned NONMEM, in most advanced statistical pack-
ages and data analysis environments. An extensively used soft-
ware is the NLME package9 provided with the free open-source 
statistical software R (www.r-project.org).

CONCLUSIONS
The study of biomedical systems, in a broad sense, involves 

different scientific disciplines that have historically evolved inde-
pendently from each other with distinct conventional representa-
tions and heuristic mathematical laws used to describe specifi c 
physical phenomena. Developing mathematical models within a 
multidisciplinary context is, therefore, more difficult to accom-
plish than using software designed for a specific domain, espe-
cially if interacting phenomena belong to different domains and 
the software lacks a common specification dictionary. Unfortu-
nately, no prevailing model description language has yet emerged 
to allow the exchange and reutilization of models across different 

simulation software—-not even bond graph modeling, which has 
been around for decades and presents unique characteristics as to 
the unifying representation of systems and the algorithmic 
approach to derive mathematical model equations. Perhaps 
modern object-oriented modeling languages adopted by different 
software developers and vendors, such as MODELICA, will fi ll 
this gap. An additional limitation of general purpose modeling 
software is usually the unavailability of robust statistical methods 
needed for model identification and testing of hypotheses that are 
indispensable in experimental research. At present, researchers 
interested in biomedical systems modeling therefore ought to 
select software tools that best meet their particular needs, either 
from biomedically oriented niche software that may exhibit ade-
quate modeling and sufficient data analysis features, or from 
general purpose software tools that generally require integration 
and interface with other software to create advanced multipurpose 
modeling and simulation environments. To accomplish this, in 
addition to some programming skills, access to crucial informa-
tion on data exchange formats and the like may be required, which 
is usually available only with nonproprietary software.
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ABSTRACT
The Internet and web technologies are changing rapidly, bring-

ing a steady stream of exciting new applications and abilities to 
both the developer and the end user. Web-based applications 
have unique attributes to provide new and updated teaching mate-
rials in an interactive format. Websites designed for biomedical 
research and training provide rich contents with multiple hyper-
links and multimedia objects. Web-based tools for information 
exchange include forums, bulletin boards and discussion lists, 
chat rooms, videoconferencing, and webcasts using streaming 
technology. Regardless of the delivery format, the design of web-
sites for biomedical research or training raises many issues such 
as selection of hardware and software authoring tools, collabora-
tive design efforts, pedagogy, copyright or intellectual property 
issues, and concerns regarding security, privacy, and confi dential-
ity. This chapter briefly reviews the client–server technology, 
and describes commercial tools for developing an academic 
website from personal experience. The challenges and motivators 
for creating websites for biomedical education and research are 
discussed.

Key Words: Information technology, Internet, World 
Wide Web, Website, Online education, Medical research, 
Biomedicine.

INTRODUCTION
Modern information technology (IT) and telecommunica-

tions through the Internet play a significant role in biomedical 
research and training across the globe. The Internet provides a 
repository of websites and databases on a variety of topics in 
biomedicine, and many more are constantly added and updated.1,2

The web technology is changing rapidly, bringing a steady stream 
of exciting new applications and abilities to both the developer 
and the end user. Web-based applications have unique attributes 
to provide new and updated teaching materials in an interactive 
format. Websites designed for biomedical research and training 
provide rich contents with multiple hyperlinks and multimedia 
objects.

Several articles offer comprehensive reviews of website 
designs and implementation of web-based information.3–5 Website 
designs involve distance delivery of print materials, graphics, 

animations, and audiovisual materials. Web-based tools for infor-
mation exchange include forums, bulletin boards and discussion 
lists, chat rooms, videoconferencing, and webcasts using stream-
ing technology.

This chapter briefly reviews the client–server technology, and 
describes commercial tools for developing an academic website 
from personal experience. The challenges and motivators for cre-
ating websites for biomedical education and research are 
discussed.

CLIENT–SERVER TECHNOLOGY
The Internet uses standard TCP/IP (transmission control pro-

tocol/Internet protocol) stack, which is a set of protocols for data 
communication over various computer networks. The protocols 
work together to allow computers using different operating 
systems and protocols to communicate with one another with a 
common language.

An intranet is a “private” network of connected computers 
used to share information within an institution, organization, 
company, and their affiliates and clients. The principal difference 
between an intranet and the Internet is that the intranet is not 
intended for public access. With privacy and security features 
installed, both Internet and intranets can be used to share a 
wide variety of media including text documents, graphics, anima-
tions, streaming audio and videos, and custom-designed 
applications.6–9

The methodology of website development involves composing 
web pages in standard hypertext markup language (HTML) and 
sending them over the Internet or intranet using a protocol called 
HTTP, which is an acronym for hypertext transfer protocol. 
However, other web authoring syntax and a variety of applications 
could also be used as needed. Software applications called a web 
browser such as Internet Explorer find information from websites 
and display them on computers connected to the Internet any time 
and from anywhere in the world. The web content resides on 
computers called web servers, and the client machine is any com-
puter accessing that server’s data.

HARDWARE REQUIREMENTS
In a typical institution or company, the IT personnel install and 

manage many computers using different operating systems, and 
hardware and software. The client workstations may include com-
puters running Microsoft Windows, Apple Macintosh, and other 

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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platforms with different operating systems and applications. The 
servers and workstations are connected with an assortment of 
hardware and software, which might include Ethernet (10 mega-
bits/second, Mbps), fast Ethernet (100 Mbps), and much higher 
speeds. In such environments, a local area network (LAN) and 
wide area network (WAN) of interconnected computers can be 
used for website development. Several routers and hubs are used 
for interconnectivity and traffic control.

The essential hardware and software for developing websites 
consist of a web server connected to a network of computers. In 
our department, the web server runs under a Windows 2003 oper-
ating system (Dell Computer Corporation, Round Rock, TX). The 
ancillary units consist of an automated tape backup, an uninter-
ruptible power supply, and an antivirus program. Technicians 
from the Microcomputer Services of our institution installed and 
confi gured the hardware and software systems.

Based on our experience, the following routines are suggested 
to maximize the performance of a departmental network using the 
client–server technology:

1. The central processing unit of the server should be as fast 
as possible; multiple high-speed microprocessors may be needed 
for database and image intensive tasks.

2. Random access memory of 1–2 gigabytes or higher should 
be used.

3. Large hard drives with a capacity of 50–100 gigabytes or 
more are needed for storage of data and should be as fast as pos-
sible; redundant hard disk arrays will provide data backup and 
security.

4. Network adapters are required for networking. Most 
enterprise LANs and WANs are Ethernet based, where computers 
are connected by one of the network interface cards. The 
10/100 Base-T card communicates at 10 or 100 Mbps, and higher 
speeds are becoming common at many academic institutions.

5. The network should offer domain name service, which 
converts easily remembered alphabetic addresses to the numeric 
IP address to find other computers over the Internet.

SOFTWARE REQUIREMENTS
Over the past few years, building web-based services and web-

sites has become a popular way of sharing information for bio-
medical research projects.1,2 The open source is a trustworthy 
mechanism for website deployment and distribution of infor-
mation. Open source technology has become popular because it 
decreases duplicate efforts and produces rapid development of 
websites at participating institutions. Several custom software 
projects have been described that run using an open source model.7,8

However, many universities are only beginning to draft policies 
regarding copyright issues for developing open source software.

The basic software needed for creating websites consists of 
one or more authoring tools and editing applications for texts, 
images, graphics, animations, simulations, and audio and video 
streams. Until recently, authoring web pages needed a working 
knowledge of HTML syntax, which, although not difficult to 
learn, can be tedious. Web pages can be authored using any text 
editor, and there are currently a variety of high-quality WYSIWYG 
(what you see is what you get) editors on the market that do not 
need any knowledge of HTML syntax. With these editors, anyone 
who can use a word processor can create static web pages. 
For a summary of website development tools, visit http://horton.
com/tools.

For using database technologies, presenting live content and 
customization of websites, advanced computer skills are needed. 
These include a working knowledge of a scripting language such 
as JavaScript, and sophisticated programming languages such as 
Java and Perl. The ASP (Active Server Pages) technology was 
created by Microsoft to allow an easy combination of HTML, 
scripts (such as JavaScript and Microsoft’s VBScript), and 
ActiveX. Another programming language called Extensible 
Markup Language or XML provides the foundation for many web 
services. Much like HTML, XML uses programming tags that 
defi ne the properties of data on web pages. However, XML tags 
are far more versatile and can define precisely how data are dis-
played as well as contents.

Web-based data mining technology presents particular chal-
lenges to the standard HTTP protocol and website developers 
need to learn advanced skills. Webmasters should also have a 
working knowledge of at least one basic web-enabled database 
solution such as Microsoft Access. For database intensive tasks, 
SQL (Structured Query Language) is an example of a database 
management application that has become popular for querying 
and managing databases on websites. For skilled webmasters, 
other client and server-side programming and database creation 
solutions are available on the market.

CONTENT DEVELOPMENT
This section describes how the author used off-the-shelf 

commercial tools and created an educational website in the 
department of obstetrics and gynecology at Louisiana State 
University Health Sciences Center in Shreveport, Louisiana. 
The website was developed according to the guidelines of the 
American Medical Association.10,11 The departmental faculty 
provided teaching materials and the authors independently edited 
the content for consistency and style before postings were done. 
The departmental website is located at http://obg.lsuhsc-s.edu/
obgyn/index.html.

The website development tool automatically creates the web 
pages with standard HTML syntax (NetObjects Fusion, Website 
Pros, Inc., Jacksonville, FL). Slideshows were produced using 
Microsoft PowerPoint, and the training modules were created 
using Trainersoft software (San Diego, CA). Multiple-choice 
questions were written using Questionmark software (Stamford, 
CT). The training videos were edited using Camtasia Studio soft-
ware (Okemos, MI). CodeCharge software (Utica, MI) was used 
to create backend databases for case studies on the intranet using 
Microsoft Access application. To encourage private discussions 
among the participants a bulletin board was created and hosted 
on the intranet, which is password protected.

Currently the departmental site includes 238 pages with 3771 
links, including those found on external servers providing women’s 
healthcare education. The website provides access to interactive 
lectures, computer-generated tests, quizzes, searchable databases, 
and a bulletin board for approved users. Various sections of the 
website provide links that include administrative and teaching 
materials. The Lessons and the Visiting Professors sections contain 
modular topics in reproductive medicine such as menstrual disor-
ders, polycystic ovary syndrome, endometriosis, infertility, and 
laparoscopy. The Library section is an online source for educa-
tional materials in reproductive medicine (Figure 77–1). 
Table 77–1 provides the main goals and website addresses. Table 
77–2 provides information on visitor profiles at the departmental 
sites from 1998 to 2004.



Figure 77–1. Screenshot of the home page 
at the departmental website showing the 
navigation bar and links for various 
sections.

Table 77–1
Websites of the obstetrics and gynecology department (1997–2006)

Website address Purpose

http://obg.lsuhsc-s.edu/obgyn/index.html Home page of the department
http://obg.lsuhsc-s.edu/art/index.html Home page of the Fertility Center
http://obg.lsuhsc-s.edu/movie/index.html Website resources/history
http://obg.lsuhsc-s.edu/sites/index.html Academic departments links
http://obg.lsuhsc-s.edu/education/index.html Educational links; references
http://obg.lsuhsc-s.edu/trainer/quick_start_.html Resident orientation lectures
http://obg.lsuhsc-s.edu/pco.index.html Animal PCOa models/archives
http://obg.lsuhsc-s.edu/gallery/index.html Photo archives on PCOSa

http://obg.lsuhsc-s.edu/video/index.html Laparoscopy training videos
http://obg.lsuhsc-s.edu/library/index.html Healthcare resources/links
http://obg.lsuhsc-s.edu/test/index.html Announcements, new pages
http://obg.lsuhsc-s.edu/data/index.html Intranet for case studiesb

aPCO, polycystic ovary; PCOS, polycystic ovary syndrome.
bPassword-protected intranet site for authenticated users.

Table 77–2
Visitor data on departmental website: 1998–2004a

Visitor data Number

Hits
Entire site (successful) 3,719.073
Average per day 1,522
Home page 38,447

Page views
Page views (impressions) 1,010,159
Average per day 413
Document views 1,004,701

Visits
Total visits 283,300
Average per day 115
Average visit length 00:14:02
Median visit length NAb

International visits 8.28%
Visits of unknown origin 17.33%
Visits from the United States 74.38%

Visitors
Unique visitors 79,207
Visitors who visited once 66,108
Visitors who visited more than once 13,099

aThe website is located at http://obg.lsuhsc-s.edu/obgyn/index.html.
bNA, not applicable.
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DISCUSSION

Web-based virtual learning (also called electronic learning or 
e-learning) can be defined broadly as any use of the Internet and 
web technologies to create learning experiences. Web-based train-
ing (WBT) is individualized or group tutoring or mentoring deliv-
ered over public or private computer networks and displayed by 
a web browser. WBT is an example of on-demand interactive 
training stored in a server and accessed online across a network 
of computers.

Today many software tools for website development are avail-
able on the market, mostly at a low cost to individual users for 
professional website designs and publication. The Internet pro-
vides massive amounts of information including interactive tutori-
als on website development. Popular search engines provide 
addresses of websites for authoring as well as other website devel-
opment tools. Online bookstores provide listings for hundreds of 
books on website development.

During the past decade, the virtual learning knowledge 
base has exploded, and increasing numbers of institutions 
and organizations are using innovative methods for online 
teaching and research.12–17 To see some examples, visit the Asso-
ciation of Professors of Gynecology and Obstetrics website at 
http://www.apgo.org/members/index.cfm and review the repro-
ductive medicine sites at several health sciences centers in the 
United States and Canada. The academic department’s websites 
can also be searched using a tool provided at our departmental 
website (see Table 77–1).

Developing quality websites symbolizes an evolution that 
needs experienced website designers, surveys of the target audi-
ence, focus groups, and analysis of server data or a combination 
of these methods. However, posting of information on the web 
does not always undergo peer reviews or need some standard for 
publication. The design and implementation of websites need 
readily available technical support personnel and a variety of tools 
and techniques.18,19 The collaboration of IT experts with content 
experts allows interactive websites to be developed that are cost 
effective and geared to end users needs. Our website is interna-
tional in scope, collaborative, asynchronous in delivery, fl exible, 
and responsive to learner needs.16,17

The websites designed for biomedical education and research 
can provide rich contents with many hyperlinks and multimedia 
objects. Web-based tools for information exchange include 
forums, bulletin boards and discussion lists, chat rooms, video-
conferencing, and webcasting using streaming technology. 
Webcasting is a new instructional technology used to deliver 
audio and video presentations via the Internet, enabling learners 
to participate in a live class via a personal computer. Increasingly, 
scientifi c conferences are being webcast to extend the benefits of 
online education.20,21

Syndicated content delivery, known as Really Simple Syndica-
tion (RSS), is a popular way to deliver information from websites. 
Using RSS, a news site or a blog can automatically feed articles 
to a group of subscribers. Because RSS is still new, not all web-
sites can publish using this medium. However, RSS feeds can be 
integrated on websites with relative ease to receive the latest 
information on a given subject.22 This technology provides a 
speedy way of updating contents of academic websites.

Web logs, also known as “blogs,” are an emerging tool that is 
easy to use, is web based, and can improve communication, col-

laboration, and information-gathering skills. Blog postings, typi-
cally updated daily, can include images, photos, links, video, 
audio, or simple text. The postings are archived by date and 
sometimes by category or by author. Another communication and 
reference tool called wiki is a hypertext-based collaborative soft-
ware that enables authoring of documents collectively using a web 
browser.23,24

The blogs and wikis are web-based applications for collabora-
tive knowledge warehouse. These tools have the potential to offer 
all the features of complex and expensive IT solutions for sharing 
and exchange of information (see wikipedia.org). An emerging 
technology called Web 2.0 refers to a second generation of ser-
vices available on the web that lets people collaborate and share 
information online. In contrast to the first generation, Web 2.0 
gives users an experience closer to desktop applications than the 
traditional static web pages. These collaboration tools can enable 
researchers to share knowledge and experience quickly using the 
available technologies.

Regardless of the delivery format, the design of websites for 
biomedical education and research raises many issues such as 
selection of hardware and software authoring tools, collaborative 
design efforts, pedagogy, and copyright or intellectual property 
issues. Significant concerns regarding the security, privacy, and 
confi dentiality of consumers have also been raised. Motivating 
reasons for effective website development include team attributes 
such as strong leadership and judicious use of available resources. 
Barriers to development include administrative environments that 
do not yet fully integrate IT into educational vision and frame-
work, lack of academic incentives for the faculty, and limited 
technical support staff.25

Recently many virtual communities for providing health edu-
cation as well as support groups for patients have emerged. These 
cover a wide range of clinical specialties, technologies, and stake-
holders. However, more research is needed to evaluate under 
which conditions and for whom electronic support groups are 
effective and how the effectiveness for delivering social support 
electronically can be assessed.12,13 Chapter 78 (this volume) 
describes a variety of tools and techniques to build virtual com-
munities for biomedical education and research.

CONCLUSIONS
Web-based applications have unique attributes that provide 

new and updated teaching materials in an interactive format. Web-
sites designed for biomedical research and training provide rich 
contents with multiple hyperlinks and multimedia objects. Today 
many software packages for website development are available 
on the market, mostly at a low cost to individual users for profes-
sional website designs. The Internet and web technologies can 
promote online collaboration using forums, discussion groups, 
and content sharing. Newer technologies enable real-time collabo-
ration in various forms. Properly designed websites can motivate, 
teach, and quickly update learners and teachers involved in bio-
medical education and research.
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78 Building Virtual Research Communities 
Using Web Technology

KRISHNA B. SINGH

ABSTRACT
Exchanging information and building communication chan-

nels are critical ingredients of biomedical education and research. 
Collaboration tools can help researchers work in harmony and 
learn together at a distance. This category spans a wide variety of 
applications from simple text-based e-mail clients to complex 
online meeting tools. E-mail is the oldest, most widely used, and 
effective collaboration tool. Online discussions go by various 
formats and names such as discussion groups, bulletin boards, and 
discussion forums. The Internet and web technologies have the 
potential to increase the productivity of biomedical research. The 
Internet collaboratories can support expensive equipment to 
address complex problems, which can speed up discovery and 
innovation in research. Having the right tools and technology is 
a necessary foundation and building a community needs con-
scious effort among website designers, community promoters, 
and leaders. Integrating electronic collaborative tools into routine 
scientifi c practice can be successful but requires further 
research.

Key Words: Internet, World Wide Web, Online education, 
Biomedical research, Groupware, Collaboratory.

INTRODUCTION
Advances in Internet and web technologies over the past 

decade have resulted in increased opportunities for consumers and 
the medical community to become more innovative in biomedical 
research. These innovations have allowed instantaneous access to 
medical information at the point of need. Web-based applications 
have unique attributes to provide new and updated teaching mate-
rials in an interactive format. By capitalizing on technologies such 
as laptop or notebook computers, personal digital assistants, and 
web-based applications people have portable and remote access 
to biomedical information almost instantaneously. In the litera-
ture, several types of virtual collaboration tools have been 
described.1–5 The use of electronic tools such as e-mail, bulletin 
boards, and web messaging for collaboration is also emerging in 
the medical practice and allied fi elds.6–9

This chapter explains the terminology and reviews potential 
uses of a wide range of Internet and web-based collaboration 
tools. Information on how some institutions have used the tech-
nology to develop large-scale collaborative research initiatives is 

also presented. Finally, how integrating information technology 
might harmonize biomedical education and research and its poten-
tial significance are discussed.

TERMINOLOGY
Many collaboration tools use the server–client architecture or 

its variants on a network of computers. In technical terms, a client 
is a computer system that accesses the service on another com-
puter called a server using network connections. The client–server 
model is still used today on the Internet, where a user may connect 
to a service operating on a remote system through the Internet 
protocol suites. Web browsers are clients that connect to web 
servers and retrieve web pages for display. Most people use e-mail 
clients to retrieve their e-mail from their Internet service provid-
er’s mail storage servers. E-mail list servers are a popular Internet 
tool for online discussions. Instant messaging consists of instant 
communications between two or more people on the Internet. 
Instant messaging requires the use of a client program that hooks 
up an instant messaging service. An instant message differs from 
e-mail in that conversations happen in real time. Popular instant 
messaging services include Microsoft’s MSN Messenger, AOL 
Instant Messenger, Yahoo! Messenger, Google Talk, and iChat for 
Apple computers. An older and still popular online chat medium 
is known as Internet Relay Chat or IRC. Technically, instant mes-
saging typically boosts communication and allows easy collabora-
tion among participants. Online chat can refer to any kind of 
communication over the Internet, but generally refers to a direct 
one-on-one chat in chat rooms, or using tools such as instant mes-
senger applications (visit http://en.wikipedia.org).

Web-based virtual learning (also called electronic learning or 
e-Learning) can be defined broadly as any use of the Internet and 
web technologies to create teaching and learning experiences. 
Web-based training (WBT) is individualized or group tutoring or 
mentoring delivered over public or private computer networks and 
displayed by a web browser. WBT is an example of on-demand 
interactive online training stored in a server and accessed across 
a network of computers. WBT can be updated very rapidly, and 
the training provider administers access to the training. The phrase 
virtual community or online community is often hyped in differ-
ent ways (visit http://en.wikipedia.org). The digital divide is a 
term that describes the differences between those who have access 
to the Internet and those who do not because of economic reasons, 
lack of computer competency or self-efficacy, or different knowl-
edge management styles.

From: Sourcebook of Models for Biomedical Research
(P. M. Conn, ed.), © 2008 Humana Press Inc., Totowa, NJ.
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Communication technologies can be broken down into two 
basic categories: (1) those that allow asynchronous collaboration 
in which communication does not occur in real time, and (2) those 
that allow synchronous collaboration in which communication 
takes place over networks in real time. Examples of asynchronous 
technologies include traditional correspondence courses, e-mail, 
database, and message boards. There are advantages to asynchro-
nous learning when using the web-based technologies because 
hypermedia and hyperlinks can provide large amounts of informa-
tion in distant locations. Examples of synchronous technologies 
include instant messaging and chat applications, Internet relay 
chat, whiteboarding, application sharing, and audioconferencing 
and videoconferencing using the streaming technology (Table 
78–1). These media are expensive to buy or build but permit more 
collaborative work, brainstorming, learning, or tutoring in real 
time, and may also be more productive than asynchronous 
communications.2–5

Exchanging information and building communication chan-
nels are critical ingredients of biomedical education and research. 
Biomedical researchers face hard constraints for managing the 
vast amount of information produced during research projects. 
Collaboration tools can help researchers work in harmony and 
learn together at a distance. Most researchers desirous of creating 
a virtual space to share common experiences with colleagues can 
use the tools described below.

COLLABORATION TOOLS
This category spans a wide variety of applications from simple 

text-based e-mail clients to complex online meeting tools. The 
collaboration tools let participants share their ideas, and are essen-
tial for collaborative online learning and knowledge management 

initiatives. Providing a collaborative environment may require 
several separate tools using the Internet and web technologies.

E-mail is the oldest, most widely used, and effective collabora-
tive tool preferred by patients and doctors alike.6,7 The literature 
contains several articles in which the uses of bulletin boards and 
instant messaging have been described.8,9 Online discussions go 
by various formats and names such as discussion groups, bulletin 
boards, and discussion forums. These applications are provided 
in a general-purpose server such as Microsoft Exchange Server. 
Alternatively, they can be part of an institution-wide virtual learn-
ing system such as Blackboard (blackboard.com). Simple bulletin 
boards and forums can also be integrated at websites using site 
development tools such as NetObjects Fusion (see Chapter 77, 
this volume).

With tools known as groupware, researchers can communicate 
easily with one another to perform difficult tasks even though they 
are remotely located or rarely overlap in time. There are several 
groupware applications such as Lotus Notes (IBM, Armonk, NY), 
eRoom (EMC Corporation, Pleasanton, CA), and Groove (Micro-
soft, Inc., Redmond, WA). Groove is a secure, peer-to-peer col-
laborative tool that integrates with a wide variety of applications 
such as file sharing, threaded discussions, web links, document 
review, and calendar into a single workspace. The product also 
integrates well with Microsoft Office suite. Because of its peer-
to-peer architecture, the administrative overhead is much lower 
than that of some server-based applications such as Lotus Notes. 
For a list of groupware tools, visit http://www.grantbow.com/
groupware.html.

With modern technology, research collaborations have 
advanced beyond simply providing shared access to documents 
on the Internet. Researchers engaged in complex initiatives have 
realized that running collaborative projects with great effi ciency 
needs far more structure and organization than a basic shared 
network can manage. This problem is further compounded because 
research projects often span departments, divisions, and institu-
tional boundaries on a global scale. Examples of newer and prom-
ising collaboration tools used in the medical and allied fi eld 
include wikipedia, blogs, syndicated media, podcasting, and web-
casting using streaming technologies.10–15 Interactive tutorials on 
several tools and technologies for building virtual communities 
are available at http://www.imarkgroup.org/moduledescrC_en.
asp. The next section describes custom-built collaborating systems, 
called collaboratories, and discusses what they are and what 
research domains they serve.

COLLABORATORY COMMUNITIES
The term collaboratory was first coined in the late 1980s to 

describe large-scale collaborations among researchers using the 
Internet infrastructure and tools. A collaboratory can be defi ned 
as an information technology large-scale infrastructure that 
supports cooperation among individuals, groups, or organizations 
in pursuit of a shared goal by simplifying communication and 
knowledge sharing.16–18 Recently several collaboratories have 
been developed for online education and biomedical research. 
Using collaboratories, researchers can share access to large data-
sets and shared environments, support expensive equipment to 
address complex problems, and speed up discovery and innova-
tion. They can also use an emerging class of advanced network-
based applications referred to as “grid” computing. This approach 

Table 78–1
Synchronous collaboration tools for real-time 

virtual meetings

Tool What it does

Instant messaging/chat Real-time one-to-one text messaging 
delivered over the Internet

Internet relay chat Real-time many-to-many text messaging 
system delivered over the Internet

Whiteboarding/annotating Real-time display screen that is shared 
and viewed by multiple users over the 
Internet and on which users can write 
or draw

Application and 
desktop sharing

Allows multiple users to view and share 
a computer desktop or application 
over the Internet

Audio conferencing Allows multiple users to talk with each 
other in real time over the Internet

Video conferencing/video 
chat

Allows multiple users to see and hear 
each other in real time using 
streaming video and audio over the 
Internet

Interactive web 
collaboration tools

These tools combine many of the 
applications listed above and enable 
users to interact in a number of ways

Source: Roberts S. Choosing tools for real-time virtual meetings. 
Available at http://coe.sdsu.edu/eet/articles/sitools/index.htm.
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is flexible, secure, and provides coordinated resource sharing 
among many individuals and resources.

The Environmental Molecular Sciences Laboratory (EMSL) is 
a new national user facility housing various expensive scientifi c 
instruments. Development of the EMSL collaboratory is a sym-
metric collaboration between computer scientists, domain scien-
tists (physical and biological sciences), and sociologists. The 
collaboratory relies on developing new communications technolo-
gies—shared computer displays, electronic notebooks, and virtual 
reality collaboration spaces with an integration of these tech-
nologies with videoconferencing and e-mail abilities. Table 78–2 
provides a list of unique research projects incorporating collabora-
tory technologies in the United States.

DISCUSSION
The number of virtual communities that focus on healthcare 

topics has recently exploded. For example, Yahoo Groups (http://
groups.yahoo.com) shows thousands of virtual communities 
related to healthcare and alternative medicine. Explosive growth 
of the Internet and web technologies at affordable costs plus 
consumer satisfaction with communities partly explain this phe-
nomenon. The implications of rapidly growing health-related 
virtual communities need further research.19–21

Conducting online Internet-based research raises several ethical 
questions, especially about privacy and informed consent.22–24

Researchers and peers from institutional review boards primarily 
decide whether research is intrusive and has the potential for harm, 
how confidentiality can be protected, and whether and how 
informed consent should be obtained.21 Developing private intranet 
communities and websites internally provides administrative 
control and choices for leasing or buying hardware and software. 
However, it may be more proper to use the services of a com-
munity aggregator or application service provider depending on 
the aims of the project and available finances.

Application service providers can offer a rich collection of 
templates and tools to those who want to run their own online 
community. Internet service providers and major search engines 

also offer a wide range of collaborative tools at no extra cost to 
end users. For example, MSN provides different types of web-
based e-mail servers, MSN messenger, chat rooms, and an appli-
cation called spaces for creating weblogs or blogs.

The benefits of having an online community are real, but build-
ing a virtual community is not always straightforward. Having the 
right tools and technology is a necessary foundation, but does not 
guarantee that a community will work as expected. Building a 
community needs conscious effort among website designers, 
community promoters, and leaders. The builder of a virtual educa-
tion and research community needs to determine what will hold 
it together as it expands with partnerships in the future.

Interactive websites for patient communication called patient 
portals may improve communication between patients and their 
clinics and physicians. In a randomized controlled trial, portal 
group patients demonstrated increased satisfaction with commu-
nication and overall care. Patients in the portal group particularly 
valued the portal’s convenience, reduced communication barriers, 
and direct physician responses. More online messages from 
patients contained informational and psychosocial content com-
pared to telephone calls, which may enhance the patient–physi-
cian relationship.25 Institutions and organizations must promote 
cost-effective methods for researchers to communicate and col-
laborate efficiently with peers.

The major barriers to virtual networking include lack of time 
and motivation and negative attitudes to information technology 
among participants. Other factors for implementing virtual net-
works are related to technical and logistic issues. Integrating 
electronic collaborative tools into routine scientific practice can 
be successful, but requires further research on the technical, 
social, and behavioral factors influencing the adoption and use of 
collaboration tools.18 Personal digital assistants, mobile tele-
phones, fast services by direct mail, fax machines, and audiocon-
ferencing and videoconferencing are common tools for modern 
communication. For more demanding needs, researchers now 
have many choices for combining interactive tools with the tradi-
tional systems.

Table 78–2
Collaboratories in the United States and their domains of expertise

Name Purpose Web reference

Biomedical Informatics Research Network Data sharing across neuroimaging 
databases in the United States

http://www.nbirn.net

Biological Collaborative Environment Molecular modeling and simulation http://www.ks.uiuc.edu/research/biocore
Molecular Modeling Collaboratory Extensible, interactive molecular 

modeling software
http://www.cgl.ucsf.edu/research/collaboratory

National Laboratory for the Study of Rural 
Telemedicine

Established the first virtual hospital http://www.vh.org

Visible Human Project Three-dimensional representations 
of the normal male and female 
bodies

http://vhp.med.umich.edu

Environmental Molecular Sciences Laboratory New communications technologies http://collaboratory.emsl.pnl.gov
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CONCLUSIONS
Web-based applications have unique attributes that provide 

new and updated teaching materials in an interactive format. 
Today many off-the-shelf communication tools for information 
gathering and biomedical research can be integrated at websites 
or used as stand-alone applications. With rapidly advancing infor-
mation technology, the biomedical research community continues 
to harness trends in an emerging cyberspace infrastructure. These 
trends include collaborative scientific experiments and integration 
of resources from diversified fields. Developing a collaboratory 
empowers teamwork and collaborative approaches that support 
large-scale and information-rich biomedical investigations. Scien-
tifi c research at regional and national collaboratories provides new 
insight into the biology of health as well as the prevention and 
cure of diseases.
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Figure 8–1. Example of enrichment items for laboratory mice. The hut is tinted such that the mouse cannot see out, but human caretakers 
can see in. (Photo by Jill Rawlins.)
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Figure 13–4. Imaging in live zebrafish embryos. (A) Whole 
embryos can be quickly imaged on a fluorescent dissecting micro-
scope in their chorions to sort positive transgenics (left) from wild-
type siblings (right). These embryos were not treated with PTU so 
the melanocytes are visible. (B–E) Confocal microscopy permits 
much higher resolution imaging. (B) A quick method for labeling is 
to inject RNA encoding fluorescent proteins, in this case a histone2B-
EGFP fusion, and a membrane localized mCherry was used to image 

all the cells of the inner ear. (C) GFP transgenics can be used to image 
neuronal projections from the trigeminal ganglion as they extend. (D) 
GFP transgenics can mark specific populations of cells, in this case 
rhombomeres 3 and 5. (E) GFP fusion proteins can reveal the subcel-
lular localization pattern of proteins, in this case a cytoplasmic protein 
in the Rohon-Beard and motor neurons of the spinal cord. (Images 
from S.G. Megason, L.A. Trinh, and S.E. Fraser, unpublished.)

Figure 13–5. Creating genetic mosaics in zebrafish. (A) Donor cells 
are first lineage labeled with a tracer dye at the one-cell stage. Donor 
embryos can also be injected with morpholinos, RNA, or DNA. At 
the 1000-cell stage, totipotent blastula cells are transplanted into 
regions of the host embryo fated to give rise to specific structures. 
Donor and host embryos can be of either mutant or wild-type geno-

types. Resultant chimeras are grown for subsequent analysis. (B) 
Fate-map of the pregastrula stage embryos. (Modified from Woo and 
Fraser, 1995.) (C) Mosaic embryo at 24 hpf showing bright-field (left) 
and fluorescent image (right) of rhodamine-dextran-labeled donor 
cells targeted to the eye and forebrain. (B.A. Link, unpublished.)
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Figure 25–1. Feline chromosome maps (labeled at top) and homol-
ogous synteny blocks (HSBs) in the human (H) and dog (D) genomes. 
HSBs are shown to the right of each cat chromosome map (only the 
map scale is shown). The dark cross-marks on each cat chromosome 
correspond to 100-cR5000 intervals. The inferred centromere positions 

are shown by dark circles. HSBs are color coded by human or 
dog chromosome, defined by the key in the bottom right corner. 
(Reprinted from Murphy et al.7 Copyright 2007, with permission 
from Elsevier.)
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Figure 51–3. Changes in the CBV response to amphetamine (A) 
before and (B) 4 months after cessation of MPTP treatment in a 
cynomolgus monkey, showing an almost complete loss of amphet-
amine-induced CBV signal changes in dopaminergic regions. Parkin-

sonian primates had a prominent loss of response to amphetamine, 
with relative sparing of the nucleus accumbens and parafascicular 
thalamus. (Modified from Jenkins et al.183 Copyright 2004 Society for 
Neurosciences.)

Figure 51–4. (A) Patterns of the fMRI response in the mouse main 
olfactory bulb (MOB) and accessory olfactory bulb (AOB, pink circle 
in slice 5) to the pheromone 2-heptanone, one of the urinary chemo-
signal compounds in mouse. The arrows point to two foci of activa-
tion suggestive of a pair of the nearly mirror projections of the 
receptor neuron subsets to the same MOB. Scale bar = 500 µm. (B) 
A flattened view of the olfactory bulb indicating the orientation of the 
odor maps shown in (C) and (D): A, anterior; D, dorsal; L, lateral; 

M, medial; P, posterior; V, ventral. (C, D) The odor maps of 2-hepta-
none (Hep) in two different mice show that this pheromone not only 
activates large regions of the MOB but also generates similar patterns 
across subjects. Interestingly, the odor map for amyl acetate (AA), a 
common odorant with an odor quality similar to that of 2-heptanone, 
was also similar to that of 2-heptanoneb. (Adapted from Xu et al.217

Copyright 2005 Wiley-Liss, Inc.)
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Figure 51–5. Signal changes in CBV-weighted fMRI obtained 
during stimulation of the cat visual cortex according to predetermined 
stimulus orientations. (A) Raw gray-scale functional map obtained by 
subtraction of images during 0º stimulation from prestimulus control. 
The center of each patch is marked with a green + sign. (B) Four 
different grating orientations (0º, 45º, 90º, and 135º) were presented 
in the study of one animal, enabling a composite angle map to be 
generated through pixel-by-pixel vector addition of the four single-

condition maps. In the left hemisphere (marked by a white rectangular 
box), changes between pixels preferentially activated by a particular 
stimulus orientation were smoothed by a 3 × 3 Gaussian kernel. (C) 
A composite angle map was generated with the region indicated by 
the white ROI in (b). “Pinwheel” structures indicated by small white 
dots were observed where domains for all orientations converge. 
(Adapted from Zhao et al.114 Copyright 2005 Elsevier.)

Figure 51–6. Auditory activation in the songbird telencephalon 
shows (A) statistical maps illustrating the localization of signifi cant 
signal intensity changes during auditory stimulation consisting of 
white noise (wn), a concerto of Bach (music), and a stimulation with 

song from a male starling (song). (B) The location of the activated 
areas (top), together with the average BOLD response amplitude for 
each stimulus (bottom). (Adapted from Van Meir et al.231 Copyright 
2005 Elsevier.)
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Figure 61–1. The effect of single PSS exposure versus unexposed 
control on rat anxiety-like behavior and acoustic startle response and 
habituation. The representation of the data from both paradigms 
(EPM and ASR) shows two obvious and rather distinct features. First, 
it is clear that PSS exposure alters the response of the majority of 

individuals to at least some degree. Second, the cluster of individuals 
that forms in the upper left hand corner of the graph (i.e., had the 
more extreme responses to exposure) is quite distinct from the major-
ity of individuals.36,48
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Figure 68–2. Diabetic nephropathy induced by streptozotocin 
(STZ) in uninephrectomized mice. One week after uninephrectomy, 
male CD1 mice received an intravenous injection of STZ. (A–D) 
Representative micrographs demonstrate glomerular enlargement, 
mesangial expansion, and segmental glomerulosclerosis (periodic 
acid–Schiff staining; A, B) and glomerular collagen deposition 

(Masson–Trichrome staining; C, D). (A and C) Normal control; (B 
and D) diabetic mice. Arrows indicate injured glomeruli. (E) Albu-
minuria develops in diabetic mice in a time-dependent manner. Data 
are presented as means ±SEM. *p < 0.05. (F) Glomerular collagen 
deposition score in diabetic and normal mice. *p < 0.05. (Adapted 
and modified from Dai et al.46)

Figure 68–3. Interstitial fibrosis in the mouse model of obstructive 
nephropathy. (A, B) Representative micrographs show the cross sec-
tions and gross morphology of the obstructed kidneys at day 14 after 
ureteral ligation. (A) Sham control; (B) UUO. (C) Western blot analy-
ses demonstrate a marked induction of α-smooth muscle actin (α-
SMA), a molecular marker for myofibroblasts, in the obstructed 
kidney at day 14 after UUO. (D) Double immunofluorescence stain-

ing shows the α-SMA (red) and proximal tubular epithelial cell 
marker, fluorescein isothiocyanate (FITC)-conjugated lectin from 
Tetragonolobus purpureas (green). (E) Quantitative determination of 
total kidney collagen contents in sham and obstructed kidneys. Data 
are presented as means ±SEM. *p < 0.01. (Adapted and modifi ed 
from Yang et al.59).
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Figure 73–4. A pathogenetic model for the cytokine-mediated stromal reaction observed in MMM.
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