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Foreword

It has never been safe to assume motion is absent in external beam radiotherapy,
although this was common until recently. Body motion is intrinsically complex,
often autonomous and not readily predictable in general. Autonomous organ
motion, including the entire gut, heart, lungs, kidneys and ureters, bladder, uterus,
and to some extent the entire bronchial and arterial trees are present in vivo.
Voluntary motion further compounds the complexity of motion detection, track-
ing, prediction, and compensation.

Often we begin modeling efforts by assuming a system is linear and time
invariant as an expedient to quickly reach a solution. Unfortunately, real world
systems, even familiar and seemingly simple functions such as respiration, are not
accurately predicted assuming linear and time invariance.

On the other hand, relaxing these assumptions imposes a high degree of
complexity even under conditions of quiet and seemingly regular respiratory
motion. To accommodate the variability of real respiration, it has been necessary
to use high dimensional large deformation spatial time series methods with high
complexity and computation demands.

The precision of radiotherapy to lesions in the thorax is limited by many fac-
tors, but respiratory motion has been the most difficult to overcome. Although
respiration is a normal physiological function required for life, it is notoriously
difficult to model and predict, especially in any given individual patient. Simply
assuming that organs and the tumor target are fixed limits therapy delivery to the
target or exposes adjacent normal tissues to overexposure and undue risk. The
spatial time series of even normal respiration is oversimplified with 2D projection
imaging, so 3D spatial image sequences are required with sufficient temporal
resolution to track excursions of all major structures.

The principal benefit from real-time imaging of respiratory motion with CT
systems that enable motion sampling, characterization, and compensation is
greater precision in treatment delivery.

Pioneering work has been done by investigators worldwide in an effort to
capture, model, predict, and apply detailed spatial knowledge of large-scale
deformations in real time to remove the major constraint on precision radiotherapy
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delivery imposed by respiration. This effort has yielded impressive results when
compared with the simplistic models and approaches of even a decade ago.

The major contributors from groups around the world have joined to author this
volume with innovative and robust solutions that apply state-of-the-art computa-
tional anatomy methods to characterize and provide the basis for solving the
respiratory motion problem of radiotherapy.

The solution consists of several key enabling components: sufficient imaging
detail and temporal resolution to acquire snapshots of anatomic structures in real
time, followed by modeling of steady-state and variable motion, augmented by
registration methods, and variability modeling needed to fully realize 4D radio-
therapy in the presence of unconstrained respiration.

To say that this is a major advance in biomedical image processing understates
the real achievements where longstanding assumptions of limited or no motion can
be relaxed to provide an accurate and precise estimate of where each target and
surrounding normal tissue element lies, so they can be tracked and the lesion
ameliorated.

Chicago, November 2012 Michael W. Vannier
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Chapter 1
Introduction to 4D Motion Modeling
and 4D Radiotherapy

Paul Keall, Tokihiro Yamamoto and Yelin Suh

Abstract The fusion of the fast growing fields of imaging science, imaging
hardware, and computational modeling, together with a broad interest in learning
more about respiratory anatomy and physiology, has led to major advances in the
scientific understanding and clinical applications of 4D motion modeling and radio-
therapy. The advent of respiratory correlated, or ‘4D’ CT imaging has opened up
applications in ventilation imaging, radiation oncology and beyond. In radiation
oncology in particular, 4D CT is used in clinical practice by over 60 % of US can-
cer centers, growing ≈7 % per year. In this chapter we give discuss the history and
growth of 4D CT, describe the variability in respiratory motion, and state both the
applications and limitations of 4D CT imaging.

1.1 Introduction

Four-dimensional (4D) radiotherapy started to emerge in the early 2000s. An Amer-
ican Society of Radiation Oncology (ASTRO) panel on Time: the 4th Dimension in
Radiotherapy at the 2003 annual meeting defined 4D radiotherapy as “the explicit
inclusion of the temporal changes during the imaging, planning and delivery of
radiotherapy”. The definitions were further refined as: [35]

• 4D thoracic computed tomography (CT) imaging: The acquisition of a sequence
of CT image sets over consecutive segments of a breathing cycle
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• 4D treatment planning: Designing treatment plans on CT image sets obtained
for each segment of the breathing cycle

• 4D treatment delivery: Continuous delivery of the designed 4D treatment plan
throughout the entire breathing cycle

Each of these areas have been substantially researched and developed in the inter-
vening years, with key areas of motion estimation and modeling, deformable reg-
istration, and applications of these methods well beyond those originally envisaged
such as lung ventilation imaging. Also, the limitations of existing hardware and
software have been identified, with further refinements suggested and implemented.
This book gives a detailed state-of-the-art insight into 4D CT image acquisition, 4D
motion estimation and modeling, and 4D radiotherapy.

1.2 Brief History of 4D CT

A key driver in 4D motion modeling and radiotherapy has been the development and
widespread implementation of the more correctly termed respiratory correlated CT
but more commonly termed 4D CT. The phenomenal growth of the technology is
shown in Fig. 1.1. From its first inception and commercial availability in 2002–03
there has been a steady 7 % annual growth in the clinical implementation of this
technology. In 2009 44 % of US cancer centers [71] used 4D CT; it is estimated that
over 60 % of centers use this technology now. At Stanford University 4D CT is in
routine use for planning lung, pancreas, liver and breast cancer treatments, with over
1000 scans estimated to have been acquired in the single institution.

Fig. 1.1 The growth of the clinical implementation of 4D CT with time based on a survey of US
radiation oncologists (394 respondents) [71]. Survey data courtesy of Drs. Daniel Simpson and
Loren Mell, UC San Diego
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Table 1.1 History of the development of 4D thoracic CT acquisition from 2003–2006

Development Year First author

Multislice cine 2003 Low [46]
Single slice helical 2003 Ford [19], Vedam [81]
Multislice cine (commercial) 2003 Pan [57]
Cone beam (benchtop) 2003 Taguchi [79]
Multislice helical 2004 Keall [38]
Multislice cine PET/CT 2004 Nehmeh [53, 54]
Cone beam (clinical) 2005 Sonke [73]
Applications outside radiation oncology 2005–2006 Guerrero [27, 28] and Low [47]

A summary of the early history of 4D CT developments is shown in Table 1.1.
Despite the first 4D thoracic CT articles dating back only to 2003, there has been an
intense clinical and commercial interest in this new technology, and the number of
systems and clinical implementation of 4D CT are fast growing. The initial devel-
opments of 4D thoracic CT were on single slice scanners published in 2003 with the
first commercial implementation on a multislice scanner available in the same year.
4D CT is now available from all major CT vendors. Four-dimensional cone-beam
CT (CBCT) [73] and 4D PET/CT are currently active areas of development.

1.3 Respiratory Motion Statistics

During medical imaging and therapy procedures motion in the thorax and abdomen
is predominantly caused by breathing, and therefore it is worth briefly reviewing
respiratory motion statistics. Organs in the thoracic and abdominal regions move
due to respiration. Patients’ respiration may vary, resulting in variations in the organ
motion. Figure 1.2 shows an example of the variations in tumor positions, respiratory
baseline, and respiratory patterns over time. The respiration-induced organ motion
and the extent and degree of its variations are acknowledged in the literature. Table 1.2
summarizes the literature of the respiration-induced organ motion. A few guidelines
for the respiration-induced organ motion are:

• Organs translate, rotate, and deform due to respiration.
• Significant variations have been observed in the extent, phase, direction, regularity,

and linearity of the respiration-induced organ motion
• The motion variations result in wide variations in tumor positions, tumor positions

relative to critical structures, tumor motion hysteresis, respiratory baseline, and
respiratory patterns, from cycle to cycle, from fraction to fraction, and from patient
to patient.

• The motion can be from 0 to 5 cm for free breathing, and averages ∼0.5 cm for
lung tumors and ∼1 cm for liver and pancreas tumors

• For lungs, the greatest motion is generally in the superior-inferior direction,
whereas the least motion is in the left-right direction, and the motion tends to
increase from the upper lobes to the lower lobes of the lungs.
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Fig. 1.2 Tumor motion variations over time in three dimensions observed during stereotactic body
radiotherapy in Cyberknife Synchrony [77]: there are significant variations in tumor positions,
respiratory baseline, and respiratory patterns

Chapter 4 is further expanding on the biophysics and on the possibility of com-
putational modeling of pulmonary motion.

1.4 Methods for 4D Thoracic CT Imaging

An example of 4D CT scan acquisition is shown in Fig. 1.3. 4D CT image acquisition
involves, firstly, the real-time recording of a respiratory signal simultaneously with
over-sampled CT image acquisition. Over-sampling by re-imaging the same anatomy
at different respiratory positions, typically by a factor of 8–15, is performed in order
to obtain sufficient number of CT slices over a given longitudinal width so that there

http://dx.doi.org/10.1007/978-3-642-36441-9_4
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Table 1.2 Literature summary of respiration-induced motion of organs in the thoracic and abdom-
inal regions in three dimensions: mean extent (minimum-maximum) in millimeters. This is a
summary and an update of Tables I and II in The American Association of Physicists in Medi-
cine Task Group 76 [37]

Literature Sites Direction
Superior- Anterior- Left-
inferior posterior posterior
(mm) (mm) (mm)

Barnes et al. [5] Lung, lower lobe 18.5 (9–32) - -
Lung, middle/upper

lobe
7.5 (2–11) - -

Bryan et al. [6] Pancreas, shallow
respiration

20 (0–35) - -

Case et al. [7] Liver 8.0 (0.1–18.8) 4.3 (0.1–12.1) 1.8 (0.1–7)
Chen et al. [9] Lung (0–50) - -
Davies et al. [11] Diaphragm, shallow

respiration
12 (7–28) - -

Diaphragm, deep
respiration

43 (25–57) - -

Kidney, shallow
respiration

11 (5–16) - -

Liver, shallow
respiration

10 (5–17) - -

Liver, deep
respiration

37 (21–57) - -

Ekberg et al. [15] Lung 3.9 (0–12) 2.4 (0–5) 2.4 (0–5)
Engelsman et al. [16] Lung, lower lobe (2–9) - -

Lung, middle/upper
lobe

(2–6) - -

Erridge et al. [17] Lung 12.5 (6–34) 9.4 (5–22) 7.3 (3–12)
Ford et al. [20] Diaphragm, shallow

respiration
20 (13–31) - -

Giraud et al. [24] Diaphragm, deep
respiration

35 (3–95) - -

Grills et al. [25] Lung (2–30) (0–10) (0–6)
Hanley et al. [30] Lung 12 (1–20) 5 (0–13) 1 (0–1)
Harauz et al. [31] Liver, shallow

respiration
14 - -

Korin et al. [41] Diaphragm, shallow
respiration

13 - -

Diaphragm, deep
respiration

39 - -

Murphy et al. [51] Lung 7 (2–15) - -
Plathow et al. [59] Lung, lower lobe 9.5 (4.5–16.4) 6.1 (2.5–9.8) 6.0 (2.9–9.8)

Lung, middle lobe 7.2 (4.3–10.2) 4.3 (1.9–7.5) 4.3 (1.5–7.1)
Lung, upper lobe 4.3 (2.6–7.1) 2.8 (1.2–5.1) 3.4 (1.3–5.3)

(continued)



6 P. Keall et al.

Table 1.2 (continued)

Literature Sites Direction
Superior- Anterior- Left-
inferior posterior posterior
(mm) (mm) (mm)

Redmond et al. [60] Lung 6.7 2.9 2.1
Ross et al. [64] Lung, lower lobe - 1 (0–4) 10.5 (0–13)

Lung, middle lobe - 0 9 (0–16)
Lung, upper lobe - 1 (0–5) 1 (0–3)

Seppenwoolde et al. [67] Lung 5.8 (0–25) 2.5 (0–8) 1.5 (0–3)
Shimizu et al. [68] Lung - 6.4 (2–24) -
Sixel et al. [72] Lung (0–13) (0–5) (0–4)
Stevens et al. [74] Lung 4.5 (0–22) - -
Suh et al. [77] Lung 4.8 (0.2*-14.4) - -
Suramo et al. [78] Kidney, shallow

respiration
19 (10–40) - -

Kidney, deep
respiration

40 (20–70) - -

Liver, shallow
respiration

25 (10–40) - -

Liver, deep
respiration

55 (30–80) - -

Pancreas, shallow
respiration

20 (10–30) - -

Pancreas, deep
respiration

43 (20–80) - -

Wade [83] Diaphragm, shallow
respiration

17 - -

Diaphragm, deep
respiration

101 - -

Weiss et al. [84] Diaphragm, shallow
respiration

13 ± 5 - -

Liver, shallow
respiration

13 ± 5 - -

This is a summary and an update of Tables I and II in The American Association of Physicists in
Medicine Task Group 76 [37]

are enough images to achieve respiratory sorting with acceptable spatial accuracy.
Over-sampled images from the CT dataset are sorted into several bins based on the
information obtained from the respiratory signal. Such a sorting procedure results in
the classification of the over-sampled images into several respiratory-sorted image
bins, such as end-exhale, mid-inhale etc. A complete set of image bins acquired over
a respiratory cycle constitutes a 4DCT dataset. Typically 8–15 respiratory bins are
used. Further details and alternative a pproaches for 4DCT image acquisitions are
given in Chaps. 2 and 3 of this book.

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
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Fig. 1.3 An example of the basics of 4D CT image acquisition. The 4D CT sorting process: the CT
images, breathing tracking signal and ‘X-Ray ON’ signal form the input data stream. The breathing
cycle is divided into distinct bins (for example, peak exhale, mid inhale, peak inhale, mid exhale).
Images are sorted into these image bins depending on the phase or displacement of the respiratory
cycle in which they are acquired, yielding a 4D CT dataset. From Vedam et al. [81]. Further details
on 4D CT image acquisitions are given in Chaps. 2 and 3 of this book

1.5 Respiratory Motion Estimation and Analysis

4D CT image data provides a rich source of information about pulmonary motion
which is, however, not trivial to exploit for the benefit of radiation therapy. A tumor
may be interactively tracked by defining landmarks in a set of CT images. To do
this for several tumors is already cumbersome and very time consuming. Assessing
breathing motion properties of the whole lungs, however, renders impossible without
suitable image processing algorithms. Deformable image registration algorithms as
discussed in Chaps. 5–8 play a crucial role in this context. They deliver whole lung
motion vector fields that allow following an arbitrary tissue element through the
breathing cycle. Based on this information, not only tumor motion can be assessed,
but also further physiologically relevant lung properties like the local expansion and
contraction of lung parenchyma (local ventilation).

Non rigid image registration can also be used to adjust the treatment plan in case
of organ motion, to avoid completely anew organ contouring. The motion may have
occurred between two radiation fractions or within, e.g. due to breathing motion.

While 4D CT imaging is well suited to assess pulmonary motion, it is not always
available when needed, especially not during the actual treatment sessions. There-
fore the idea has been followed to create patient specific motion models based on
4D CT image data. In combination with breathing motion surrogates, which can
be measured during radiation therapy, these models can be used to estimate the
location and velocity of an arbitrary lung tissue element during treatment. Suitable
surrogates can be body motion visible from outside the body, e.g., chest wall and

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_8
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abdominal motion, but also internal motion, e.g., diaphragm motion as imaged using
an on-board X-ray imaging device. Methods to generate breathing motion models,
how to correlate them with breathing surrogates, are introduced in Chaps. 9 and 10.

1.6 4D CT Artifacts

Despite the potential and clinical applications of 4D CT, there are several limitations,
such as the increased acquisition time (by an additional 2–10 min depending on the
scanner configuration), additional post-processing time and additional radiation dose
as the same anatomy is imaged several times at different respiratory states. However, a
major limitation of current 4D CT technology are the imaging artifacts due to irregular
breathing. The prevalence of artifacts, as well as ongoing methods to improve these
artifacts are discussed below.

1.6.1 Quantification of Artifact Frequency and Magnitude

Typically there are temporal variations in patient breathing patterns, which lead to
mismatches in the respiratory phases or displacements between two adjacent couch
positions (data segments) in a 4D CT scan. These variations could manifest as arti-
facts in the coronal 4D CT images for the current retrospective phase-based sorting
methods [1, 14, 18, 26, 44, 48, 52, 56, 58, 62, 63, 90]. 4D CT artifacts can be
classified into four types: blurring, duplicate structure, overlapping structure, and
incomplete structure as shown in Fig. 1.4. The blurring artifact occurs within a couch
position, when the organ motion exceeds the temporal resolution of scanning due to
the finite gantry rotation time. In contrast, all the other artifacts occur at an interface
between two adjacent couch positions due to a difference in respiratory states. We
manually quantified the frequency and magnitude of artifacts in 50 consecutive cine
4D CT images created by retrospective phase-based sorting, and found an alarming
result, i.e., 45 of 50 patients (90 %) had at least one artifact (except blurring) with a
mean magnitude of 11.6 mm (range, 4.4–56.0 mm) in the diaphragm or heart [90].
Statistical analysis revealed that the patients with artifacts had a significantly larger
motion variability between respiratory cycles compared to the patients without arti-
facts (p = 0.02). Furthermore, the magnitude of artifact in the diaphragm was found
to be weakly, but significantly correlated with the abdominal displacement difference
(surface mismatch) between two adjacent couch positions (R = 0.34, p < 0.01, see
also Fig. 1.5). These results indicate a need for improved respiratory reproducibility
and/or significant improvements in 4D CT methods.

http://dx.doi.org/10.1007/978-3-642-36441-9_9
http://dx.doi.org/10.1007/978-3-642-36441-9_10
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Fig. 1.4 Example 4D CT images with artifacts: blurring, duplicate structure, overlapping struc-
ture, and incomplete structure. Schematic diagrams of respective types of artifacts are also shown.
Corresponding artifacts are indicated by red arrows. From Yamamoto et al. [90]

Fig. 1.5 Abdominal displacement difference between two adjacent couch positions (data segments)
versus absolute magnitude of artifacts in tumor, diaphragm and heart. From Yamamoto et al. [90]
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1.6.2 Artifact Reduction Methods

Many methods have been proposed to reduce 4D CT artifacts. These methods
can be divided into four categories: (1) audiovisual biofeedback, (2) respiration-
synchronized acquisition, (3) improved sorting and (4) post-processing. The first
two methods try to improve the acquisition of CT slices used to create a 4D data set,
while the other two try to improve a 4D data set from the acquired CT slices. These
four categories are described in detail below.

1.6.2.1 Audiovisual Biofeedback

Audiovisual biofeedback to guide patient breathing has been demonstrated to
improve the respiratory regularity for healthy volunteers [45, 55, 82] and patients
[21–23, 40, 55, 75]. Venkat et al. demonstrated significant reductions in the root
mean square variations by 55 % for displacement, and by 75 % for period (p < 0.01)
in a ten-volunteer study [82]. Therefore, audiovisual biofeedback is expected to
reduce 4D CT artifacts by minimizing the mismatches in the respiratory phases or
displacements between two adjacent couch positions. Some patients may not show
any improvement because of poor pulmonary function or other reasons. Currently
a clinical study has been ongoing at Stanford to test the hypothesis that audiovisual
biofeedback significantly reduces 4D CT artifacts.

1.6.2.2 Respiration-Synchronized Acquisition

Respiration-synchronized acquisition methods have been developed to gate the 4D
CT acquisition based on pre-determined tolerances of the respiratory state (i.e., dis-
placement, phase or velocity) and real-time monitoring of the respiratory signal
[39, 42]. Gating ensures that CT data from irregular breathing patterns, which cause
artifacts, are not acquired. Recently Langner and Keall compared 4D CT images
simulated with the respiration-synchronized methods and the retrospective phase-
based sorting, and demonstrated 50 % smaller magnitude of 4D CT artifacts for
the respiration-synchronized methods compared to the retrospective sorting [43].
Moreover the respiration-synchronized methods reduce the imaging dose by approx-
imately 50 % by eliminating unnecessary oversampling, however prolongs the acqui-
sition time 20–100 % [43].

1.6.2.3 Improved Sorting

Several investigators showed that using the respiratory signal displacement rather
than the respiratory signal phase resulted in better quality 4D CT images [1, 18, 48,
52, 58, 62]. Lu et al. demonstrated better performance of displacement-based sorting
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than phase-based sorting for 33 of 35 patients and equally well for two patients [48].
However, irregular breathing patterns lead to gaps in the coronal images where there
are no CT slices with a corresponding displacement. Displacement versus phase-
based gating is further discussed in Chap. 3.

Although most 4D CT sorting methods depend on external respiratory signals
such as the Varian Real-time Position Management (RPM) system, the correlation
between the external signal and internal anatomy motion may be weak. Recently
Li et al. have developed a sorting method based on internal anatomic features and
demonstrated that the resulting 4D CT images had fewer artifacts than the images
sorted by the RPM signal for a patient with a moderate correlation between the
internal motion and external signal [44].

1.6.2.4 Post-processing

Several post-processing methods have been proposed to create interpolated 4D CT
images at pre-defined respiratory states by deformable image registration (DIR) [14,
65, 85]. Ehrhardt et al. developed an optical flow-based interpolation method and
found better image quality for 39 of 40 data sets compared to the current method,
where the nearest available segments were used [14]. The post-processing methods
would also provide the images with smoother transitions throughout a respiratory
cycle, however requires a heavy computational burden and a well-validated DIR
technique.

1.7 4D CT Applications 1: Radiation Therapy

Despite the limitations of 4D CT imaging including artifacts and higher imaging
dose, as shown in Fig. 1.1 there has been a rapid uptake of 4D CT within the radi-
ation oncology community. There are many current and potential applications of
4D CT. A number of practical and clinical issues of the 4D technology in radiation
therapy are discussed in Chap. 11, including a comparison of imaging techniques to
detect tumor and organ motion, and strategies to incorporate 4D imaging into radio-
therapy planning and treatment. A primary goal is to improve the image quality, and
large artifacts (larger than those from 4D imaging) associated with conventional 3D
imaging of the thorax. This allows improved confidence in the tumor delineation for
treatment planning. A comparison of 3D and 4D CT imaging of the same patient is
shown in Fig. 1.6.

Another important application of 4D CT is to quantify tumor motion, from which
an appropriate management strategy can be determined. The European Organisation
for Research and Treatment of Cancer guidelines [66] recommend that “An assess-
ment of 3D tumor mobility is essential for treatment planning and delivery in lung
cancer”. The AAPM Task Group on Respiratory Motion Management [37] recom-
mended that explicit respiratory motion management should be considered if motion

http://dx.doi.org/10.1007/978-3-642-36441-9_3
http://dx.doi.org/10.1007/978-3-642-36441-9_11
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Fig. 1.6 3D (left) and 4D (right) images from the same patient [36]. A lung tumor is clearly visible
in the 4D CT image. In the 3D image, artifacts in the tumor and liver can be clearly seen. These
image artifacts reduce the confidence of tumor delineation for treatment planning, leading to larger
safety margins needed for the radiotherapy beams

of 5 mm or more is observed for conventional radiotherapy. Stricter guidelines for
stereotactic body radiotherapy should be observed.

When 4D CT is used in treatment planning, the additional 8–15 fold increase in
data needs to be accounted for. With the recent FDA-approval of DIR algorithms
which can map anatomy between different respiratory phases, then subsets of the
anatomy, such as contours and dose absorbed can also be transferred or propagated
between phases. A generic process of using 4D CT data is shown in Fig. 1.7. There
is currently a wide variation in practice in how 4D CT information is currently used,
and also depends on the motion management strategy used (discussed further below).

If explicit motion management strategies are warranted for treatment delivery then
there are three main treatment strategies that can be used, motion inclusive, gating
or tracking (see Chap. 11 for a detailed discussion). In motion inclusive planning,
typically the tumor volume observed including the entire motion range is used to
define the target, after which addition margins are used to account for additional
uncertainties in the radiotherapy process. During treatment delivery the beam is on
continuously throughout the breathing cycle. For gating, the tumor from one or a few
respiratory bins is used to determine the target, and the beam delivery is synchronized
to have the beam on during the same respiratory bins and off throughout the rest of

http://dx.doi.org/10.1007/978-3-642-36441-9_11
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Fig. 1.7 A generic radiation therapy treatment planning workflow utilizing 4D CT data

the delivery. For tracking, the beam delivery is continuously adjusted to be aligned
with the position of the moving tumor.

Gating or tracking techniques require knowledge about the internal target motion,
however, it can be difficult to image the internal motion during treatment. An alter-
native strategy is to acquire a respiratory surrogate signal during treatment, e.g. by
spirometry or by measuring the displacement of the patient’s abdomen or chest using
optical devices, and to correlate these surrogate signals to the internal motion by a
previously defined correspondence model. Such correspondence models built from
patient-specific 4D images are introduced and discussed in Chap. 9 of this book.

The accuracy and precision of gated or tracked radiation delivery depends on the
ability of the system to adapt to the constantly changing target position. The latency
of the Linear accelerator systems cause the need for prediction techniques (discussed
in Chap. 12) to estimate the target position in advance.

The use of 4D cone beam CT [73] immediately prior to treatment delivery opens
up capabilities to improve patient alignment, verify the original motion model, build
an updated correspondence model and perform replanning based on the more recent
4D anatomic estimate. The use of 4D cone beam CT in image guided radiation
therapy is reviewed in Chap. 14.

http://dx.doi.org/10.1007/978-3-642-36441-9_9
http://dx.doi.org/10.1007/978-3-642-36441-9_12
http://dx.doi.org/10.1007/978-3-642-36441-9_14
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1.8 4D CT Applications 2: Ventilation Imaging

In this section, we shortly discuss a new and fascinating application of motion estima-
tion algorithms: the computation of lung ventilation from 4D CT images. Ventilation
is an index of lung function and can be useful in radiation therapy planning or for the
investigation of pulmonary diseases. A in-depth discussion can be found in Chap. 13
of this book.

1.8.1 Rationale

Recently 4D CT images or CT images with different respiratory phases have been
used to estimate pulmonary ventilation by DIR [8, 10, 27, 28, 33, 61, 87]. Ventilation
images could be used for functional avoidance in lung cancer radiotherapy [88, 91],
investigating the radiation response of pulmonary function [12], and would also fur-
ther our understanding of pathophysiological characteristics of pulmonary diseases
including chronic obstructive pulmonary disease (COPD) and asthma. There are
several techniques for ventilation imaging which includes nuclear medicine imaging
(the current clinical standard of care) [4, 76], hyperpolarized gas magnetic resonance
(MR) imaging [3, 34], and Xe-CT imaging [29, 50, 80]. These techniques have draw-
backs such as low resolution, high cost, long scan time, and/or low accessibility from
radiotherapy centers. The 4D CT ventilation can be considered as ‘free’ information
for lung cancer radiotherapy patients, because 4D CT scans are now in routine use for
treatment planning purposes at many centers, and ventilation computation involves
only image processing. Moreover, 4D CT ventilation imaging has higher resolution,
lower cost, shorter scan time, and higher accessibility than existing methods.

1.8.2 Ventilation Imaging Methods

Ventilation images can be created from 4D CT images in two steps, by (1) the
spatial mapping of different respiratory phases of 4D CT images using DIR, and (2)
quantitative analysis of the resultant displacement vector fields for computing the
ventilation metric (see Fig. 1.8). Guerrero et al. at M. D. Anderson Cancer Centre
have originally developed this method using paired breath-hold CT images [28].
They used DIR to map the peak-exhale CT image to the peak-inhale image, and
calculated the change in the air fraction per voxel as a metric of regional ventilation
based on the theory proposed by Simon [69]. To date several investigators have used
this method with some modifications, i.e., M. D. Anderson [8, 27, 91], the University
of Iowa [12, 13, 61], Henry Ford [92], and a collaborative group between Stanford
University and Philips Research Europe [33, 86–88].

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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Fig. 1.8 Schematic diagram for creating a 4D CT ventilation image through deformable image
registration and quantitative analysis of the resultant displacement vector field for computing the
ventilation metric

There are various DIR algorithms and two classes of ventilation metric that can be
used for 4D CT ventilation imaging. Recently we quantified the variability of the 4D
CT ventilation to DIR algorithms and metrics for 12 patients [89]. We have compared
four different 4D CT ventilation images computed with the four different combina-
tions of two DIR algorithms: volumetric (DI Rvol) and surface-based (DI Rsur) that
are fundamentally different from each other, and two ventilation metrics: Hounsfield
unit (HU)-change (VHU) [8, 13, 27, 28, 33, 86, 87, 89] and Jacobian determinant of
deformation (VJac) [8, 13, 33, 61, 86, 87, 89] that are the only two proposed classes
of metric. A detailed definition and derivation of these metrics is given in Chap. 13.
The voxel-based correlation coefficients of V vol

HU (reference) with V sur
HU, V vol

Jac and V sur
Jac

were 0.79±0.05, 0.37±0.11 and 0.31±0.11 respectively, indicating that the metric
introduced large variability in the images than the DIR algorithm. Castillo et al.
also observed spatial differences between the VHU and VJac images with low Dice
similarity coefficients (average, <0.5) for the highest and lowest functional lung
regions [8]. These results indicate that careful physiologic validation to determine
the appropriate DIR algorithm and metric is needed prior to its applications.

1.8.3 Validation of 4D CT Ventilation Imaging

There have been limited studies on validation of 4D CT ventilation imaging.
Reinhardt et al. investigated its physiologic accuracy for the first time by comparing
VJac to the Xe-CT ventilation in five anesthetized sheep, and demonstrated reason-
ably high correlations (average, R2 = 0.73) [61]. More recently, Ding et al. further
investigated three metrics: VHU, VJac and a metric combining these two (corrected
VJac) by comparison with the Xe-CT ventilation in three anesthetized sheep [13].

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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They found that the corrected VJac consistently showed stronger correlations with
Xe-CT than VJac in all sheep, and VJac consistently showed stronger correlations
than VHU. For the human subjects, Yamamoto et al. investigated the physiologic
accuracy of 4D CT ventilation imaging for the first time by correlating ventilation
with emphysema in 12 patients [86]. They showed that VHU resulted in significantly
lower ventilation in emphysematous lung regions (i.e., known low signal regions)
than in non-emphysematous regions (i.e., known high signal regions), however VJac
resulted in non-significant differences. This result indicates that VHU has the potential
to achieve the high physiologic accuracy. Recently Castillo et al. [8] and Yamamoto
et al. [87] quantified the physiologic accuracy of 4D CT ventilation imaging by com-
parison with the SPECT ventilation in thoracic cancer patients. Castillo et al. demon-
strated significantly higher Dice similarity coefficients between VHU and the SPECT
ventilation than those between VJac and SPECT (p < 10−4), while Yamamoto et al.
demonstrated a higher correlation with VJac than VHU. These conflicting results on
the physiologic accuracy could be in part due to limitations of the reference venti-
lation data used in each study, i.e., Xe-CT or SPECT. For Xe-CT, there are several
major limitations in the Xe-CT method including moderate solubility of Xe in blood,
and much greater density and viscosity than air, which could introduce uncertainties
as described by Simon [70]. For SPECT, both Castillo et al. [8] and Yamamoto et al.
[87] used technetium-99m-labeled diethylenetriamine pentaacetate (99mTc-DTPA)
aerosols which are significantly deposited in central airways for COPD patients [49].
Central deposition limits the uniform penetration of aerosol particles to periphery,
yielding non-representative SPECT ventilation [2, 32]. Further studies are necessary
to validate the physiologic accuracy of 4D CT ventilation imaging.

1.9 Summary

4D motion modeling and 4D radiotherapy have quickly evolved to play a central role
in the management of cancer patients with thoracic and abdominal malignancies.
The development has spawned a number of evolving research areas, and applica-
tions of motion modeling outside of radiation therapy into other areas of respiratory
medicine. Given the growth and possibilities the future of 4D motion modeling and
4D radiotherapy is very exciting. Enjoy the rest of the book!
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Chapter 2
Helical 4D CT and Comparison with Cine 4D CT

Tinsu Pan

Abstract 4D CT was one of the most important developments in radiation oncology
in the last decade. Its early development in single slice CT and commercialization
in multi-slice CT has radically changed our practice in radiation treatment of lung
cancer, and has enabled the stereotactic radiosurgery of early stage lung cancer. In
this chapter, we will document the history of 4D CT development, detail the data
sufficiency condition governing the 4D CT data collection; present the design of
the commercial helical 4D CTs from Philips and Siemens; compare the differences
between the helical 4D CT and the GE cine 4D CT in data acquisition, slice thick-
ness, acquisition time and work flow; review the respiratory monitoring devices; and
understand the causes of image artifacts in 4D CT.

2.1 Introduction

Helical computed tomography (CT) was first introduced by Kalender et al. in 1990
[10] on a single-slice CT (SSCT) scanner. It allows data to be taken while the table
is in translation. Prior to that, CT data was obtained in the axial mode whereby the
table was stationary during data acquisition. The helical SSCT was not practical to
clinical 4D CT imaging because of its limited detector coverage and slow gantry
rotation of more than 1 s per revolution. It was not until multi-slice CT (MSCT)
introduced in 1998 did 4D CT imaging become feasible. With the large detector
coverage of more than 1 cm, a single CT rotation in a MSCT scanner could produce
more than 4 slices of 2.5 mm images, leading to 3–6 times faster in scanning speed
than the SSCT. Almost as significant as the development of MSCT was the intro-
duction of gantry rotation of 0.5 s and less, which enabled cardiac CT imaging of the
coronary arteries. Cardiac CT dominated most of the MSCT development in the last
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decade, culminating in high spatial resolution of less than 0.5 mm and high temporal
resolution of less than 200 ms. Today, 64-slice CT has become popular in diagnostic
imaging and is into radiation oncology. The scanner with the largest detector cov-
erage at present is Aquillion One 320-slice CT scanner (Toshiba America Medical
Systems, Tustin, CA), with the coverage of 16 cm per gantry rotation [4, 19]. It has
been shown that the 320-slice MSCT can help characterize the tumor motion more
accurately than a 16-slice MSCT in a phantom study [3]. Its clinical application on
4D CT is promising. The scanner with the highest temporal resolution (<100 ms)
is the Somatom Definition dual-source CT scanner [5] (Siemens Medical Solutions
USA, Malvern, PA). Cardiac CT is a non-invasive clinical procedure to image the
coronary arteries and was the first 4-dimensional CT (4D CT) application.

The first applications of 4D CT imaging of the lung tumor subject to the respiratory
motion were first published by Vedam et al. [20] and Ford et al. [7] on the AcQSIM
SSCT scanner (Philips Medical Systems, Andover, MA). The smallest pitch on this
scanner was 0.5, which is defined as the table travel per rotation divided by the width
of the x-ray beam on the rotation axis. A slow gantry rotation cycle of 1.5 s was used
to slow down the table speed to meet the data sufficiency condition [17]. However,
the table speed in this design was still too fast for 4D CT and resulted in gaps between
images. Also the long acquisition time of up to 7 min due to the limited coverage of
the SSCT scanner was not well suited to the clinical application of 4D CT.

The first clinical use of 4D CT was made by commercialization of the cine 4D CT
(first announced at the AAPM 2002 Annual Meeting in Montreal, Canada) on the
LightSpeed MSCT scanner (GE Healthcare, Waukesha, WI) [17]. The cine 4D CT
utilized the cine CT scan capability already available on the LightSpeed CT scanner,
which can scan at the same slice location for multiple gantry rotations. It does not
require any hardware or software modification on the LightSpeed CT scanner, and
it only needs an image sorting software, which correlates the same phase of CT
images across the multiple table positions to a single phase of 4D CT images. The
GE LightSpeed CT allows for a large coverage of cine CT scan up to over 30 cm
in a single scan setup, convenient for the application of cine 4D CT. Radiation dose
in the thorax application of 4D CT is generally less than 50 mGy. Low et al. [3]
proposed a similar cine 4D CT technique on a Siemens Somatom 4-slice CT using
a spirometer to record the respiratory signal. In their approach, each cine CT scan
of 1 cm coverage requires a new scan setup [15, 16]. It takes 15 scans of 0.5 s (7.5 s
total x-ray on time) per position to scan over one respiratory cycle of data. There
was an inter-scan delay of 0.25 s between two 0.5 s scans. In total, 11.25 s per step
was needed by taking into account the inter-scan delay time. A scanning pause of
about 2 min after 7 scans was required for the user to reprogram another sequence of
7 scans. Although this approach could achieve 4D CT, it was not very practical for a
large coverage of over 30 cm due to an inconvenience of setting up the scan protocol.

Both Phillips and Siemens later adopted a low-pitch helical CT scanning mode
from cardiac CT for their 4D CT design [11]. This design was commercialized in 2006
on the MSCT scanners of at least 16 slices. In comparison, all the LightSpeed MSCT
scanners of 4 slices and up, which have the cine CT scan capability that allows for a
large coverage of the thorax in a simple protocol setup, were applicable for 4D CT.
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Fig. 2.1 Illustration of a helical CT scan with four active detector rows and its pitch definition

We will detail the data sufficiency condition governing the 4D CT data collection;
present the design of the commercial helical 4D CTs from Philips and Siemens;
compare the differences between the helical 4D CT and the cine 4D CT in data
acquisition, slice thickness, acquisition time and work flow; review the respiratory
monitoring devices in 4D CT; and understand the causes of image artifacts in 4D CT.

2.2 Helical 4D CT Data Acquisition

The challenge in 4D CT imaging is to capture a complete breathing cycle of the
lung motion in CT imaging. Since no CT detector is able to cover the whole lungs,
and the conventional scan speeds for diagnostic CT and cardiac CT imaging are still
too fast for 4D CT of the lungs. Special care has to be taken to ensure the scanner
parameters such as pitch value, gantry rotation speed, table speed or table translation
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per rotation, and detector configuration are suitable for 4D CT imaging. Figure 2.1
is an illustration of a helical CT system. An X-ray source sends out a cone-like
radiation field illuminating a multi-row detector. It is characterized by the in-plane
fan angle of about 60◦ and the x-ray collimation (the active detector width) at the
center of rotation. Since the patient table is moving while the CT gantry is rotating,
the illumination field follows a spiral course in a patient centric coordinate system.
Table motion and gantry rotation speed have to be selected in a way that (i) each
volume element in the lungs is covered in the X-ray cone-beam for at least a whole
breathing cycle. In the following, the interplay between detector aperture, gantry rota-
tion, table motion and breathing frequency is discussed in Sect. 2.2.1. Section 2.2.2
explains the influence of detector configuration settings, and Sect. 2.2.3 the corre-
lation between scan settings and image resolution. The breathing phase selection
and respective differences between cine and helical 4D CT is discussed in Sect. 2.4.
Finally, an overview on commercial helical CT systems, and respiratory monitoring
devices is given in Sects. 2.5 and 2.6, respectively.

2.2.1 Data Sufficiency Condition (DSC)

To achieve 4D CT imaging of an object in the presence of respiratory motion, one
must acquire data at each location for the duration of at least one breath cycle plus the
duration needed to acquire sufficient projections for one image reconstruction. This
is the data sufficiency condition (DSC) for 4D CT imaging [16]. The time needed to
acquire one image is equal to one gantry rotation cycle for full-scan reconstruction
(FSR) or 1

2 of a gantry rotation cycle plus fan-angle for half-scan reconstruction
(HSR) [18], which is 180◦ plus about 60◦, amounting to roughly 2

3 gantry rotations.
Additional data acquisition is needed because it takes at least 2

3 of a gantry rotation
cycle in CT for reconstruction of an image and to ensure that there are images at both
ends of a complete breath cycle. This additional data acquisition is not necessary for
projection x-ray imaging such as fluoroscopy in which each projection is an image
by itself [13]. Two acquisition modes, helical and cine, can be used to realize the 4D
CT imaging. A helical CT scan acquires data when the table translates at a constant
speed programmed by a pitch factor p, which is defined as the table travel per rotation
divided by the width of the x-ray beam projected onto the rotation axis (Fig. 2.1).

To satisfy the DSC with FSR, the pitch values

p ≤ Tg

Tb + Tg
, (2.1)

and with HSR

p ≤ Tg

Tb + 2
3 Tg

(2.2)



2 Helical 4D CT and Comparison with Cine 4D CT 29

Fig. 2.2 Images reconstructed with the full scan reconstruction (FSR) with 360◦ of CT data in (a)
and the half scan reconstruction (HSR) with 240◦ of CT data in (b). The arrows indicate artifacts
coming out of HSR. The image of FSR is also less noisy than the image of HSR because FSR has
more projection data in the image reconstruction than HSR

where Tg and Tb are the durations of the gantry rotation cycle and the breath cycle,
respectively. Let us examine the formula for FSR. If the breath cycle Tb is the same
as the Tg , then after one Tg (e.g., Tb = Tg = 4 s), the detector moves in and out
of the x-ray beam in exactly one Tb. Taking into account of the extra acquisition
of Tg for one image reconstruction, p =0.5. If the breath cycle Tb is 4 times of Tg

(i.e., Tb = 4 s, Tg = 1 s), then p = 0.2. Typically Tb = 4 s and Tg = 0.5 s and
p = 0.11, almost the same gantry rotation cycle as the typical pitch factor of 0.1 or
less in the helical 4D CT in Tables 2.1 and 2.2. Similar reasoning can be applied to
Eq. (2.2) for HSR.

Although HSR is used in cardiac CT for better temporal resolution, FSR is typi-
cally used in 4D CT because FSR gives rise to fewer image artifacts between 25 and
50 cm reconstruction field of view (FOV) than HSR (Fig. 2.2). The FOV with HSR
is typically less than 25 cm only to cover the heart. The FOV for radiation therapy
simulation is at least 50 cm. Since FSR uses more data in the image reconstruction
than HSR, its image will also be less noisy. One very important observation of the
pitch value selection is that the longer the breath cycle Tb or the shorter the gantry
rotation cycle Tg is, the smaller the pitch factor p becomes. In diagnostic CT imaging
with patient breath-hold and without gating, p is about 1, which is 10 times faster
than in a helical 4D CT scan with respiratory gating!

2.2.2 Data Acquisition Modes

A MSCT can be characterized by the number of data channels that can be simulta-
neously read-out (SRO) in the patient table direction. This number of SRO is also
frequently referred to as the number of slices in MSCT. A MSCT with a higher num-
ber of SRO typically means a newer MSCT that can scan the same coverage faster.
To acquire the cine 4D CT data with GE scanners, the numbers of SRO data channels
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Fig. 2.3 (a) GE detector layout for 4, 8, 16 and 64 data channels. The shaded regions illustrate the
data channels that can be simultaneously read-out. (b) Data acquisition layout of GE 4D CT for
various numbers of data channels. Each 2.5 mm datum is combined from two to four data channels
of 1.25 or 0.625 mm. The speed of cine 4D CT acquisitions is the same for both 8 and 16 data
channels, which utilizes 2 cm (8 × 2.5 mm) detector coverage. (c) Siemens/Philips detector layout
of 16, 20, 40, and 64 data channels. Siemens 40 and 64-channel scanners (marked with asterisk *)
based on the 20 and 32-channel detectors, respectively, utilize the technology of z-flying focal spot
to fast switch between two focal spots at each projection angle to achieve the effect of 40 and 64
data channels, respectively. Note that the physical detector sizes of 40 and 64-channel are 2.4 and
2.88 cm, respectively. Philips 64-channel has the detector size of 4 cm, identical to GE 64-channel.
(d) Data acquisition layout of Siemens/Philips helical 4D CT for various data channels. The detector
coverage of 4 cm is the same for the Philips 40 and 64 channels. The detector coverage of 2.4 cm is
the same for the Siemens 16, 20 and 40 channels

are 4, 8, 16 and 64 (Fig. 2.3a). To acquire the helical 4D CT data with Siemens or
Philips scanners, the numbers of SRO data channels are 16, 20, 40, and 64 (Fig. 2.3c).
The reason that helical 4D CT started at 16-slice was because Siemens/Philips only
introduced the low pitch helical CT scan (p = 0.1) in their 16-slice and up CT scan-
ners. This practice is typical in commercial CT that a new feature is only introduced
in newer CT scanners, which was 16-slice at the time.

The number of physical data channels on a MSCT is at least the number of data
channels of SRO. Both GE’s 4 and 8 channels have 16 physical detectors. For GE’s 16
and 64 channels, there are 24 and 64, detectors, respectively. During data acquisition,
the cine 4D CT utilizes the data acquisition modes of 4 × 2.5, 8 × 2.5, 8 × 2.5 and
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16 × 2.5 mm on GE’s 4, 8, 16 and 64-slice CTs, respectively (Fig. 2.3b) to produce
the images of slice thickness 2.5 mm for treatment planning. Combination of smaller
data channels to 2.5 mm slice is conducted in data acquisition. A 16-slice CT may
not have a significant advantage over an 8-slice CT in terms of acquisition speed for
the cine 4D CT because the detector size is at the maximum of 2 cm for both the
8- and 16-slice GE CT.

In helical 4D CT data acquisition, the raw data before helical data interpolation
are smaller than 1.5 mm (Fig. 2.3d). For the 16-slice, the mode of data acquisition is
16 × 1.5 mm. For the Siemens 20/40-slice, it is 20 × 1.2 mm. For the Philips 40/64-
slice, it is 32 × 1.25 mm. Siemens 16, 20 and 40-slice CTs have the same detector
coverage of 2.4 cm. Therefore, the speed of helical 4D CT is the same for the Siemens
16, 20 and 40-slice CTs. The Siemens 40 and 64-slice scanners use the z flying-focal
spot to fast-switch the focal spot between two positions to double-sample each angle
of projection data to achieve the effect of 40 and 64-slice data even though their
detector channels are 20 and 32, respectively [6]. The detector size of 16, 20 and
40-slice Siemens CTs is 2.4 cm, and it is 2.88 cm for the 64-slice Siemens CT. The
Philips 40 and 64-slice CTs have 4 cm detector coverage, and their data acquisition
is at 32 × 1.25 mm for the helical 4D CT, which will shorten the acquisition time
for their large coverage. It is important to note that slice broadening of 180 % in the
low-pitch helical 4D CT prevents the smallest data element in data acquisition to
be greater than 1.5 mm.

2.2.3 Image Location, Slice Thickness, and Scan Time

Helical 4D CT scan data allow for CT image reconstruction at any location by
permitting data interpolation between two neighboring detector elements (Fig. 2.4),
whereas cine 4D CT scan data allow for reconstructions only at the scan position.
When using 4D CT to scan patients with lung cancer, it is important to have a complete
coverage of the lungs for tumor delineation and dose calculation. The flexibility
of image reconstruction at any location is not important as long as the images of
uniformly spaced slices can be reconstructed to create a 4D volume. Typical image
slice thicknesses in radiation treatment planning are 2–3 mm. There is a penalty
from data interpolation in helical 4D CT as it widens the slice sensitivity profile,
a measure of the slice thickness of the CT image. It is important to use thin slice
collimation of 16 × 1.50 mm in helical 4D CT on a 16-slice MSCT scanner because
data interpolation will widen the slice thickness to almost 2.7 mm (that is, the 1.5 mm
slice will be thickened to 1.8 times its original width). Similarly, this means that if
the detector configuration is 8 × 2.50 mm, the slice thickness will become 4.5 mm in
helical 4D CT. Same 8 × 2.50 mm collimation in cine 4D CT will generate the slices
of 2.5 mm because no data interpolation is in the cine CT image reconstruction. In
diagnostic imaging, data interpolation causes only about 20 % widening when the
pitch is greater than 0.5; the amount of widening reaches 180 % when the pitch is
less than 0.2 (Fig. 2.5). To better understand this, we can take two independent slices
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Fig. 2.4 Illustration of the concept that data interpolation widens the slice thickness. The scanning
trajectories of helical and cine 4D CTs for a breath cycle of 4 s are shown in (a). The data in both
“seg1” and “seg2” correspond to the same phase of the cycle. Data interpolation of the helical CT
data around point 1 in “seg 1” is illustrated in (b). Note that 240◦ worth of CT data is needed
for image reconstruction with HSR. The two grey regions in (a) indicate the 4D CT data between
the two locations of z1 and z2. To scan only one breath cycle of 4D CT data, helical acquisition
needs to scan for 8.3 s, whereas cine acquisition only needs 4.3 s, assuming the gantry rotation cycle
Tg = 0.5 s. Helical CT data interpolation is illustrated in ((b). There is only one data point from
Det2 (“Det” stands for detector) for data point 1 (no interpolation is needed); two data points of
Det1 and Det2 are weighted by (1-α) and α for data point 2; and two data points of Det2 and Det3
are weighted by β and (1-β) for data point 3. The location of the reconstructed image is at the
dashed line

of 2.5 mm at two neighboring locations in cine 4D CT and interpolate for an image
located equidistant to the two slices; in such a case, interpolation would assign 50 %
weight to each image, and the composite image will become a 5.0 mm slice (resulting
in 200 % broadening of the slice thickness). Image reconstruction at pitch values of
less than 0.1 in helical 4D CT significantly thickens the CT images as shown in
Fig. 2.4. Once the pitch factor p becomes 0, helical CT interpolation is no longer
needed and the helical 4D CT becomes cine 4D CT. That is the reason that the typical
detector configuration in a 16-slice MSCT is 16×1.50 mm to keep the slice thickness
<3 mm.

If the breath cycle is 4 s and the fan angle of the CT detector arc is 60◦, and the
gantry rotation cycle is 0.5 s, a cine 4D CT acquisition will take 4.3 s and a helical 4D
CT acquisition 8.3 s to cover 2 cm on a 16-slice MSCT scanner (Fig. 2.4). The 8.3 s
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was from 4 s breath cycle, 0.3 s of 60◦ arc and additional 4 s to allow for a complete
breath cycle at the location of interest between z1 and z2. The longer acquisition
time needed for helical 4D CT is due to the additional time needed for the table to
translate to acquire the data over one respiratory cycle. Since the 4D CT acquisition
for the lung cancer patient typically covers the whole lung, this overhead in the helical
4D CT acquisition is not significant. It contributes to a small amount of extra time
required for acquisition and a small amount of extra radiation exposure to the patient.
Overall, helical 4D CT is faster than cine 4D CT for imaging the thorax because in
cine 4D CT the table will be paused to allow the table to move to the next position;
the accumulated pause time lengthens the overall acquisition time required for cine
4D CT, making helical 4D CT a faster 4D CT. The speed up (in favor of helical 4D
CT) and extra radiation (in favor of cine 4D CT) are both very small.

2.3 Workflow and Phase Selection Accuracy

The clinical workflow of helical 4D CT is illustrated in Fig. 2.6a. Once the pitch factor
is determined on the basis of either Table 2.1 or 2.2, collections of the helical 4D
CT data and the respiratory signal have to proceed simultaneously. Reconstruction
of the helical 4D CT images will not start until completion of the scan and after the
respiratory signal can be examined for accurate identification of the end-inspiration
phases. This process allows for the reconstruction of 4D CT images at the specified
phases in the helical 4D CT scan. Helical 4D CT tends to be slower than cine 4D
CT in processing because the reconstruction is performed after (1) completion of
the low-pitch helical CT scan and (2) verification of the end-inspiration phases in
the respiratory signal. A suggestion to start image reconstruction before completion
of data acquisition is possible. However, any change of image selection will likely
result in additional image reconstruction. Because of these factors, multiple phases
of helical 4D CT may not be available several minutes after the patient leaves the 4D
CT acquisition session.

The clinical workflow of step and shoot cine 4D CT is illustrated in Fig. 2.6b.
Data processing is generally faster for cine 4D CT than helical 4D CT to generate
the 4D CT images. Once the average duration of the respiratory signal has been
determined, the cine scan duration per location is set to the average duration plus
1 s. This additional 1 s is recommended in case the patient’s breath cycle becomes
longer during data acquisition. Image reconstruction starts immediately when there
is enough data for one image to be reconstructed. The time interval between two CT
image reconstructions should be less than Tg . For example, if Tg = 0.5 s, then the
interval can be set at 0.25 s for 50 % data sharing between two image reconstructions
to generate more images for data correlation with the respiratory signal, whose end-
inspiration phases can be checked independently from the cine CT data collection.
Increase of data sharing is to increase data sampling in cine 4D CT for data correlation
so that the image selection will have a better chance of getting the images at the
targeted phases. Because image reconstruction is performed independently from
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Fig. 2.5 The measured slice broadening factor in terms of full width half maximum over a range of
pitch factors. When helical 4D CT is operated at a pitch of 0.1 or less, the thickness of the CT slice
increases. For example, collimation of 16 × 1.5 mm will generate 2.7 mm-thick slices (calculated
by multiplying the 1.5 mm collimation width by a factor of 1.8 to account for the effect of the low
pitch)

acquisition of the respiratory signal, more accurate correlation of the CT images
to a particular phase of the breathing cycle is possible when two successive image
reconstructions share more data or the time interval between two images is much
shorter than Tg .

In general, phase selection accuracy is better with helical 4D CT than with cine
4D CT because the reconstruction of a particular phase is determined before image
reconstruction in helical 4D CT, but not in cine 4D CT. Figure 2.7 illustrates this
point. In cine 4D CT, the reconstructed images may not correspond to the specified
phases of 0, 10, 20, . . . , 90 %. However, the impact is not significant due to the fact
that 4D CT is primarily used to depict the extent of tumor motion and that each
CT image itself can cover more than 10 % of a respiratory cycle. For example a CT
image reconstruction from 0.5 s of data is 12.5 % of a 4-s breath cycle and 10 % of a
5-s cycle. A difference of several percentages in image selection in the cine 4D CT
will not degrade the utility of cine 4D CT. For a long respiratory cycle (exaggerated
as a 10-s respiratory cycle in Fig. 2.7), helical 4D CT may result in less sampling of
the 4D CT images than cine 4D CT would and therefore may not fully capture the
extent of tumor motion depicted in the maximum intensity projection images [17]. It
may be advisable to increase the number of phases in image reconstruction in helical
4D CT to improve the inclusion of the tumor motion so that the full extent of tumor
motion will be included.

One important quality control measure that must be undertaken in 4D CT is to
ensure that identification of the end-inspiration phases by the respiratory monitoring
device is accurate. If phase calculation or identification is not accurate, both helical
and cine 4D CTs will generate erroneous data, not representative of the 4D CT data.
One example of this is illustrated in Fig. 2.8. Some end-inspiration phases in (a) were
incorrectly identified or missing. The correct identification of the phases is shown in
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Fig. 2.6 (a) Helical 4D CT needs the respiratory signal to direct its image reconstruction. (b) Cine
4D CT does not need the respiratory signal for image reconstruction. The 4D CT images are
generated on the basis of correlation between the cine CT images and the respiratory signal. The
specific phases of the breathing cycle can only be approximated in the 4D CT images. In general,
cine 4D CT generates 4D CT images more quickly than helical 4D CT

(b). This step of ensuring accurate identification of end-inspiration phases is critical
and should be checked in every 4D CT data processing.

2.4 Commercial Helical 4D CT Systems

Philips and Siemens offer helical 4D CT. Both implementations were derived from
the low-pitch helical CT scan of cardiac CT, which has pitch values p of 0.2–0.3 for
a targeted heart rate of about 60 beats per minute. By lowering p to 0.1 or less, and
replacing the electrocardiographic monitor with a respiratory monitor, the helical 4D
CT for imaging the thorax under the condition of respiratory motion of 10–20 cycles
per minute (corresponding to a 3- to 6-s respiratory cycle) becomes possible. The
slower the respiratory motion, the smaller the pitch value p has to be to meet the
DSC and to avoid under-sampling in helical 4D CT. An example of under-sampling
is shown in Fig. 2.3c.

The pitch values p of the Philips CT scanners [2] and calculated values by Eq. (2.1)
for the breathing cycles of 3–6 s and gantry rotations of 0.44 and 0.5 s for FSR are
listed in Table 2.1. Both values match closely. When the gantry rotation time changes
from 0.5 to 0.44 s, pitch values p become smaller because the shorter gantry rotation
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Fig. 2.7 Comparison of helical 4D CT and cine 4D CT in data acquisition and image reconstruction.
Two respiratory cycles of 5 and 10 s are shown side by side, and the end-inspiration phase of each
cycle is identified at the peak of each cycle. The 10 phases of the helical 4D CT images are
reconstructed at the phases of 0–90 % in an increment of 10 %, or at the vertical dashed lines. Each
solid circle indicates a reconstructed image. The two gray regions indicate the 0.5 s duration of
data used in image reconstruction. In cine 4D CT, the images are reconstructed at 0.5-s intervals
(assuming a gantry rotation cycle Tg = 0.5 s), which may not correspond to the exact positions
of the 10 % phase increments denoted by the vertical dashed lines. At the time of data correlation
with the respiratory signal, each cine CT image will be assigned to the closest phase and then all
the images are combined to make up the 10 phases of the cine 4D CT images. Unlike cine 4D CT,
Helical 4D CT can reconstruct the images at the exact respiratory phases. However, given a slower
respiratory cycle such as the 10-s cycle, cine 4D CT reconstructs more images than helical 4D CT,
resulting in more complete coverage of the tumor motion than in helical 4D CT

Fig. 2.8 a An example of a respiratory signal over 30 s with an inaccurate identification of the
end-inspiration phases, marked by dotted vertical lines. b is the accurate identification of the end-
inspiration phases

time allows the scanner to cover a larger volume for the same duration at the same
pitch, which may cause the scanner to scan too fast and violate the data sufficiency
condition. Equation (2.1) can be used to calculate the gantry rotation cycles and the
breath cycle durations other than those listed in Table 2.1.
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Table 2.1 Pitch values p for the Philips CT scanner and calculated values from Eq. (2.1) at the
given gantry rotation cycles Tg and breath cycles of 3–6 s

Phillips’ design Calculated values with FSR
Tb p @ Tg = 0.5 p @ Tg = 0.44 p@ Tg = 0.5 p @ Tg = 0.44

3 0.15 0.12 0.14 0.13
4 0.11 0.1 0.11 0.1
5 0.09 0.08 0.09 0.08
6 0.075 0.065 0.077 0.068

Table 2.2 Pitch values p for the Siemens CT scanner and calculated values from Eq. (2.1) at given
gantry rotation cycles Tg and breath cycles of 3–6 s

Siemens design Calculated values with FSR
Tb p @ Tg = 0.5 p@Tg = 1.0 p @ Tg = 0.5 p @ Tg = 1.0

3 0.1 N/A 0.14 0.25
4 0.1 N/A 0.11 0.20
5 0.1 N/A 0.09 0.17
6 N/A 0.1 0.077 0.14

The Siemens pitch values [1] and theoretical values are listed in Table 2.2. This
scanner uses a single pitch value of 0.1 and two gantry rotation cycles of 0.5 and
1.0 s [9]. Since the pitch values p stay the same, the gantry rotation time has to be
increased with the duration of the breath cycle. This design is different from that of
the Philips CT scanner, whose pitch value becomes smaller when the breath cycle
becomes longer. In the Siemens design, a longer gantry rotation cycle of 1.0 s is
required to slow down the scan speed to accommodate for a breath cycle of more
than 6 s with the same pitch value of 0.1. One disadvantage in this design is that each
CT image will have a temporal resolution of 1 s for FSR and 0.5 s for HSR. Longer
breath cycles tend to have a longer duration of expiration than shorter cycles do. A
decrease of the temporal resolution will increase image blurring in the CT image,
particularly for the images acquired in the transition of the end-expiration phase to
the end-inspiration phase, which tends to have the largest motion during respiration.

2.5 Respiratory Monitoring Devices

4D CT needs the timing information of the end-inspiration phase to guide its image
reconstruction in helical 4D CT or image correlation in cine 4D CT. Many respiratory
monitoring devices have been suggested [13]. The range of phases between two end-
inspiration phases is denoted as 100 %. The phase is linearly increased from one
end-inspiration phase to the next end-inspiration phase. One alternative is to select
end-expiration phase as 50 %, and to linearly increase from 0 to 50 % and from 50
to 100 %. However, this may cause a smaller maximum-intensity-projection volume
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Fig. 2.9 Respiratory monitoring devices used in 4D CT. (a) Two reflective markers on a plastic
box and an infrared camera from Varian; (b) A pressure sensor from Anzai; and (c) Air bellow and
pressure sensor from Philips

for tumor contouring [21]. Spirometer was used to measure the lung volume in inhale
and exhale for the respiratory signal to correlate with the cine CT images for 4D CT
[15]. The spirometer measurement is highly dependent on patient cooperation and,
may not be reproducible. We will cover the three respiratory recording/monitoring
devices adopted in the commercial 4D CT.

The most popular device for recording and monitoring the respiratory signal in
4D CT is the Real-time Position Management (RPM) respiratory gating system
(Varian Medical Systems, Palo Alto, CA). The camera and the reflector box are
shown in Fig. 2.9a. The system consists of multiple infrared emitting diodes, an
infrared camera, a plastic box with two or six infrared reflective markers, and the
optical tracing software and computer. The infrared emitting diodes are mounted on
the camera, which receive the reflected infrared signal from the reflective markers
on a plastic box sitting on top of the patient’s abdomen between the umbilicus and
xiphoid process. The RPM device can measure the patient’s respiratory pattern and
range of motion and displays them as a waveform. It can also send out triggers to
enable prospective gating of CT. The plastic box, which is the only thing touching
the patient, is almost radiation translucent, and the RPM can be integrated with some
linear accelerators which use the device to turn the treatment beam on and off when
the patient’s breathing amplitude falls into the range of treatment. However, if the
patient’s abdomen or chest does not have a flat surface to allow the plastic box to sit
on, placing the plastic box to the camera at the right angle may not be straightforward.
The RPM system has been integrated in the GE and Philips 4D CTs.

Another device is the AZ-733V pressure sensor device (Anzai Medical Corpo-
ration, Tokyo, Japan) for recording the respiratory signal, respiratory gating and
triggering. The system is comprised of chest/abdominal belt, pressure transducer
(Fig. 2.9b), sensor port, Wave Deck (signal processing box), laptop PC with con-
necting cables and a trolley cart for storage and transport of the system. The pressure
sensor can be easily attached to a patient with a Velcro belt. Measurement of the
breathing signal is relative because the output of the pressure sensor is dependent
on the tightness the Velcro belt fastened around the patient’s chest or abdomen. One
disadvantage of this system is that the sensor is radiopaque and can induce metallic
artifacts. Placement of the sensor outside of the treatment field can avoid the metallic
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Fig. 2.10 4D CT artifacts due to (a) irregular respiration (b) misregistration in the cardiac region,
not accounted for in 4D CT and (c) undersampling of a prolonged breathing cycle

artifacts. The AZ-733V system is integrated in the Siemens 4D CT. It has been shown
that there is a high correlation between the AZ-733V and RPM [14].

A third device also used in 4D CT is the air bellow (Fig. 2.9c), which is an elastic
belt positioned around the abdomen that expands and contracts with the respiratory
motion [12].The device contains a pressure transducer, which converts the pressure
waveform to a voltage signal, which is then digitalized and transmitted to the CT
scanner. Using a respiratory bellow to monitor the breathing state has also been
applied to CT-guided intervention procedure and MR imaging.

2.6 Image Artifacts

The basic assumption of 4D CT is that the respiratory motion is reproducible through-
out the data acquisition and the duration of data acquisition at any location is at least
one breath cycle plus the duration for one image reconstruction, which is one or 2/3
of a CT gantry rotation. Anything deviating from this assumption can induce arti-
facts manifested as (1) irregular respiratory motion, (2) misregistration at the cardiac
region as the heart beating is not taken into account in 4D CT, and (3) missing data
if the scan at a location is less than one breath cycle due to an under-estimate of the
patient’s breath cycle duration. As a result, a higher helical pitch p set in the Philips
helical 4D or a faster CT gantry rotation set in the Siemens helical 4D, or a shorter
cine scan duration set in GE cine 4D could introduce artifacts [8]. Figure 2.10 shows
an example of these three types of artifacts.

2.7 Conclusions and Future Directions

4D CT was an important development for imaging the tumors subject to the
respiratory motion for radiation therapy. Its development was very closely tied to the
MSCT technology, commercialized in 1998. Helical 4D CT was adopted by Siemens
and Philips and commercialized in 2006, and cine 4D CT was developed by GE and
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commercialized in 2003. Both helical and cine 4D CT scans need to meet the require-
ment of data sufficiency condition to ensure there is at least one respiratory cycle of
data at each location. Unlike cine 4D CT, helical 4D CT tends to result in thicker
slices due to data interpolation and a longer workflow because image reconstruction
cannot start until the respiratory signal of the helical 4D CT scan has been com-
pletely acquired. Commercial helical 4D CT can be performed by MSCT scanners of
16-slice or up, while cine 4D CT can be done using MSCT scanners with 4-slice or up.
Three popular respiratory recording and monitoring devices are the optical device of
RPM from Varian, the pressure sensor from Anzai and the air bellow pressure sensor
from Philips. To ensure a complete depiction of tumor motion, one should obtain at
least 10 phases of 4D CT images in helical 4D CT, in particular for patients with the
breath cycle duration of more than 6 s. A very important quality control step in 4D
CT is to ensure accuracy in identifying the end-inspiration phases of the respiratory
signal because inaccurate identification of the end-inspiration phases will cause 4D
CT to generate incorrect data.

For the future development, the capability of 4D CT to cope with the irregular
respiration is critical, and deserves the attention of the research community. On the
other hand, it may not be possible to demand an artifact free 4D CT due to the
irregular respiration when 4D CT is applied on the patient population associated
with the lung disease which manifests itself as coughing and irregular respiration.
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Chapter 3
Acquiring 4D Thoracic CT Scans Using Ciné
CT Acquisition

Daniel Low

Abstract One method for acquiring 4D thoracic CT scans is to use ciné acquisition.
Ciné acquisition is conducted by rotating the gantry and acquiring x-ray projections
while keeping the couch stationary. After a complete rotation, a single set of CT
slices, the number corresponding to the number of CT detector rows, is produced.
The rotation period is typically sub second so each image set corresponds to a single
point in time. The ciné image acquisition is repeated for at least one breathing cycle
to acquire images throughout the breathing cycle. Once the images are acquired at a
single couch position, the couch is moved to the abutting position and the acquisition
is repeated. Post-processing of the images sets typically resorts the sets into breathing
phases, stacking images from a specific phase to produce a thoracic CT scan at
that phase. Benefits of the ciné acquisition protocol include, the ability to precisely
identify the phase with respect to the acquired image, the ability to resort images
after reconstruction, and the ability to acquire images over arbitrarily long times and
for arbitrarily many images (within dose constraints).

3.1 Introduction

One of the uses of CT scan acquisition is to obtain images that can be used to
model human breathing motion. CT scans are relatively fast; modern scanners can
acquire images in less than 0.4 s, and around 0.2 s if fewer than 360◦ of projections
are required. This speed reduces breathing motion artifacts that occur when scanner
rotation periods are more than 1 s.

There are two basic modes of CT scanning. By far, the most common is helical
CT (the subject of Chap. 2), whereby the CT scanner rotates as the couch moves with
a uniform speed. The radiation beam central axis traces a helix through the patient
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as the projection data are acquired. This method is the most efficient method for
acquiring CT data. The couch can be moved more than the width of the collimated
beam during each rotation (pitch >1) which, when coupled with a fast rotation rate
and large longitudinal coverage, makes helical scanning extremely fast; CT scans of
the thorax can be acquired within two seconds with modern scanners.

The couch motion for helical scanning is typically constrained to be constant;
once the parameters of pitch, field size, and rotation rate are selected, the couch
speed is fixed. While this is not a problem for standard scanning, it provides a
significant constraint for 4D imaging. In order to acquire useful breathing modeling
data, CT data need to be acquired during at least one breath. Breathing periods are
approximately 5 s, so the minimum time that any one region of tissue needs to be
imaged is 5 s. While the CT scanner rotation rate can be slowed down to guarantee
that each portion of the patient is being imaged for 5 s, such slow acquisition will
lead to breathing motion artifacts. The CT scan rotation period needs to be less than
0.5 s to avoid these artifacts. Rather than slow rotation rate, most helical CT scanning
protocols reduce the pitch, slowing the couch and acquiring multiple images at each
location within the patient. The protocols are designed such that each portion of the
patient is scanned for a period of at least 5 s [3, 7].

While helical scanning is the dominant acquisition mode and a 4D helical scanning
solution has been found and implemented for most commercial systems, helical
scanning has some significant limitations. First, the minimum pitch for CT scanners
is approximately 0.15, which when combined with a rotation rate of 0.5 s, leads to
a total amount of time that any one location is scanned of 0.5/0.06 s = 8.33 s. This
amount of time is greater than the breathing period for most patients, which means
that for most patients and most times, CT images will be scanned throughout the
breathing cycle for the whole patient. Many patients have irregular breathing cycles
and some take pauses in their breathing. The CT scanner cannot pause a helical CT
acquisition, so image artifacts will occur if the patient breathing pauses for more than
a few seconds. Figure 3.1 shows examples from Lu et al. [6] of breathing patterns
that have such irregularities.

3.2 Benefits of Ciné CT

Ciné acquisition, in contrast to helical acquisition, is conducted with a stationary
couch. The CT scanner rotates and acquires projection data over a longitudinal span
that nearly matches the radiation field length. The length of this span depends on
the detector layout and is usually between 2 and 4 cm (see Sect. 2.2.2). The number
of acquisitions per couch position is programmed in advance and the CT rotation
time determines the temporal resolution of the scan. The number of scans multiplied
by the scan period is the minimum amount of time that scans can be acquired for,
but pauses between scans can be programmed to lengthen the effective scan time to
assure that at least one breathing period occurs at each couch position. In fact, the

http://dx.doi.org/10.1007/978-3-642-36441-9_2
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amount of time can easily be stretched to multiple breathing periods to reduce the
chance that no motion data are acquired because of breathing irregularities.

Ciné CT acquisition provides many benefits over helical acquisition. Principally,
the number of scans is selectable and not constrained by couch speed limitations.
Prospective gating is also possible with ciné-CT [4]. Ciné-CT protocols can be pro-
grammed to be started by an external trigger, set for example to specific phases of
the breathing cycle. Sophisticated analysis of the breathing cycle could be conducted
to assure that only images that will provide the required breathing motion data will
be acquired, reducing the radiation dose to the patient and improving the usability
of the CT scan data.

CT images are reconstructed using x-ray projections from up to 360◦. In helical
multislice CT, the projection angles also include an out-of-plane angle. Ideally these
projections would be acquired over a limited period of time. In order to minimize
image noise, however, when reconstructing an image at a specific breathing phase,
manufacturers utilize each projection acquired during a time consistent with that
breathing phase. The projections may therefore be acquired during different breaths.
If the user wants to use the commercial sorting algorithm to reconstruct images,
there is no problem, but if the user wants to control the specific timepoints from
which projection data are taken, this process is not useful. An advantage of ciné
CT is that the projections used to acquire the CT data are acquired only during the
gantry rotation time for the specific ciné acquisition. This allows the user to precisely
control the timepoints at which the data are acquired for subsequent reconstructions.
Pat et al. [7] compared data sufficiency conditions for helical and ciné acquisitions
using a 20 cm coverage, 4 s breathing cycle, half-scan reconstruction. He found that
the helical acquisition benefited from more rapid scan time (by 10 %) than the ciné
acquisition. The helical slice sensitivity profile was 1.8 times broader than the ciné
profile and required an additional breathing cycle of scanning at the beginning and
end of the scan to assure adequate sampling at the ends of the scans. The ciné scans
also delivered between 4 and 8 % less dose than the helical acquisition.

Table 3.1 shows a summary of the comparison between helical and ciné acquisi-
tions.

Table 3.1 Summary of the comparison between helical and ciné acquisition

Ciné Helical

Temporal resolution ++ +
Temporal control (knowing when image data were acquired) ++ –
Spatial resolution (blurring) ++ +
Ability to prospectively gate ++ –
Image artifacts – +
Ability to manage irregular breathing + –
Ability to do amplitude based sorting ++ ++
Acquisition flexibility ++ –
Cone beam artifacts (assuming fan-beam ciné reconstruction) – ++
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Fig. 3.1 Example of irregular breathing waveforms highlighting that breathing patterns can pause
for times approaching 10 s. Figure is from Lu et al. [6]

3.3 Development of Volumetric CT Using Ciné CT Scans

Ciné CT scan acquisition yields a series of CT slice scans (collections), each acquired
at different times and breathing phases. Between 10 and 25 repeated CT scans are
acquired per table position before the table is moved to the next position, and this
process is repeated until the entire volume of interest is scanned. The process of
generating useful 4D CT images that encompass the organs of interest involves the
building of 3D CT images at different breathing phases using the acquired ciné
images.

There are two current approaches to generate 4D CT images from ciné CT acqui-
sitions and a breathing surrogate measured at acquisition time. They are termed
amplitude-based sorting and phase-based sorting. Figure 3.2 shows an example of
the amplitude-based process as described by Low et al. [5]. They selected the tidal
volume measured with spirometry as the method for describing the breathing cycle.
To create a 3D CT image at a specific tidal volume, they selected the ciné scans
that were obtained at each couch position with a tidal volume closest to the desired
volume. The result was a full 3D CT that represented the patient geometry as though
the patient had been scanned at that tidal volume. This process could be repeated for
any tidal volume for which there was sufficient scan data.

General Electric used a phase-based approach with their commercial ciné 4D
CT scanners [8, 10]. Figure 3.3 shows the process that GE uses to acquire their
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Fig. 3.2 Process for building a 3D CT scan from sequentially acquired ciné CT image datasets. In
each couch position, a number of ciné images are acquired. The image is from Low et al. [5]

4D CT scans. The scans are acquired at the same time as a breathing surrogate is
measured. The breathing cycles are divided in phases that are equal in time between
inhalations. The images acquired in each phase are collected for each table position
to form single-phase CT images, similar to what is done in Fig. 3.2 for breathing
amplitude gating.
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Fig. 3.3 Phase-based reconstruction of 4D CT scans using a commercial phase-based sequence.
The figure is from Pan et al. [8]

3.3.1 Amplitude and Phase-Angle Sorting

CT manufacturers have long provided robust cardiac gating acquisition and sorting
tools. This is because the cardiac cycle is straightforwardly measurable and tem-
porally stable. Typically, CT scans required well monitoring the cardiac cycle and
the x-ray projections are resorted according to the cardiac phase, which is defined
as the relative time between equivalent points in the cardiac cycle. Because of the
stability of the cardiac cycle, this approach has been extremely successful. Figure 3.4
shows an outstanding surface rendered image of the heart from Wijesekera et al. [11].
In contrast, Fig. 3.5 shows an example of retrospectively phase-based sorted 4D CT
acquired using a ciné protocol [4]. Artifacts are present at the dome of the diaphragm
and tumor volume and shape (below the cross-hairs in each of the four images) are
altered from phase to phase making it difficult to delineate correctly. Such artifacts
are common because breathing is less reproducible than cardiac motion, and both
approaches to sorting respiratory-gated CT scans are affected from this motion vari-
ability.

3.3.1.1 Phase-Angle Sorting

In phase-angle gating, the breathing cycle is assumed to be reproducible in time;
each breath is assumed to have the same characteristics as other breaths. A specific
phase is selected as the start of respiration. The time between then and the time at
which that same phase is next reached is a single breathing period. The breathing
cycle is subdivided as a fraction of the time between those phases. For example, if
the breathing cycle is begun at peak exhalation, and the time to the peak inhalation is
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Fig. 3.4 Surface rendered image of the heart acquired using cardiac gated CT. The figure is from
[11].

40 % of the total breathing period, peak inhalation is said to occur at the 40 % phase.
Often, phases are described in terms of angles with 360◦ between successive breaths.

Phase angle sorting is effective for regular breathing patients. The patient’s breath-
ing amplitude is consistent, so their internal anatomy will reproducibly located in
the same place during the same phase angle. When breathing is irregular, however,
the algorithm breaks down. For example, if a deep breath is followed immediately
by a shallow breath, the peak inhalation phase will be identified in both breaths and
be considered equivalent. The phase angle sorting algorithm will collect image data
from both of those breaths at the same phase and include them in an image that
is representative of inhalation. Clearly, the internal anatomy will be positioned dif-
ferently for the deep and shallow breaths. Because of the similarity between phase
angle respiratory sorting and cardiac sorting, this algorithm was the first to be com-
mercially implemented because of the significant effort that imaging vendors had
already invested in cardiac imaging.

Seppenwolde et al. [9] reported in 2002 their breathing motion model which was
based on the phase angle approach. They had reviewed a series of fluoroscopic video
images of implanted fiducial markers in a large number of lung cancer patients. The
motion of the markers appeared either straight or took an elliptical pattern. They para-
meterized the motion into components that were aligned to the motion ellipses. Their
model provided flexibility such that it could accommodate both straight and ellip-
tical motion. For example, in Fig. 3.6, two examples are shown, one with straight
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Fig. 3.5 Examples of artifacts in ciné CT caused by irregular breathing and retrospective sorting
(image taken from [4]). The numbered lines on each image represent the detector span for different
couch positions (2 cm in this case). The cross-hairs provide a common reference point in each image

and one with elliptical motion. As can be seen by the figure, the development of
elliptical motion comes from a phase difference between the two directional compo-
nents. While this technique worked well for regular breathing, it failed to allow the
modeler to manage irregular breathing. Figure 3.7 compares modeled motion to mea-
sured motion in the craniocaudal direction for two patients. Figure 3.7a represents
a regular breather and shows the model was able to accurately describe breathing
motion. Figure 3.7b shows an irregular breather, in this case defined as a breathing
pattern with a variable frequency. The model, having fixed frequency, phase, and
amplitude is unable to manage variations in any of these quantities.

3.3.1.2 Amplitude-Based Sorting

In contrast to phase angle sorting, amplitude-based sorting assumes that internal
anatomical positions of tissues are functions of the depth of breathing rather than
the fraction of time between successive breaths. Irregularity in breathing amplitude
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Fig. 3.6 Breathing tissue motion model proposed by Seppenwolde et al. [9]. The model describes
embedded radiopaque marker locations as periodic functions in time

or frequency is straightforwardly managed by amplitude sorting. Images acquired
during irregular breathing incur fewer artifacts when using amplitude sorting than
phase angle sorting. The main issue with amplitude-based sorting is that it does not
distinguish between inhaling and exhaling, so that a specific amplitude during mid-
inhalation and mid-exhalation will be treated the same. This makes it impossible
to model hysteresis motion with strict amplitude-based approaches. However, the
greatest component of motion is not due to hysteresis but due to the expansion and
contraction of lungs during inhalation and exhalation, respectively.

Lu et al. [6], examined phase angle and amplitude based sorting and its relation to
irregular breathing. They reconstructed 3-D image data sets for 12 breathing phases
for 40 patients, computing the air content, defined as the integrated amount of air in
the lungs based on the CT scan and using air content as a surrogate for tumor position.
They correlated breathing phase and amplitude to air content and determined the cor-
relation residual. In most cases, amplitude sorting resulted in a smaller residual than
phase angle sorting. When tidal volume was used as the comparator, the variation
was always less for amplitude than phase angle gating. Figure 3.1 shows an example
from Lu et al. [6] that explains the differences between amplitude and phase-angle
sorting for an irregular breathing patient. The times that are consistent with a spe-
cific part of the breathing cycle, in this case the definition of mid-inspiration, are
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Fig. 3.7 Example of breathing motion model results from Seppenwoolde et al. [9] for (a) a regular-
breathing patient and (b) irregular breathing patient (defined here as a patient with a variable
breathing period). The model works well when the breathing frequency, amplitude, and phase are
stable, but breaks down if any of these three factors change

highlighted in the figure. The selected times correspond to the point in time where
projection data would be used to reconstruct a mid-inspiration image. In the ampli-
tude sorted case (Fig. 3.1a), those points in time are identified when the patient’s tidal
volume was between 250 and 450 mL. In contrast, Fig. 3.1b shows mid-inspiration
times when phase-based sorting is used. In this example, mid-inspiration was defined
as halfway in time between maximum expiration and maximum inspiration. When
examining the amplitudes during these times, times where the phase-based sorting
algorithm would select projection data, it is clear that not all of the times correspond
to a physiologically reasonable definition of mid-inspiration.

3.4 Challenges with Ciné CT

3.4.1 Cone-Beam Artefacts in Ciné CT

Single slice CT projections can be approximated as being one-dimensional. The
finite longitudinal dimension causes volume averaging. Multislice CT scanners, on
the other hand have longitudinally diverging beams. The projecting rays of even a
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Fig. 3.8 Example of cone-beam artifacts in multisclice CT scanners. a This image was recon-
structed using fan-beam reconstruction. b This image was reconstructed using cone-beam recon-
struction. Images are from Barrett and Keat [1]

4-slice CT scanner are not parallel to the plane of rotation for the first and fourth
slice. Images can be reconstructed assuming that the rays for each slice lie in parallel
planes and for a 4-slice CT scanner this approximation does not cause significant
image artifacts.

As the number of slices increases, and specifically the out-of-plane angle of the
rays increases, the images start to contain cone-beam artifacts. Figure 3.8 shows
an example of scans of a chest phantom acquired using a 16-slice CT scanner [1].
Figure 3.8a, b were reconstructed using fan-beam reconstruction and cone-beam
reconstruction, respectively. The chest phantom includes synthesized ribs that pro-
vide high contrast surfaces with which to evaluate the artifacts. The ribs in the fan-
beam reconstructed images contain clear artifacts in spite of the fact that the scanner
used to acquire these images was only 16 slice (there are 356 slice scanners available).
The artifacts disappear when cone-beam reconstruction is used.

Manufacturers of CT scanners often do not reconstruct ciné images using
cone-beam algorithms. Cone-beam algorithms remove the artifacts by using pro-
jections that would otherwise be associated with more-off axis slices. This reduces
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(a)

(b)

(c)

(d)

Fig. 3.9 Coronal CT images of a cylindrical acrylic rod of 3 mm diameter illustrating the blurring
and doubling cone-beam CT artifact. The entire 500 mm FOV of the scanner is displayed. a Rod
placed at Z = 1 mm relative to the center of field of view. b Rod placed at Z = 3.6 mm. c Rod placed
at Z = 6 mm. d Rod placed at Z = 8.4 mm

the reconstruction volume such that it is no longer equal to the number of slices mul-
tiplied by the slice width. Acquisition of abutting ciné CT volumes would require
overlapping of the radiation fields, which manufacturers are reluctant to do. Cone-
beam artifacts become worse as the cone-beam angle increases.

An example of the impact of cone beam artifacts is shown in Fig. 3.9. A 3 mm
diameter cylindrical acrylic rod was scanned using a 64 slice CT scanner with a
4 cm coverage. The acrylic rod was placed to intercept the central detectors and
was oriented in the transverse plane. A single scan was acquired and then the rod
was moved and scanned a total of three times, each time at a greater and greater
distance from the central axis plane. When the rod was placed near the edge of the
field of view in both the axial (8.4 mm) and longitudinal directions, the image of
the rod was split by at least 5 mm. This implies that soft tissue structures such as
vessels, bronchial branches, and nodules would exhibit similar splitting near the field
edge. Figure 3.10 shows intensity profiles taken in a longitudinal direction through
the images of the acrylic rod when the rod was 8.4 mm from the central plane.
The profiles are identified by their distance from the central axis. The variation in the
imaged shape of the cylindrical rod is evident in the profiles. When the rod is near the
CT scanner central axis, the profile is nearly Gaussian in shape. At approximately
8 cm from central axis and extending to the edge of the field, the shape of the profile
changes from a single peak to a double peak, consistent with the image shown in
Fig. 3.9d.

The cone-beam artifacts do not appear to affect clinical use of lung CT scans. The
structures that are impacted are the small vessels and bronchi, which are typically
not the subject of contouring or segmentation. Motion artifacts are usually present in
these CT scans and some of the cone-beam artifacts may have been misinterpreted
as motion artifacts. The challenge with having these artifacts present in the images
comes when the images are being used with automated segmentation. Systematic
artifacts that make the tissues appear differently depending on which detector row
they intersect will make registration difficult because the registration algorithms
expect the structures to have consistent shapes no matter where they are imaged.
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Fig. 3.10 Longitudinal profiles of the image of the acrylic rod at various sagittal slices (as indicated
in the legend). The rod was placed horizontally in an axial plane Z = 8.4 mm relative to the center of
the FOV. The profiles have been interpolated from the raw pixel values using cubic interpolation

3.4.2 Abutment Challenges

An important step in developing breathing models is mapping the breathing motion.
Ciné CT scans have the advantage that the time of acquisition is accurately known
so the specific breathing phase associated with the scan data can also be accurately
determined. This allows researchers in breathing motion modeling to assign breathing
phases. However, in all cases, some form of image registration is required to map
the motion of the lung tumor or normal lung to provide the raw data for a breathing
model.

Tissue registration, specifically deformable image registration is challenging for
ciné CT acquired image data. If the user intends to build a volumetric CT at a
specific breathing phase, misregistration artifacts will occur at the abutment regions
between neighboring ciné acquisitions. These are caused by the use of images that
were acquired at slightly different breathing phases so the lung tissues do not match
exactly at the abutments. Image registration algorithms are ill-suited to manage such
tissue discontinuities. One way of managing this is to deformable register images to
a common breathing phase and then stack them to form a single volumetric image
dataset that corresponds to that phase. This was proposed by Ehrhardt et al. [2]. They
used tidal volume as the method of describing the breathing cycle and interpolated
pairs of ciné images to a selected tidal volume. The two sets of ciné images that were
closest to the desired tidal volume, one larger and one smaller, were used. The full
image registration using optical flow defined motion vectors between images and the
resulting image was interpolated to the appropriate tidal volume. Figure 3.11 shows
an example of the interpolation process. The diaphragm dome shows the amount of
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Fig. 3.11 Examples of the impact of interpolating to a common breathing phase (in this case 44 and
800 ml tidal volumes) on the image abutment quality for ciné CT scanning. Figure from Ehrhardt
et al. [2].

misregistration when nearest neighbor tidal volumes are used. Using optical flow
interpolation the misregistration artifact becomes much smaller.

3.5 Future of Respiratory Sorting

Even when employing amplitude-based sorting, and managing the variation in breath-
ing amplitude, the breathing amplitude variations still have an impact in the quality
of the resulting CT scans as well as the interpretation of the scans. For example, as
shown in Fig. 3.1, there is a single breath near the time point of 545 s that is deeper
than the remaining breaths. The internal lung tissues presumably moved to locations
that differed from the rest of the breaths shown in Fig. 3.1. Treatment plans conducted
using amplitude-based sorting would not likely have the feedback to know that the
patient takes an occasional deep breath. Therefore, some feedback to provide the
planner with an understanding of motion outside of that which is provided by the
images would be extremely useful.

Figure 3.12 shows the breathing pattern for a regular breathing patient as well
as a differential histogram that shows the relative time that the patient spent at each
amplitude. The breathing histogram can be used firstly to identify meaningful defini-
tions of peak inhalation and exhalation. Rather than select the two points in time that
have the maximum and minimum breathing extent, a more useful definition would
be based on the ability to generate an amplitude based CT scan with only minor
artifacts. The minimum amplitude for which a useful CT scan can be constructed is
typically the 5th percentile. Similarly, an amplitude for which a CT scan can reliably
be constructed at inhalation is often the 85th percentile. The histogram shows both
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Fig. 3.12 a Breathing pattern for a regularly breathing patient. b The histogram corresponding to
the breathing pattern shown in a. The tidal volume percentiles are shown for reference

Fig. 3.13 Comparison of two tidal volumes that could correspond to inhalation for a cohort of 32
patients. V85, is often the tidal volume whereby a reliable CT scan can be reconstructed while V98
is useful as a metric for deeper inhalation. Linear regression shows that the relationship between
the two is 1.39 ± 0.19

of these values. However, constructing images at the fifth and 85th percentiles to sig-
nify exhalation and inhalation, respectively, ignores the 20 % of time that the patient
spends outside of those amplitudes. Therefore, the treatment planner is unaware of
how much they should extrapolate the motion they see on the reconstructed CT scans
to encompass more of the actual motion envelope.

Figure 3.13 shows the relationship between the 98th percentile and the 85th per-
centile (relative to the 5th percentile) for 32 patients. The relationship is remarkably
linear and has a slope of 1.39± 0.19. The difference between the 98th percentile and
85th percentile is obviously 13 %, which means that a breathing motion envelope
generated using the 85th percentile image should be extrapolated by 40 % in order to
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expand the fraction of time that the envelope represents from 80 to 93 %. This type of
information would be extremely useful for treatment planners to allow them to more
accurately understand the impact of gating decisions as well as the development of
internal target volumes to encompass tumors. At this point in time, while the data
necessary to provide this information to treatment planners is readily available from
the 4DCT acquisition, it is neither analyzed nor provided.
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Part II
Motion Estimation and Modeling



Chapter 4
Biophysical Modeling of Respiratory
Organ Motion

René Werner

Abstract Methods to estimate respiratory organ motion can be divided into two
groups: biophysical modeling and image registration. In image registration, motion
fields are directly extracted from 4D (= 3D + t) image sequences, often without
concerning knowledge about anatomy and physiology in detail. In contrast, bio-
physical approaches aim at identification of anatomical and physiological aspects
of breathing dynamics that are to be modeled. In the context of radiation therapy,
biophysical modeling of respiratory organ motion commonly refers to the frame-
work of continuum mechanics and elasticity theory, respectively. Underlying ideas
and corresponding boundary value problems of those approaches are described in
this chapter, along with a brief comparison to image registration-based motion field
estimation.

4.1 Introduction

Approaches for estimation of respiratory organ motion in 4D image sequences
can be divided into two main types: image registration and biophysical modeling
[32, 56, 62]. Image registration aims at estimating motion fields by directly extract-
ing them from the 4D image sequences, commonly by maximizing similarity mea-
sures between the individual 3D frames of the image sequences; knowledge about
breathing physiology and physical properties of organs are (usually) not taken into
account [25, 32]. In contrast, biophysical modeling means to identify aspects of
the physiological processes and to describe them within a physics-based mathemat-
ical formulation. These approaches are also often referred to as biomechanical or
biophysics-based (image) registration [4, 11, 44] and so contrasted to other types of
image registration such as intensity- or feature-based. In addition, biophysical models
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are often directly associated with Finite Element Methods (FEM) because FEM are
frequently applied to solve the problem formulation derived during the modeling
process (usually partial differential equations, PDEs), especially for approaches
within the framework of continuum mechanics. Strictly speaking, it should be noted
that synonymous use of the terms FEM-based and biophysical modeling is mislead-
ing because FEM represent only a technique, amongst others, to numerically solve
PDE systems. Therefore, subsequently only the term of biophysical motion modeling
is used.

Biophysical modeling of breathing mechanics initiated long before the introduc-
tion of modern 4D imaging devices (see [29, 37] and references therein as examples).
A diversity of approaches can be found in the literature and the spatial scales range
from microscopic (e.g. analysis and simulation of alveolar structures in the lungs)
to global ranges. Multi-scale models are also being developed, cf. the lung phys-
iome project [16], but in the context of radiation therapy, only large scale models
are commonly applied. These are models that assess macroscopic structure behavior
and interactions [9]. Underlying techniques cover, for example, mass-spring models,
in which organs are described by a set of distributed masses connected by springs
[9, 30], or more generally particle systems, where the organ is represented by a col-
lection of particles [18, 28]. For mass-spring models, the system behavior is mainly
characterized by the spring parameters and applied external forces; using particle
systems, organ deformation is controlled by specified physical particle properties,
assumed interaction potentials and the external forces. Although these techniques
tend to be intuitive and computationally efficient, they are not necessarily accurate.
The behavior of mass-spring models, for instance, is described to be dependent on
the topology of the springs and masses [20]. Further, proper values for the spring
constants/particle properties are not always easy to derive and say little about the
material being modeled [20, 40]. Therefore, the most prominent model formulations
refer directly to the framework of continuum mechanics, and predominantly elastic-
ity theory. The main ideas of these approaches are described and exemplified in this
chapter.

The chapter is therefore organized as follows: First, models that focus on motion
of a single organ are described, with the lungs and the liver as examples (Sect. 4.2).
Extensions of the single organ models to provide motion estimation for several
anatomical structures are presented in Sect. 4.3. In the last section, comparison stud-
ies of biophysical modeling approaches and image registration-based motion field
estimation are briefly reflected. We close with conclusions on potential benefits by
combining the two worlds.

To describe the modeling ideas and corresponding boundary value problems,
it is referred to the notation of elasticity theory. The main terms are summarized
in Table 4.1, but please refer to corresponding textbooks like [10, 63] for detailed
explanations and derivations.
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Table 4.1 Notation of continuum mechanics/elasticity theory used in this chapter, mainly following
the notation introduced in [10]

Γi Undeformed/initial organ geometry for breathing phase i
∂Γi Surface of Γi

n Outer-pointing normal to the surface ∂Γi

ϕ Injective and orientation preserving transformation ϕ = 1 + u of organ Γi

1 Identity map

u Displacement field parameterizing the transformation ϕ. Typically, u = (
ux , uy , uz

)T

represents the sought motion field estimation
û Prescribed displacements for x ∈ ∂Γi (Dirichlet boundary conditions)
ε Linear or infinitesimal strain tensor
E Green-St.Venant (Green-Lagrange, Lagrange) strain tensor
e Eulerian-Almansi strain tensor
σ Cauchy or true stress tensor
S First Piola-Kirchhoff stress tensor
Σ Second Piola-Kirchhoff stress tensor
W Strain energy function. Used to define the stress–strain relation for hyperelastic materials
λ First Lamé parameter; no physical interpretation
μ Second Lamé parameter, shear modulus; measure for the resistance to volume preserving

shear deformations, ratio of shear stress to shear strain
Y Young’s modulus; relative material stiffness within the elastic range, defined as ratio of

uniaxial (tensile) stress to uniaxial (tensile) strain
ν Poisson’s ratio; measure of the compressibility, defined as ratio of relative transverse

contraction to relative longitudinal stretching
f Density of external body forces (e.g. gravity)
˜(·) ˜(·) indicates that the term refers to the deformed organ geometry. Example: Γi represents

the undeformed organ geometry for breathing phase i , whilst Γ̃i = ϕ (Γi ) describes its
deformed state

4.2 Single Organ Motion as a Problem of Elasticity Theory

Modeling respiratory organ motion using elasticity theory is motivated by the view
that organ movements can be described as elastic body deformations. Current liter-
ature on single organ modeling focuses primarily on two structures: the lungs as the
central organ for breathing, and the liver as the largest abdominal organ.

4.2.1 Modeling Macroscopic Lung Motion

Modeling and simulation studies regarding lung elasticity can be found already in
the 1970s (and most likely before) [38, 59]. The pioneer studies were based on
only simplified lung shape-like geometry definitions due to the lack of modern (4D)
tomographic imaging devices and limited computational power. The ideas can often
be considered to be the ground of current biophysical breathing motion modeling



64 R. Werner

attempts, but the models were rarely intended or suited to be used in radiation therapy
context. This section therefore focuses on state-of-the-art approaches motivated by
that application.

These approaches usually aim at explicit modeling of the process of lung ventila-
tion. Conditions of lung deflation tend to be more sophisticated from the perspective
of modeling (key words: passive process, retraction forces), and so the majority of
the studies focuses rather on lung inflation than deflation. In the next paragraph, the
physiological principles of inflation are briefly described first. Following, the mod-
eling ideas are explained and the corresponding boundary value problems defined.

4.2.1.1 Background: Thoracic Anatomy and the Physiology
of Lung Inflation

Anatomically, each lung is surrounded by a pleura sac, which is made up of two
layers: parietal pleura and visceral pleura (Fig. 4.1). The parietal pleura is adherent
to the internal surface of the thoracic cavity, the diaphragm, and the mediastinum.
The visceral pleura covers the outer surface of the lungs. Both layers join at the
root of the lung, which is the point of entry of the pulmonary vasculature, nerves,
and airways into the lung. The space enclosed by the pleurae is the pleural cavity.
It is filled with an incompressible fluid and subject to the so-called (intra-)pleural
pressure, which is generally negative (relative to the atmospheric pressure) [27].

In lung inflation, the breathing muscles (diaphragm, outer intercostal muscles)
contract and the thoracic cavity expands. As a consequence, the intrapleural pressure
takes larger negative values. This, in turn, forces parietal and visceral pleura to
keep contact and finally the lungs to follow the expansion of the thoracic cavity.
Driven by diaphragmatic breathing, the lung deformation occurs predominantly in
superior-inferior direction and so—due to the liquid in the pleural gap—the visceral

Fig. 4.1 Illustration of the anatomical terminology
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pleura slides down the parietal pleura. This behavior is the starting point of most
current modeling approaches.

4.2.1.2 Lung Inflation as Elastic Boundary Value Problem

Despite detailed anatomical knowledge of the lungs: The majority of current studies
on modeling macroscopic lung behavior approximate lung tissue to be homoge-
neous and isotropic [1, 6, 52, 55, 56, 62]. Inner lung structures like the bronchial
tree and pulmonary vessels are ignored, each of which having in principle different
elastic properties [3, 56]. Then, given the lung at its undeformed state (subsequently
assumed to be end expiration, EE) and described by a closed and connected subset
ΓEE of R3, the sought injective and orientation preserving deformation is denoted
by ϕ : ΓEE → R3, which is parameterized by a displacement field (= motion field
estimation) u : ΓEE → R3 and ϕ = 1 + u.

Further, inertia effects are also usually neglected and a quasi-static formulation
is employed [25, 51]. This can be seen as being motivated by assuming breathing
frequencies to be only low and, consequently, the lungs to remain in quasi-static
equilibrium—which, in turn, allows for an easier model formulation because the
notations of elastostatics can be applied.

Starting with these approximations and simplifying assumptions, elastic bound-
ary value problems (BVPs) are defined to determine the transformation or the dis-
placement field within elasticity theory, including the specification of the governing
equations described in the following: kinematic equations (strain-displacement rela-
tionship), constitutive equations (material properties), the equations of equilibrium,
and appropriate boundary conditions.

Kinematic Equations (Strain-Displacement Relationship)

The kinematic equations describe the relationship between the displacements, inter-
preted as movements of the continuum or organ particles, and the resulting changes
of the particle configuration, characterized by the regional distribution of strain ten-
sors. The principle concept of strain is to measure how much a given displacement u
differs locally from a rigid body displacement. Strain tensor formulations are usually
expressed in terms of the displacement gradient ∇u, defined by

∇u =
⎛

⎜
⎝

∂ux
∂x

∂ux
∂y

∂ux
∂z

∂uy
∂x

∂uy
∂y

∂uy
∂z

∂uz
∂x

∂uz
∂y

∂uz
∂z

⎞

⎟
⎠ (4.1)



66 R. Werner

with ux , uy and uz being the components of u. In classical mechanics, different strain
tensor formulations are in use, with the following being most common in the given
context.1

• Infinitesimal Strain Tensor. The (Cauchy’s) infinitesimal or linear strain tensor
is composed of the linear (normal) strain along x , y, and z axes,

εx = ∂ux

∂x
, εx = ∂uy

∂y
, εx = ∂uz

∂z
,

and the (engineering) shear strain components,

γxy = ∂ux

∂y
+ ∂uy

∂x
, γyz = ∂uy

∂z
+ ∂uz

∂y
, γxz = ∂ux

∂z
+ ∂uz

∂x
,

which describe the angular change at any point between two lines crossing this
point before and after deformation. They are combined, resulting in the symmetric
tensor

ε =
⎛

⎝
εx

γxy
2

γxz
2

γyx
2 εy

γyz
2

γzx
2

γzy
2 εz

⎞

⎠ = 1

2

(
∇uT + ∇u

)
. (4.2)

Note that the infinitesimal strain tensor is an approximate measure, assuming the
first derivatives of the components being so small that higher order terms (squares,
products of partial derivatives) are negligible [8, 10]. If larger shape changes are
to be expected (i.e. undeformed and deformed configurations are assumed to be
substantially different), strain tensors of finite strain theory (also called large defor-
mation or large displacement theory) are applied.

• Green-St.Venant Strain Tensor. Within finite strain theory, the Green-St.Venant
Strain Tensor (also known as Green or Lagrangian finite strain tensor) measures
the strain with respect to the undeformed geometry. It is defined by

E = 1

2

(
∇uT + ∇u + ∇uT ∇u

)
. (4.3)

and therefore introduces a non-linear strain-displacement relationship. As before,
the off-diagonal elements of E can be referred to as shear strains, the diago-
nal elements as normal strains, and it becomes obvious that Eq. 4.2 represents a

1 Please note that the following explicit definition of the specific tensors aims at a complete descrip-
tion of current model formulations. Further, the tensors offer starting points for a detailed analysis
of estimated motion fields from a biophysical perspective; related aspects will be demonstrated
in Sect. 3.4. The definition could, however, deter readers not familiar with continuum mechanics.
These could skip the next passages and continue reading with, e.g., the description of the constitutive
equations or boundary conditions without loosing the central thread of the chapter.

http://dx.doi.org/10.1007/978-3-642-36441-9_3
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linearization of Eq. 4.3; for further detailed descriptions of the underlying physical
motivation and corresponding derivations please refer to, e.g., [8, 10].

• Eulerian-Almansi Strain Tensor. The counterpart of the Green-St.Venant Strain
Tensor within finite strain problem settings, but defined with reference to the
deformed configuration, is given by the Almansi or Eulerian (finite) strain tensor,

e = 1

2

(
∇ũT + ∇ũ − ∇ũT ∇ũ

)
. (4.4)

Thereby and hereinafter, ˜(·) indicates that the corresponding term (here: ũ) refers
to the deformed geometry.

Focusing on respiratory lung motion, occurring displacements are generally con-
sidered to be too large to assume that changes in geometry do not influence the
(local) lung behavior [52]. Thus, most modeling approaches assume geometrical
non-linearity/a non-linear strain-displacement relation; they make use of finite strain
theory and corresponding strain tensors.

Constitutive Equations (Material Properties)

The constitutive equations relate stresses to the imposed strains and therefore deter-
mine the actual behavior of the modeled media. Stresses can be interpreted as internal
forces (force exerted per unit area) arising under the impact of the applied exter-
nal forces. They are measured using stress tensors. Similar to the above paragraph
different variants exist and are used in the given context:

• Cauchy Stress Tensor. The Cauchy or true stress tensor σ : Γ̃EE → R3×3 is
defined with respect to the deformed geometry Γ̃EE = ϕ(ΓEE), i.e. it relates forces
to areas in the deformed configuration. To define σ , consider a small cube in the
object of interest with the normals of the cube faces being oriented along the
canonical unit vectors ex , ey , ez of R3. Let further T (ei ) be the stress vector acting
on the face with its normal being oriented along ei . Then, the Cauchy stress tensor
is given by

σ =
(

T (ex ), T (ey), T (ez)
)T =

⎛

⎝
σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

⎞

⎠ . (4.5)

Similar to the strain tensors, the diagonal elements are referred to as normal stresses
and the off-diagonal elements as shear stresses. The stress components are posi-
tive, if they act in positive direction of the coordinate axes.

• First and Second Piola-Kirchhoff Stress Tensors. The first and second Piola-
Kirchhoff stress tensors S : ΓEE → R3×3 and Σ : ΓEE → R3×3 are defined with
respect to the undeformed geometry. The first Piola-Kirchhoff or Lagrangian stress
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tensor links forces in the deformed and areas in the undeformed configuration. Its
relation to the Cauchy stress tensor is given by

S = det(∇ϕ)σ∇ϕ−T (4.6)

with ∇ϕ = 1 + ∇u being the Jacobian matrix of the transformation ϕ.
The second Piola-Kirchhoff stress tensor relates forces and areas in the initial
configuration. Its relationship to S is given by

Σ = ∇ϕ−1 S. (4.7)

Note that for infinitesimal deformations, σ , S and Σ are identical; the specification
whether the stress is measured with respect to the undeformed or deformed geometry
is only necessary in finite strain theory [8]. However, as mentioned before, the use of
finite strain theory is currently the standard approach in modeling respiratory lung
motion and constitutive equations are usually formulated using the second Piola-
Kirchhoff stress tensor [26, 35, 55, 56], which features a computationally favorable
symmetric structure.

No consensus exists, however, about the correct formulation of the constitutive
equations for lung motion modeling in detail. For the majority of material property
parameters it is at least impractical to experimentally measure the values, and so
only a limited number of studies can be found about the measurement of mechanical
properties of lung tissue [1]. And even for existing experiments and measurements,
it remains widely unclear how far reported parameter values are suitable for dimen-
sioning elastic constants during modeling. While experiments are mainly conducted
in vitro, the actual in vivo behavior may, e.g., be influenced by other processes than
contraction of the breathing muscles, for instance by tissue perfusion. As aggravat-
ing aspects, lung tissue properties are also affected by various factors such as age
[34], lung parenchyma distortion [21], or tissue location [61]. This makes the for-
mulation of constitutive equations difficult—especially when aiming at precise and
patient-specific motion modeling. Currently, usually hyperelastic material models
are chosen. Hyperelastic materials can be defined as represented by a stress-strain
relation that is determined by a strain energy density function W so that Σ(E) = ∂W

∂ E
(cf. [8, 63]). Thus, it is guaranteed that the stress state depends only on the instan-
taneous strain state and is independent of history or rate of loading [10]. Doing so,
most modeling approaches can be classified into two groups:

• St. Venant-Kirchhoff material model. The St. Venant-Kirchhoff material model
is the probably most common of the hyperelastic models. It holds for isotropic
materials and features a linear stress-strain relationship:

Σ (E) = λ tr (E) 1 + 2μE. (4.8)
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Table 4.2 Literature values for Young’s modulus Y and Poisson’s ratio ν applied in lung motion
modeling studies using the St. Venant-Kirchhoff material model

Reference Young’s modulus Y (kPa) Poisson’s ratio ν

Al-Mayah et al. [1] 7.8 0.43
Al-Mayah et al. [5, 6] 3.74 0.35–0.499
Al-Mayah et al. [4] 3.74 0.4
Brock et al. [15] 5.0 0.45
Nakao et al. [39] 10 0.25
Sundaram et al. [49] 0.1 0.2
Villard et al. [52] 0.823 0.25–0.35
West et al. [59] 0.25 0.3
Werner et al. [56] 0.1–10 0.2–0.45
Zhang et al. [62] 4.0 0.35

λ > 0 and μ > 0 are called the Lamé constants. Other pairs of elastic con-
stants could be used instead, e.g. Young’s modulus2 Y > 0 and Poisson’s ratio
0 < ν < 0.5. The constants can be converted by

Y = μ (3λ + 2μ)

λ + μ
and ν = λ

2 (λ + μ)
. (4.9)

• Experimentally motivated material models. Zeng et al. conducted an exper-
imental investigation of human lung material properties based on ex vivo lung
tissue specimen (specimen tested within 48 h after death) [61]. The measurements
yield a non-linear stress-strain relationship, which could be fitted by a theoretically
derived strain potential per unit volume (cf. [27, 61] for details):

W = 1

2
c
(

exp
(

a1 E2
11 + a2 E2

22 + 2a4 E11 E22

)

+ exp
(

a1 E2
11 + a2 E2

33 + 2a4 E11 E33

)

+ exp
(

a1 E2
33 + a2 E2

22 + 2a4 E33 E22

))
. (4.10)

The mean values of c, a1, a2, and a4 were found to be 11.8 g/cm, 0.43, 0.56, and
0.32. Ei j refers to the components of the Green-St. Venant strain tensor.

Examples of use of the St. Venant-Kirchhoff material model are given in
[9, 49, 51, 52, 55, 56, 62]. Applied values of the elastic constants differ, though;
an overview is given in Table 4.2; most values were chosen heuristically due to the
lack of experimental data. Further, Baudet et al. proposed to define a patient-specific
Young’s modulus value adopting measurements of the patient’s compliances and
initial lung volumes [9, 52]. The compliance C represents the ratio of air volume

2 Young’s modulus is often also denoted by E , which in the current case would lead to confusion
when referring to the Green-St. Venant strain tensor.
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variation and the variation of air pressure. Under simplifying assumptions, C can be
linked to the elastic constants by Vi

C = Y
3(1−2ν)

with Vi as the initial lung volume [9].
As the second approach, the experimental measurements of Zeng et al. were used

in the studies by Eom et al., in which the strain potential of Eq. 4.10 was applied
[25, 26], and by Al-Mayah et al., who fitted the test data by a Marlow form strain
energy density function [1, 3, 4, 6].

Equations of Static Equilibrium

Finally, a state of static equilibrium is sought, i.e. the net force acting on the deformed
lungs has to be zero. Let therefore f̃ denote the density of body forces (N/m3) acting
on the volume elements of Γ̃EE and T (ñ) be the stress vector acting on the deformed
lung boundary ∂Γ̃EE (N/m2; see also Eq. 4.5) with ñ as the outer-pointing normal.
Then, equilibrium means that

∫

Γ̃EE

f̃ d x̃ +
∫

∂Γ̃EE

T (ñ)d ã = 0.

With T (ñ) = σ T ñ, σ T = σ , and Gauss’ theorem, the equation reduces to

−∇̃ · σ = f̃ (4.11)

in the case of elastostatics and with respect to the deformed geometry. The corre-
sponding equation, but referring to the undeformed geometry instead (here: using
the second Piola-Kirchhoff stress tensor), would read as

−∇ · {(1 + ∇u)Σ (E (u))} = f (4.12)

with f = det (∇ϕ) f̃ . The term A(u) = −∇ · {(1 + ∇u) Σ (E (u))} is sometimes
referred to as the operator of non-linear elasticity. Considering Eqs. 4.11 and 4.12,
it should be noted that for the majority of current modeling approaches any volume
forces such as gravity effects etc. are simplistically neglected (i.e. f̃ = f = 0).

Boundary Conditions

The BVP further requires appropriate boundary conditions to be defined. For mod-
eling lung ventilation, mainly two boundary condition concepts can be found in
literature (see Fig. 4.2 for illustration).

The first one incorporates a precomputation of surface displacements, i.e. lung
boundary displacements are determined prior to the actual biophysical modeling.
They are applied as displacement or Dirichlet boundary conditions for the entire
lung surface,
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Fig. 4.2 Illustration of two boundary condition (BC) concepts commonly applied for biophysical
modeling of lung ventilation. The first approach is to precompute lung surface displacements prior
to the actual biophysical modeling process (here: by orthogonal projection). The displacements are
then specified as Dirichlet BC. The second approach is motivated by the physiological behavior of
the pleurae during breathing. Although forces applied to the lung boundary are along the surface
normal (simulating the effect of the intrapleural pressure), the motion of the lung surface points is
not limited to movements perpendicular to the surface. Instead, the points are allowed to slide along
a limiting geometry (here: lung surface at an intended final breathing phase)

∀x ∈ ∂ΓEE : u (x) = û (x) , (4.13)

with û as the prescribed surface displacements.
If this concept is applied, then modeling aims primarily at the generation of

plausible inner lung displacement fields. Obviously, plausibility and accuracy of the
estimated fields (at least near lung borders) depend on the quality of the precomputed
lung surface displacements. The displacements are either prescribed by making a
(heuristic) guess of their values [39], or—using 4D image information—they are
extracted by using algorithms for matching lung surfaces representing the lung shapes
at different breathing phases. Methods proposed are a surface matching by orthogonal
projection [15] (also known as orthogonal displacements, OD; cf. [22]) and the
extraction of corresponding information from motion fields estimated by intensity-
based non-linear registration [35].

The second concept is directly related to the physiology of lung inflation and aims
at simulating the sliding motion of the pleurae by specification of contact conditions.
Conventional Dirichlet boundary conditions are usually prescribed only for the area
of the root of the lung, which is assumed to be fixed [23, 25, 39, 55, 56, 62]. The
lung expansion caused by the change of the intrapleural pressure is modeled by a
uniform negative pressure pintrapleural acting on the remaining lung surface [9, 23,
51, 52, 55, 56]. The expansion is limited by a rigid geometry representing the cavity
or the lung shape at an intended final state of breathing, e.g. end inspiration (EI).
Contact between the expanded lung and the limiting geometry is commonly modeled
as frictionless [7, 23, 25, 26, 51, 52, 55, 56, 62], which can be expressed by Signorini
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conditions [31]:

(g ≥ 0) ∧ (pcontact ≤ 0) ∧ (pcontact · g = 0) . (4.14)

g measures the distance between the deformed initial lung surface and the limiting
geometry and pcontact denotes a contact pressure. Equation 4.14 means that in the
case of contact (g = 0) or penetration (g < 0), and only then, a contact pressure is
introduced that acts against penetration of lung and limiting geometry. Intrapleural
and contact pressure define the stress boundary conditions,

σ (x̃) ñ = (
pintrapleural + pcontact

)
ñ. (4.15)

The concept of sliding contact BC for simulation of the pleurae behavior was also
adopted to model lung deflation [7]. In this case, the deformation of ΓEI would
be assumed to be caused by the intrapleural pressure taking smaller negative values
(again, relative to atmospheric pressure) and to be limited by ΓEE. It should further be
noted that approaches for dimensioning the intrapleural pressure differ: In [55, 56],
the magnitude of pintrapleural was increased gradually until the deformed lung shape
nearly matches the limiting cavity. In contrast, Villard et al. proposed to dimension
the pressure for correct inflating based on the compliance recoil law with the compli-
ance being measured for the specific patient [52] and Eom et al. extracted pressure
amplitudes for different breathing phases from measured P-V curves, representing
the relationship between lung volume and transpulmonary pressure (= difference
between alveolar and intrapleural pressure) [26].

Al-Mayah et al. additionally noted that frictionless contact might be a simpli-
fying model for the pleurae behavior as the viscosity of the liquid in the pleural
cavity plus surface asperities may restrict them from sliding. Based on experimental
measurements [36] they therefore integrated Coloumb friction (i.e. friction that is
independent of sliding velocity; here: friction coefficients of 0.1 and 0.2) into the
contact BC [5, 6].

4.2.1.3 Beyond Homogeneity: Integration of Inner-Lung Structures

4D image analysis has shown that larger lung tumors affect local lung dynamics and
deformation patterns [42, 58]. This may be caused by different elastic properties of
tumorous tissue in comparison to healthy lung tissue [56], and so some approaches
were proposed to distinguish between them (e.g. Ref. [6]: lung tissue properties were
modeled according to the measurements in [61], whilst the tumor was assumed to be
a St. Venant-Kirchhoff material stiffer than normal lung tissue). Additional effects
of lung tissue heterogeneity on the modeling accuracy were investigated in [3, 7],
where the bronchial tree geometry was integrated into the lung model and assigned
with material properties other than for the lungs (bronchi as St. Venant-Kirchhoff
material, Young’s modulus between 0.01 and 18 MPa).
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Fig. 4.3 Color-coded visualization of lung motion as estimated by a biophysical modeling approach
with frictionless contact BC. Left motion vector magnitude for lung surface points [range from 0
(blue) to 24 mm (red)]; right inner lung motion vectors, superimposed to a coronal CT slice (color
coding as before). Illustration from [54]

4.2.1.4 Implementation and Assessment of Modeling Accuracy

The boundary value problems defined during the modeling process are—as men-
tioned before—commonly solved by Finite Element Methods. The usual work flow
starts with the segmentation of the structures of interest, followed by a generation
of appropriate FE meshes. Finally, the actual FE analysis takes place. Both free
and commercially available FEM packages are applied ([1, 3–7]: FE preprocessing
using Hypermesh and Hypermorph,3 FE analysis using Abaqus4; [23, 52]: Code-
aster5; [55, 56]: Comsol Multiphysics6; [62]: Ansys7; [49]: implementation using
the Insight Segmentation and Registration Toolkit, ITK8).

For illustration of the estimated fields and plausibility tests, often magnitudes of
the displacement vectors are visualized color-coded (Fig. 4.3). A quantitative analysis
of the modeling accuracy is usually based on inner lung landmarks, such as bifurca-
tions of bronchi or the vessel tree, which are annotated in the image data underlying
the modeling process (cf. Chap. 8). Resulting target registration errors (TRE) and
integral statements of different studies are summarized in Table 4.3.

Thereby, the modeling accuracy is shown to be improved by replacing a linear
stress-strain function by experimentally measured non-linear relationships [1, 5, 6].
However, the effect of material properties and elastic constants on the prediction qual-
ity is not obvious and depends on, for instance, the definition and implementation

3 Altair Engineering, http://www.altair.com.
4 Dassault Systemes Simulia Corp., http://www.simulia.com.
5 http://www.code-aster.org.
6 Comsol AB, http://www.comsol.com.
7 Ansys inc., http://www.ansys.com.
8 Kitware, http://www.itk.org.

http://dx.doi.org/10.1007/978-3-642-36441-9_8
http://www.altair.com
http://www.simulia.com
http://www.code-aster.org
http://www.comsol.com
http://www.ansys.com
http://www.itk.org
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Table 4.3 Ranges of patient-specific target registration errors (TRE) and integral statements of
studies for biophysical modeling of lung motion

Reference TRE (mm) Modeling approach/statement

Brock et al. [15] 4.4 ± 2.0a St. Venant-Kirchhoff material model, lung surface
displacements precomputed by center of gravity
alignment in AP and LR, plus subsequent
orthogonal surface projection (OD)

Li et al. [35] 2.9–4.4 No sliding contact BC; surface displacements
precomputed by fluid-like intensity-based
non-linear registration

Didier et al. [22] 3.1–6.2 St. Venant-Kirchhoff material model, lung surface
displacements precomputed by OD

2.1–5.2 Frictionless sliding contact BC
Werner et al. [56] 2.4–5.1 St. Venant-Kirchhoff material model, frictionless

sliding contact BC
Modeling accuracy decreases for patients with larger

lung tumors and near large tumors
Al-Mayah et al. [1, 5, 6] n/a Motion prediction errors in SI decrease by using

material properties based on Zeng et al. [61]
instead of St. Venant-Kirchhoff material model.
(Frictionless) Sliding contact BC further reduce
SI errors (3.3–0.9 mm)

Eom et al. [26] 2.0–4.5b Material properties based on Zeng et al. [61],
frictionless contact BC

Al-Mayah et al. [6] n/a Frictionless sliding BC yield better motion
prediction than with Coulomb friction

Al-Mayah et al. [7] 2.7–2.8c Integration of the bronchial tree into the model has
no significant effect on modeling accuracy

Al-Mayah et al. [4] 2.8 ± 1.7 No significant TRE differences between a linear and
a non-linear constitutive model, if frictionless
sliding BC are applied

BC boundary conditions, EE end expiration, EI end inspiration, AP anterior-posterior, LR left-right,
SI superior-inferior. Note that the studies are based on different data sets; direct comparison of the
TRE values is therefore difficult
aReported as part of a multi-organ modeling study. TRE is a mean for liver and lung
bTRE values for estimated motion between EE and EI. Values for other breathing phases are of
similar order
cTRE increasing for high values of Young’s modulus for the bronchial tree

details of the boundary conditions. In [56], to give an example, the impact of dif-
ferent values for Young’s modulus and Poisson’s ratio was found to be small with
respect to the estimated motion fields. In contrast, Poisson’s ratio was observed to be
important in [52]. Both studies applied the St. Venant-Kirchoff material model, but
the dimensioning of the intrapleural pressure to force lung expansion was different.

A wide consensus exists that incorporation of the pleural sliding behavior by con-
tact conditions improves plausibility and accuracy of the models (cf. Fig. 4.4): With
precomputed surface displacements, systematic directional errors were observed [15]
and larger TRE values were reported [1, 5, 6, 22] than for sliding contact BC.
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Fig. 4.4 Surface mesh for a left lung at end-expiration (EE; left) and simulated end-inspiration
(EI; right). Arrows indicate the direction of motion. The small figures in the right upper corners
represent the distance between EE and EI surfaces before and after simulation (red distance ≥20 mm;
blue no distance). It can be seen that using frictionless contact BC larger motion vectors can be
found in areas of initially small surface distances of EE and EI geometries [55]

However, neither the experimentally motivated Coulomb friction model for the slid-
ing movements [5, 6] nor an integration of the bronchial tree as separate structure
[3, 7] further improved the modeling accuracy. Thus, the assumption of homoge-
neous lung tissue plus appropriately defined boundary conditions seems to be a good
first order approximation for modeling respiratory lung motion.

4.2.2 Liver Motion

Techniques for patient-specific biophysical modeling of respiratory liver motion
using the framework of continuum mechanics are similar to those for lung motion.
Corresponding publications are (currently) mostly associated with the research group
of K. Brock (Princess Margaret Hospital, Toronto, Canada; Refs. [2, 13–15, 41]), who
implemented biophysical liver motion estimation within the multi-organ deformable
registration platform MORFEUS; cf. Sect. 4.3.1. Liver tissue was usually—and
simplistically—assumed to be homogeneous and isotropic, with a linear stress-strain
relationship. Applied values of the elastic constants were 7.8 kPa for Young’s mod-
ulus Y and between 0.3 and 0.45 for Poisson’s ratio μ. The choice was motivated
by experimental measurements [33], but considering also discussions in related dis-
ciplines (e.g. image-guided liver surgery [17, 19]) it becomes obvious that—similar
to lung tissue modeling—appropriate moduli values are controversial.

Contrary to lung motion estimation, (at least) in earlier studies a small deforma-
tion framework was used for modeling liver motion [14]. Thus, in terms of elasticity
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theory notation the strain-displacement relationship can be linearized based on the
assumption of only small shape changes and expressed by the linearized strain tensor
(cf. Eq. 4.2). Further given a linear stress-strain relationship, the equilibrium equa-
tions in terms of the displacements are then given by the Cauchy-Navier equations
of elastostatics,

− μΔu − (μ + λ)∇ (∇ · u) = f . (4.16)

Again, body forces are usually neglected (i.e. f = 0).
Other studies integrated geometrical non-linearity into the model [2]; in that case,

the derivation of the equations for liver motion estimation is similar to that for lung
motion presented in Sect. 4.2.2.

The boundary condition concept predominantly used for modeling liver motion is
to precompute the displacements of the liver surface and to adopt them as Dirichlet
boundary conditions. Displacements are determined by, e.g., orthogonal displace-
ment projection (OD) after center of gravity alignment of liver segmentations in the
images, which form the basis of the modeling process (mainly images at EE and EI)
[13, 15, 41]. Recently, Al-Mayah et al. proposed applying frictionless sliding contact
boundary conditions as well for modeling liver motion [2]. Similar to lung motion
modeling, the choice is explained by the foundations of anatomy and physiology:
The liver has no fixed relationship to the skin and surrounding organs during breath-
ing, and so its movements are mainly driven by the (sliding) contact characteristics
with neighboring organs.

Solving the defined boundary value problems again by Finite Element Meth-
ods and FEM packages, respectively, modeling accuracy in terms of a landmark
based TRE was reported to be in the order of 4 mm for the OD boundary conditions
(cf. [13, 15]; slice thickness of the corresponding MR images was 3–5 mm). Based
on 4D CT images, Al-Mayah et al. showed that the (directional) modeling errors can
be reduced by incorporation of liver sliding characteristics [2].

Extending the capabilities of patient-specific modeling, Nguyen et al. described
first steps towards the development of a biophysical motivated liver (motion) pop-
ulation model [41]. Liver segmentations (here: at exhale as reference breathing
phase) of the patients of the considered population were rigidly aligned and sub-
sequently combined by a logical OR-function. This population liver shape model is
used for generation of a triangle surface mesh, which is registered to correspond-
ing patient-specific liver models by the OD-based biophysical small deformation
model described above (see [15] for details). The resulting population-patient spe-
cific exhale liver (shape) model is applied to estimate the motion field between exhale
and inhale using again the OD-based small deformation model. The procedures then
provide a series of population-patient specific models with corresponding surface
points. A mean motion model is subsequently generated by averaging the surface
point motion vectors obtained for the different patients. Using the surface displace-
ments as Dirichlet boundary conditions, the governing equations for solving for
the inner liver displacements would be the same as for the patient-specific model-
ing approaches. An example of mean liver surface motion patterns is visualized in
Fig. 4.5.
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Fig. 4.5 Color-coded visu-
alization of respiratory liver
motion, extracted from a
biophysically motivated pop-
ulation model that was built
up from 10 liver CT images
at end-inspiration and end-
expiration. Image from [41]

4.3 Multi-Organ Modeling Approaches

4.3.1 Straight-Forward Extension of Single- to Multi-Organ
Models

The biophysical single organ modeling approaches of Sect. 4.2 can be extended in
a straight-forward way to multi-organ models. Brock et al. generalized the small
deformation liver motion model of Sect. 4.2.2 to cover movements of several tho-
racic and abdominal organs (MORFEUS platform, see [13, 15]). They distinguished
between implicit and explicit deformation of organs. The boundary conditions (here:
displacement BC, determined by orthogonal surface projection) were only applied
to organs featuring a detectable and consistent boundary representation in the image
data; the organs were deformed explicitly during a subsequent FE solving proce-
dure. Other organs of interest were only implicitly deformed by explicitly deforming
neighboring organs. In [15], as an example, abdominal and thoracic MRI data at
EE and EI served as image basis, and respiratory movements of lungs, liver, spleen,
and the external were modeled explicitly, whilst breast, stomach, and kidney motion
were considered implicitly. Modeling accuracy for implicitly deformed organs was
in the same order as for the explicitly modeled structures (TRE of explicitly modeled
organs: 4.4 ± 2.0 mm; TRE of implicitly modeled organs: 2.4 ± 1.8 mm).

The integration of the bronchial tree or lung tumors into lung motion models as
described in Sect. 4.2.1 can also be considered as a similar multi-organ or multi-
structure approach. Here, the lungs are explicitly, and the inner-lung structures are
implicitly deformed. The same idea was proposed for liver motion modeling and
accounting for specific elastic properties of liver tumors [13].

It should be noted that the straight-forward extension to multi-organ models
is neither limited to the small-deformation setting used in [15], nor to a specific
boundary condition concept. However, the problem of assigning appropriate mater-
ial properties becomes more complicated with the increasing number of structures.
Similar to single organ models, the choice of the elastic constant values is usu-
ally motivated by reported experimental data, but these do not necessarily yield best
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modeling accuracy, and so it was also proposed to determine material properties “after
a patient population optimization,” i.e. to dimension them heuristically (empirically)
instead. In [15], this led for the stomach to a larger value of Young’s Modulus than
measured (500 kPa; measured: 1–100 kPa).

4.3.2 Going Further Towards Realistic Biomechanics:
Incorporation of Rib Cage and Diaphragm Kinematics

Almost all modeling approaches described before focused on modeling soft tissue
deformation based on image data acquired at (at least) two different breathing phases
of the same scanning session and corresponding segmentations of the organs to be
explicitly modeled. However, respiratory motion shows intra- and interfractional
variations [48, 53], which cannot be assessed—and are not addressed—by those mod-
els. One way to do so would be statistical modeling of organ motion (see Sect. 4.2).
Another approach was presented by Didier et al., who suggested driving the bio-
physical (lung) models directly by simulated actions of the breathing muscles, i.e.
the diaphragm and the intercostal muscles/the rib cage, instead of using the lung
shape at a final state of breathing as a helping structure limiting the organ deforma-
tion [22, 23, 43].

For simulation of the rib cage kinematics, a particular rigid transformation was
precomputed based on a patient’s 4D CT data set; transformation parameters were
extracted using three rib points (one point near rib head, one in the middle of the rib,
and the last just before the cartilage part) [22]. These parameters were later applied
(as displacement boundary conditions) to unseen data with only one respiratory state
available [43]. Finally, it is intended to deduce rib cage motion from thorax skin
motion detected by, e.g., optical markers [23]. Motivated by anatomy, the diaphragm
model was composed of central tendon and a peripheral part. The peripheral part
represented muscle fibers that are connected to ribs. Diaphragm contraction was
then simulated by cranio-caudal forces applied to the muscular part of the diaphragm
[43], and it was eventually intended to deduce its motion or the forces by external
parameters such as air flow [23]. The widened thoracic cavity allowed the lungs to
expand due to an applied negative pressure; this part of the model corresponds to
Sect. 4.2.1 with frictionless sliding boundary conditions with other structures being
implicitly deformed. Constitutive equations for the different tissues were assumed
to be linear, and the elastic constants were reported to be dimensioned based on
literature values (please refer to [43] and references therein).

The basic modeling idea is illustrated in Fig. 4.6. By definition of different muscle
actions, the method allows to model different breathing maneuvers of the patient and
to estimate associated motion fields. No detailed quantitative validation of modeling
accuracy of the modeling approach is given so far, but preliminary results “seem to
be very promising” [23].

http://dx.doi.org/10.1007/978-3-642-36441-9_4
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Elastic properties of
modeled structures:

Y [MPa] µ

Lungs 700·10−6 0.3

Ribs and
vertebrae 5000 0.3

Fat and
soft tissues 3 0.4

Skin 3 0.4

Diaphragm
muscle 5.32 0.3

Diaphragm
tendon 10 0.3

Fig. 4.6 Illustration of the multi-organ modeling approach proposed in [43]. The deformation of
the different structures is driven by simulated rib cage and diaphragm actions. To mimic diaphragm
contraction, a superior-inferior force is applied to the muscle part of the diaphragm, which is attached
to the rib cage. For each rib, a rigid transformation is precomputed and used to define displacement
boundary conditions (BC). The resulting widening of the thoracic cavity forces the lungs to expand
due to an applied negative pressure in the pleural cavity. A contact between the pleurae is modeled
by frictionless sliding BC. All other structures are rigidly linked to each other, but feature different
deformation behavior due to the assigned material properties (see Table on the right). The figure
was adapted from [43]

4.4 Comparison to Image Registration: The Benefit
of Biophysical Modeling

4.4.1 Comparison Studies

The cited studies prove that, in general, biophysical approaches can be successfully
applied for 4D organ motion estimation. The reported quantitative evaluation results
should nevertheless always be interpreted within the given context: The underlying
image data have different spatial resolution, image quality varies, and TRE values—if
given—are based on different landmark sets. An objective assessment and valuation
of the modeling accuracy can only be achieved by cross comparison of different
approaches for motion estimation using the same image data and evaluation criteria.

Based on 4D CT image data of lung tumor patients, Sarrut et al. and Werner
et al. showed that for lung motion estimation intensity-based image registration
remains superior in terms of accuracy [45, 57]. Moreover, in a multi-institution study
(MIDRAS), the MORFEUS approach was only ranked 19th out of 21 participants
regarding the TRE for lung motion estimation [12]. The superior performance of
intensity-based image registration is understandable as the registration approaches—
in contrast to the biophysical models—account for all patient-specific inner-organ
image information about fissures, bronchi and vessel tree, enabling a more precise
matching of those structures [50].
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The potential of biophysical modeling approaches becomes clear when consider-
ing that only little image information is required (usually organ surfaces) to obtain
acceptable results. In challenging conditions, if only sparse image information are
available (e.g. PET imaging, cross modality motion estimation), this may become
advantageous because the models fully exploit the physical prior knowledge of the
problem [50, 62]. In the MIDRAS study, as an example, the MORFEUS approach
ranked 1st out of three participants for matching of liver MRI data (slice thickness
7 mm) and contrast CT data of the same patient; the other two approaches were
intensity-based registration techniques.

4.4.2 Combining Both Worlds

A strict separation of biophysical modeling and image registration approaches might,
however, be unnecessarily restrictive. Anatomical and physiological aspects consid-
ered by biophysical modeling approaches can often serve as indication of potential
improvement for image registration techniques if applied to specific anatomical sites.
A common example is the use of lung segmentations to separate the motion field esti-
mation inside the lungs from the estimation for the background in order to cope with
the discontinuities in lung and chest wall motion [57, 60]. This can be seen as ana-
logue to the sliding contact BC introduced in Sect. 4.2.1 [50]. As a further example,
Schmidt-Richberg et al. introduced decoupled diffusion regularization in normal
and tangential direction to allow for the sliding motion of lung and liver surfaces
[46, 47]. Incorporation of these biophysically inspired mechanisms were reported to
improve the modeling accuracy and the plausibility of the estimated motion fields.
Furthermore, biophysical priors could be used to differentiate processing of several
anatomical structures, e.g. by assigning specific regularization schemes that reflect
the physical and material properties of the structures [50].

Inversely, biophysical modeling approaches could benefit by rendering the mod-
els more patient-specific by, e.g., integration of further image information. Current
biophysical models usually stop with extracting geometrical information from the
patient’s image data, but several studies reported that diseases could affect tissue
properties and motion patterns, respectively [24, 42, 56]. In a clinical context,
such information and images reflecting them should be available. The influence
of those factors and their integration into the biophysical modeling process should
be studied—e.g. by taking into account the entire image information as it is done in
classical registration-based motion estimation.
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Chapter 5
Feature-Based Registration Techniques

Cristian Lorenz, Tobias Klinder and Jens von Berg

Abstract In contrast to intensity-based image registration, where a similarity
measure is typically evaluated at each voxel location, feature-based registration works
on a sparse set of image locations. Therefore, it needs an explicit step of interpolation
to supply a dense deformation field. In this chapter, the application of feature-based
registration to pulmonary image registration as well as hybrid methods, combin-
ing feature-based with intensity-based registration, is discussed. In contrast to pure
feature based registration methods, hybrid methods are increasingly proposed in the
pulmonary context and have the potential to out-perform purely intensity based regis-
tration methods. Available approaches will be classified along the categories feature
type, correspondence definition, and interpolation type to finally achieve a dense
deformation field.

5.1 Introduction

Probably the most intuitive approach to find a suitable transformation bringing two
images into the same frame of reference, is by means of a set of corresponding
points. In principle, they could be defined manually. But since we want to define a
non-rigid registration, needing perhaps hundreds or thousands of points for a decent
deformation field, we will concentrate on automated procedures. We will discuss
how suitable feature points can be found, how point correspondence in two images
can be established, and how a transformation can finally be estimated. Still, we have
a sparse point set in mind, associated with a specific feature, be it a vessel bifurcation
or a characteristic gray value structure. This is in contrast to the so called intensity
based registration which will be discussed in Chaps. 6 and 7. Intensity based image
registration treats typically each image location equally. For every grid position
or voxel in a source image, the corresponding location in a target image is found
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by evaluating a suitable intensity based similarity measure. Most medical images,
however, contain more or less homogeneous regions with no or little gray value
contrast. This makes the above task of finding correspondence an ill-posed problem.
It is commonly solved by either applying explicit smoothness constraints to the
deformation field or by exploiting implicit smoothness introduced by the specific
parameterization of the deformation field. In effect, the behavior of an intensity-
based registration is mainly characterized by matching image regions with suitable
contrast and performing an implicit or explicit interpolation in between.
The feature-based registration, however, explicitly attempts to register only highly
structured image regions and to obtain a dense deformation field by interpolating
the resulting sparse deformation vector field. A considerable variety of methods
has been proposed, differing in feature type, and how feature correspondence is
established. In addition, hybrid methods have been proposed, combining feature-
based and intensity-based registration.
We classify feature-based registration algorithms based on the following categories:

• Feature type, which includes feature dimension (point, line, surface) and feature
characterization (e.g. bifurcation-point, vessel-centerline, ridge-line of a surface,
or other intensity patterns)

• Feature correspondence definition (e.g. anatomical labeling, 3D Shape Context,
current-based, shaped-constrained deformable models)

• Interpolation type for generating dense deformation fields.

Consequently, the rest of this chapter is organized along these categories. Feature-
based registration was very frequently used to estimate rigid or affine transformations.
Here, we focus on non-linear transformations, for which feature-based registration
was pioneered for the purpose of brain registration. In the context of a comparison
of algorithms for pulmonary image registration, performed at a satellite workshop
of the 13th International Conference on Medical Image Computing and Computer
Assisted Intervention (MICCAI 2010), actually none of the high-ranking methods
was a purely feature-based method. However, a few of them, including the winner
[19] of the online-contest, were hybrid methods, combining intensity with feature-
based registration. The feature part of those hybrid methods will also be discussed
in this chapter. Table 5.1 contains an overview of feature-based and hybrid non-rigid
registration approaches for pulmonary applications. In this chapter, we focus on
feature-based registration for lung motion estimation and not on the registration of
surrounding structures, such as vertebrae and ribs, for which we only give the work of
Matsopoulus (item 2 in Table 5.1) as an example. The authors attempt here to achieve
a registration of the lung region of interest independent of the breathing phase.
Feature-based registration approaches can provide a natural way to treat motion field
discontinuities, for example at the lung pleura, by separate registration of feature
sub-sets, e.g., pulmonary structures and ribs. This is similar to a regionally restricted
intensity-based registration, but does not require an accurate region segmentation.
The problem, however, how to interpolate a dense motion field for the full image
domain persists.



5 Feature-Based Registration Techniques 87

Table 5.1 Classification of feature-based registration for pulmonary applications

Author Year Feature Correspondence Interpolation

1 C.V. Stewart
et al. [32]

2004 Points, lines, and
surfaces

Modified ICP B-spline-based

2 G.K.
Matsopoulos
et al. [28]

2005 Points: vertebrae,
ribs, shoulder

Self organizing
maps

RBF (shifted log)

3 M. Urschler and
H. Bischof
[33]

2005 Surface: lung
surface

Shape context TPS

4 A. Hilsmann
et al. [21]

2007 Points: vessel
tree
bifurcations

Shape context TPS

5 T. Klinder et al.
[24]

2008 Surfaces: lung
surf. and
inner
structures

Shape constrained
deformation

TPS

6 Y. Huang et al.
[22]

2009 Points, and lines:
bronchial
tree,
bifurcation
points

Hufman code TPS and Demons

7 V. Gorbunova
et al. [17]

2009 Lines, surfaces:
vessel tree,
lung surface

Currents-based
registration

Gaussian kernel
diffeomorphic
matching

8 K. Cao et al. [6] 2010 Lines: vessel tree Via hybrid
registration

Via hybrid registration

9 D. Loecks et al.
[25]

2010 Points: vessel
bifurcations

Local and global
correspondence
model

Via hybrid registration

10 X. Han [19] 2010 Points: Förstner
operator

SURF descriptor Via hybrid registration

5.2 Feature Types

Feature-based registration does not necessarily mean that a point-wise correspon-
dence between landmarks is established, meaning that at the landmark position all
degrees of freedom (DOF) for the deformation field are removed. By registration of
line-like features such as vessels or bronchial branches only DOF across the line are
removed. This leaves one DOF along the line. Similarly, surfaces like the pleura or
the lung fissures locally remove only one DOF and leave two DOF on the surface.
However, even in the case of line or surface features, often in a successive step, a vir-
tual point-to-point correspondence is established with suitable mapping approaches,
such as the iterative closest point (ICP) or related algorithms [3, 12]. Features may
be determined as anatomical objects, or by their gray value structure, independent
from the anatomy. Examples are, e.g., a bronchial or vascular bifurcation point, or a
point with high gray value variability in all three spatial directions.
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5.2.1 Anatomical Features

If an anatomical feature can be identified in both images as a unique anatomical
landmark, the correspondence problem becomes trivial. In addition, anatomical fea-
tures are easy to handle in interactive definition or correction schemes. For the reg-
istration of the thorax, anatomical objects surrounding the lungs, such as vertebrae
and ribs can be used if an independence from the breathing phase is [28] intended.
For the estimation of pulmonary motion, however, the surface of the lungs, fissures,
bronchial and vascular tree can be used.
Regarding the lung surface, it can be assumed that the motion of it, can to some extent
serve as a predictor of the internal lung motion. This is especially the case in the
region around the diaphragm. Furthermore, most of the intensity based registration
algorithms need as input a delineation of the lungs in order to properly handle the
motion discontinuities at the lung borders. While automated lung segmentation is
a fairly easy task (at least in the absence of gross pathologies), it is less straight
forward to establish anatomical correspondence on the lung surface. In Sects. 5.3.4,
5.3.5, and 5.3.6 approaches to solve the correspondence problem for the lung surface
will be discussed.
Further candidates are bronchi and blood vessels. The distal portions of bronchial
and vascular trees in the lungs are inaccessible for anatomical identification due to
inter-patient variability, the obscuring influences of noise and image artifacts, and
the sheer amount of structures such as small branches or bifurcations. Still, these
structures can be detected and used as input for feature-based registration.
A weak feature influence within a hybrid registration method was introduced by Cao
et al. [6], by adding a ‘vesselness’-based [13] similarity measure. With weak in this
context we mean that no explicit point-to-point correspondence is established. The
approach increases the probability that vessels are registered to vessels, without the
need to establish explicit correspondence between the vessel trees to be matched.
The additional similarity measure follows Frangi’s proposal of using the Eigenvalues
of the Hessian matrix to extract curvi-linear image structures in 2D and 3D images.
The approach is on the borderline between feature based and intensity based regis-
tration. It can be argued that just an additional similarity measure is introduced in
an intensity based registration algorithm and that no explicit correspondences are
established. On the other hand, image regions are treated differently, depending on
the appearance of vessel-like features. Loeckx et al., again in the context of a hybrid
registration approach, determined a set of corresponding vessel bifurcation points
in fixed and moving image and used them in an additional similarity measure [25].
In a pre-processing step, a set of bifurcations points is generated in both images
using a threshold-based segmentation and sub-sequent skeletonization of the pul-
monary vessel tree. In addition, the correspondence between the bifurcation points
in both images is established (see Sect. 5.3). During the iterations of the hybrid reg-
istration, the Euclidean distance between bifurcation points in the fixed image and
transformed corresponding points in the moving image is used in addition to a mutual
information-based similarity measure.
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5.2.2 Gray Value Structure Features

In contrast to anatomically motivated features, it is also possible to search for gray
value structures that are on the one hand characteristic enough to allow a good
localization and that on the other hand provide a better lung coverage in the distal
regions of bronchial and vascular tree. A standard approach for this idea is the analysis
of the gradient structure of a small image region, as given by an averaged structure
tensor. The structure tensor is the tensor product of the image gradient ∇ I with itself.

The Eigenvalues of the averaged structure tensor C = ∇ I (∇ I )T are characteristic for
the type of structure in the covered region as depicted in Fig. 5.1. Three Eigenvalues
that are large in magnitude are required for a characteristic landmark, because this
indicates intensity variation in all directions. Consequently, a variety of formulas
based on the product of the Eigenvalues of C as given by the determinant, by the
sum of the Eigenvalues as given by the trace of C have been proposed as feature
point detectors (see [20] for an overview and comparison). Han [19] determined
local maxima of the structure tensor-based Förstner operator det (C)/trace(Cad j )

[20] as feature points and established point correspondence using SURF descriptors
[1] (see Sect. 5.3). In a hybrid registration setup, the quadratic distance between the
resulting feature-based transformation field and the current estimated transformation
field was used in addition to a mutual information and a curvature penalizing term
during the hybrid registration iterations.

Fig. 5.1 Illustration of the structure tensor for three artificial 2D cases with (i) no predominant
(left), (ii) one predominant (middle), and (iii) two predominant (right) gradient directions. The
Eigenvectors and values λi of the structure tensor can be interpreted as direction and length of the
principal axes of an ellipsoid fitted to the distribution. Figure from Goldlücke [16]
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5.3 Feature Correspondence

In the case of unique anatomical landmarks, the feature correspondence is trivially
given. If this is not the case, correspondence has to be either explicitly established in
an additional processing step or implicitly, e.g., by combining the feature-based pro-
cedure with an intensity-based registration into a hybrid registration approach. Often,
even for named line or surface features, where correspondence of the whole anatom-
ical structure is given, a point-wise correspondence between point sets distributed
on the pair of lines or surfaces is established. The main approaches for establishing
correspondence are described in the following.

5.3.1 Iterative Closest Point and Modifications

The iterative closest point (ICP) was initially presented by Besl in [3]. Its main idea is
to establish a correspondence between two point clouds P and X by performing the
following four steps (i) compute for each pi ∈ P the closest point from X , (ii) com-
pute a transformation to match P to X , (iii) apply the transformation to all points in P ,
(iv) repeat (i)–(iii) until convergence. Initially, it was assumed that the transformation
between the two point clouds could be described by a rigid transformation so that
step (iii) could be found in a closed form solution. It has to be noted that X does not
necessarily have to be a discrete point cloud but could also be a line or surface. Var-
ious extensions have been presented to allow non-rigid transformations between the
two point clouds (see e.g., [12]). Although the ICP states a very standard algorithm
for finding a correspondence between two point sets as it is fast and accurate in many
cases, it is a method minimizing a non-convex cost function, and thus it lacks in terms
of robustness w.r.t. the initial transformation because of local minima. Furthermore,
the computation time is proportional to the number of points, which can be pro-
hibitive when registering two large sets of points. For that reason, many approaches
exist addressing robustness, e.g., using a random sampling of points at each iteration,
bidirectional distance measurements, remove outliers, or introducing probabilities,
and speed, e.g., using k-d trees and/or closest point caching. However, even with
latest modifications, robustness and speed are still critical when applying the ICP.

5.3.2 Shape-Based Descriptors

The ‘Robust Tree Registration’ approach described by Loeckx et al. [25] uses the dis-
tance between corresponding vessel tree bifurcation points as an additional similarity
measure in a hybrid registration approach. Correspondence is established by means
of internal distances between any pair of points. Two distance measures, namely
Euclidean and Geodesic distance (shortest path along the tree skeleton) are used
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separately. Using a Gaussian distribution model, a distance-based matching proba-
bility P(C(i, j).(k,l)) is calculated for the occurrence C(i, j).(k,l), that two point-pairs
g1,i j and g2,kl found in fixed and moving image respectively, do match.

P(C(i, j).(k,l)) = 1√
2πσ2

exp

(

−
∥∥g1,i j , g2,kl

∥∥2

σ2

)

(5.1)

By marginalization, matching probabilities for any two points in fixed and moving
image can be found:

P(Ci,k) =
∑

j

∑

l

P(C(i, j).(k,l)) = mG,ik (5.2)

The authors calculate Geodesic mG,ik and Euclidean m E,ik probabilities according
to (5.2) and additionally a gray value-based correspondence probabilitiy (see next
sub-Sect.). The product of the three is used to finally establish hard correspondences
between feature points in fixed and moving image.

5.3.3 Gray Value Descriptors

The ‘Robust Tree Registration’ approach by Loeckx et al. [25], mentioned in the
previous section, uses the gray value-based ‘n-dimensional Scale-Invariant Fea-
ture Transform’ (n-SIFT) descriptor [8] in addition to a shape-based descriptor. The
n-SIFT descriptor is an extension of the 2-dimensional SIFT descriptor introduced
by Lowe [27]. The SIFT approach addresses feature localization as well as feature
description. For feature localization, a resolution (scale) pyramid of Gaussian blurred
images is created. ‘Difference-of-Gaussian’ (DoG) images are created by subtracting
images of neighboring scales. Feature points are selected as local maxima (in space
and scale) in the DoG images. The local orientation is determined based on a gradi-
ent orientation histogram around the feature point (see Fig. 5.2 for illustration). The
described procedure delivers localization, orientation and scale of a feature point.
The final feature description adds information about the local neighborhood of the
feature point. First, the image gradient magnitudes and orientations are sampled
around the feature point. To achieve orientation invariance, the gradient orientations
are rotated relative to the feature point orientation. In order to avoid discontinuities of
the descriptor for even small position changes and to give less emphasis to gradients
that are far from the feature point, a Gaussian weighting function is used to assign
a weight to the magnitude of each sample point. The weighted gradient magnitudes
are collected block-wise in orientation histograms. The final descriptor is a vector
containing the values of all the orientation histogram entries. In [25], the orientation
histogram-based feature descriptor is taken instead of the DoG-based point selection
to determine the correspondence between bifurcations in fixed and moving image.
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Fig. 5.2 Depiction of the gradient histogram based keypoint descriptor of the SIFT approach [27].
Image gradients (left) are weighted by a Gaussian window (blue circle) and are accumulated into
orientation histograms summarizing the content of a subregion (right). The arrow length depicts
the sum of the gradient magnitudes of the respective directional bin. The figure shows the case of
a 2 × 2 descriptor array computed from an 8 × 8 set of samples. Figure from Lowe [27]

A cubic volume around each bifurcation is partitioned into 64 blocks and the gra-
dient information is captured in a 60 bin histogram resulting in a 3840 dimensional
feature vector. The feature descriptors are used in a probabilistic framework with the
probability of correspondence between two bifurcations i and k modeled as Gaussian
function:

P(i, k) ∼ e−‖ fi − fk‖2
. (5.3)

With fi and fk being the feature descriptor vector for bifurcation i and k, and ‖‖
being the magnitude of the difference vector.

The so-called SURF features, for ‘Speed-Up Robust Features’ [1] follow a similar
line of thinking. In order to speed up the computation, SURF features are based on
‘Integral Images’ instead of a resolution pyramid of smoothed images. ‘Integral
Images’ give for each pixel position the sum (integral) of image intensities of the
image block spanned between image origin and pixel position. They allow the fast
computation of approximated blurred derivatives using box-filters. Instead of local
maxima of the DoG as in the case of SIFT, an approximated determinant of the
Hessian matrix is used as detector of blob-like structures to localize feature points.
The SURF descriptor captures information of the local neighborhood using first order
Haar wavelets (see, e.g., [9]) responses, which again can be computed efficiently
using the Integral Image. As in the SIFT case, image information is captured block
wise around the feature point. Denoting the wavelet response in x , y, and z-direction
with dx , dy , and dz respectively, the feature descriptor for the ith block is given by
the sum of responses within the block:

vi =
(∑

dx ,
∑

dy,
∑

dz,
∑

|dx |,
∑

|dy |,
∑

|dz |
)

(5.4)

The feature descriptors for all blocks are concatenated to produce the total feature
descriptor. The SURF descriptor was used by Han [19], however for feature points
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selected using the Förstner operator (see Sect. 5.2.2). Han used 64 blocks covering a
cubic region, resulting in a 384 dimensional feature vector. Correspondences between
feature points in fixed and moving image were found using nearest neighbors in the
feature space. The inventors of the SURF descriptor claim that it combines high
quality in terms of repeatability, distinctiveness, and robustness, with high computa-
tional performance. For application to pulmonary CT images this is supported by the
fact that Han had won the online ‘EMPIRE’ registration contest within the MICCAI
2010 Workshop ‘Medical Image Analysis For The Clinic—A Grand Challenge’ [34]
while having presented one of the fastest solutions with approx. 10 min computa-
tion time per case. It is, however, difficult to determine the portion of success that
related to using the SURF, since Han used a hybrid approach and further information
concerning the contribution of the individual parts of the approach is not available.

5.3.4 Shape Context

The 2D shape context as a regional descriptor of shape was introduced by Belongie
et al. [2]. Assume a 2D shape is described by the set of its contour points. Then the
idea of the Shape Context is to characterize a location on the contour by assessing in
which view directions and in which distance other points on the contour appear. In
order to do so, a log-polar histogram is positioned at a reference point on the objects
contour and the number of remaining contour points is counted per histogram bin
which gives a feature vector representing the shape at the reference point. The 3D
shape context [14] is a straightforward extension of the 2D shape context being a 3D
spherical histogram Hi in which the displacement vectors from the reference point
pi to the other points are counted. With K denoting the number of bins in the shape
context histogram, Urschler and Bischof [33] use a cost function of the form

C
(

pi , p j
) = 1

2

K∑

k=1

[
hi (k) − h j (k)

]2

hi (k) + h j (k)
(5.5)

to assess whether a point pi on one shape instance of the lung surface corresponds to
a point p j on another shape instance. The same idea can be applied to a point set rep-
resenting the centerlines of a tree structure. This allows to establish correspondence
between branching points of vessel trees [21] or bronchial trees [5].

5.3.5 Shape Constrained Deformation

The key idea of shape constrained deformation to establish feature correspondence is
to adapt a triangulated surface mesh from one image to the other. During the iterative
adaptation, an external force attracts the mesh vertices to image features, while
an internal force regularizes the attraction by preserving similarity. The topology
remains unchanged. The sparse motion field is then derived from the displacement
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of corresponding vertices. In contrast to other techniques for feature correspondence,
the shape constrained deformation as well as the Shape Context, take into account
the topology of the underlying structure and does not treat the feature points as an
unconnected set.

5.3.5.1 Lung Surface Generation

The shape constrained deformation relies on the definition of a triangulated surface
mesh in one image. In order to not only determine the deformation on the outer
surface of the organ, internal structures should also be covered by the surface. In
the context of motion field estimation of the lungs, patient-speci f ic triangulated
surfaces of the lungs are automatically generated in one image which contain most
parts of the vessel tree and tumor surfaces. After applying a lung segmentation,
all other structures besides the lungs are removed and a triangulation is applied
after thresholding the segmented image. Triangulation is thereby performed using
marching cubes [26]. Finally, the mesh is post-processed by applying several mesh
operations to obtain a smooth surface with a certain amount of triangles, as shown
in Fig. 5.3.

5.3.5.2 Mesh Adaptation

Shape-constrained deformation was proposed in [36] and applied for motion estima-
tion in [24, 35]. Using a physical metaphor, the vertex configuration v that minimizes
the following functional of summed energies is computed in each iteration

E(v) = Eext(v) + αEint(v). (5.6)

Fig. 5.3 Surface mesh capturing the transition from lung parenchyma to the lungs wall and to lung
internal structures, such as vessels and bronchi. The mesh is shown in a coronal cut-plane (left) and
as surface rendering (right). Shape constrained deformation allows to track the mesh through the
breathing cycle, keeping mesh vertices at anatomically corresponding points



5 Feature-Based Registration Techniques 95

The parameter α balances the influence of both energy terms.
The external energy drives the mesh towards detected candidates by performing a

feature search in a local neighborhood around the surface. Feature search is realized
in a discrete manner by searching via a predefined sample pattern. For each barycenter
of a triangle x̂i , feature search is carried out in the direction of its normal ni

c j = jδni with j = −l, . . . , l, (5.7)

which results in (2l + 1) discrete sampling points c j , with a distance of δ. At

every sampling point x j
i = x̂i + c j , a feature function is evaluated and finally the

target point is chosen best combining the feature value F(.) and the distance jδ to
the barycenter of the triangle

xtarget
i = min

x j
i | j=−l,...,l

{
Dj2δ2 − F(x j

i )
}

(5.8)

with the weighting factor D.
With the detected target points xtarget

i , the external energy is given in a quadratic
form as

Eext(v) =
∑

i

wi

(∇ I (xtarget
i )∇ I (xtarget

i )T

∥∥∥∇ I (xtarget
i )

∥∥∥
2 (xtarget

i − Mi v)

)2

, (5.9)

where Mi expresses the vertices v in terms of triangle centers and wi is a weighting
factor. The projection of (xtarget

i −Mi v) onto the image gradient at the target position

∇ I (xtarget
i ) makes the energy invariant to movements of the triangle within the object

tangent plane, thus preventing the triangle from becoming stuck at the target position.
The weights wi in Eq. (5.9) can be chosen according to the feature value of the
target points to give the most promising points the largest influence during mesh
reconfiguration.

Attraction of the mesh vertices to image features is accomplished by evaluating
a certain feature function given as:

F(x j
i ) = s · nT

i ∇ I (x j
i )

e

∥∥
∥∇ I (x j

i )

∥∥
∥

gmax

1 +
∥∥
∥∇ I (x j

i )

∥∥
∥

gmax
e

∥
∥∥∇ I (x j

i )

∥
∥∥

gmax

, (5.10)

where the parameter s ∈ {1,−1} accounts for the gradient direction, and ni is
the normal of the triangle for which the feature search is carried out. The gradient
response is bounded by some threshold gmax.

In order to distinguish between edges with similar feature responses further image
quantities, as e.g., gray value statistics along the edge, have to be considered. For
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Table 5.2 Registration accuracy for 5 publicly available image pairs at end of exhale and inhale
breathing phase [7]

Case 1 Case 2 Case 3 Case 4 Case 5

Without μ ± σ 3.89 ±2.78 4.34 ±3.90 6.94 ±4.05 9.83 ±4.86 7.47 ±5.51
registration max 10.90 17.69 16.55 20.25 24.77
SCD μ ± σ 1.01 ± 0.55 1.10 ±0.53 1.33 ±0.79 1.62 ±1.16 1.70 ± 1.30

max 3.42 3.47 5.19 12.39 16.54
Currents μ ± σ 1.44 ± 0.72 1.72 ±1.38 2.97 ±2.96 3.30 ±2.61 3.52 ± 2.91
FEIR μ ± σ 1.02 ±0.50 1.04 ±0.50 1.44 ±0.94 1.60 ±1.32 1.67 ± 1.53

max 2.77 3.40 7.31 13.26 15.92

The target registration error (TRE) for 300 manually placed landmarks, also provided by the study
is presented. The Table lists mean, max, and std. dev. values of the TRE in mm resulting from
two feature-based registration techniques: Shape constrained deformation (SCD, see Sect. 5.3.5),
and Currents (see Sect. 5.3.6), and one intensity based registration technique: Fast elastic image
registration (FEIR [23]). SCD and FEIR result in very similar TREs. The Currents based approach
results in slightly higher values.

this reason, rejection intervals can be defined so that the feature will not be evaluated
if certain image quantities, qk , violate some learned criteria

F̃(x j
i ) =

{
F(x j

i ) : qk ∈ [qk
min, qk

max] for all qk in S
0 : qk /∈ [qk

min, qk
max] for some qk in S

, (5.11)

where S is the set of considered quantities.
Penalizing a deviation of the model’s shape regularizes the image forces acting

on it, and decreases the attraction to false image features. The internal energy

Eint(v) =
∑

j∈V

∑

k∈N ( j)

((v j − vk) − (Tint[m j ] − Tint[mk]))2 (5.12)

preserves the shape similarity of all adapted vertices v j to the model vertices m j ,
with N ( j) being the set of neighbors of the vertex with index j . Deviations from the
initial model are penalized by calculating the vector difference between neighboring
vertices of the adapted mesh and the corresponding vertices of the shape model
undergoing a geometric transformation Tint[.]. Depending on the desired flexibility
of the underlying shape prior, similarity transformations or affine transformations are
typically chosen. In each case, the geometric transformation is determined prior to the
calculation of Eq. (5.12) in a closed form solution based on the point correspondences
between adapted and model vertices.
Table 5.2 shows the target registration error (TRE) for 5 publicly available
inhale/exhale image pairs [7] in comparison to the Currents based approach, dis-
cussed in the next chapter, and to an intensity based image registration approach [23].



5 Feature-Based Registration Techniques 97

5.3.6 Currents-Based Registration

Another approach, using so called currents, to circumvent explicit correspondences
was used by Gorbunova et al. in [17]. The basic idea is to represent shapes as sets of
vectors: Tangential vectors in the case of curvi-linear shapes and normal vectors in
the case of surfaces (see [11] and references therein). The current associated with a
surface is defined as the flux of a probing vector field ω through the surface S:

S(ω) =
∫

S
ω(x)t (u × v)(x)dσ(x) (5.13)

where (u, v) is a local basis of its tangent plane at x, (u × v)(x) being the surface
normal at x and dσ(x) the area element of the surface. Similarly, the current associated
with a curvi-linear structure L is defined as the path-integral of a probing vector field
ω along the curve:

L(ω) =
∫

L
ω(x)tτ (x)dx (5.14)

with τ (x) being the tangent of the curve at x. Figure 5.4 depicts the currents rep-
resenting a pulmonary vessel tree. We adhere to the notation of the authors of [11]
by using the same letters L and S for the geometrical structure and their associated
currents. So currents are a mapping of the space of vector fields ω to the space of
real numbers R. This provides the basis to define a similarity measure in the context
of the registration of curves, surfaces, or sets of them. Simplified, to register the
surfaces S1 and S2, the idea is to evaluate the flux integral Eq. (5.13) through S1
using a probing vector field constructed from S2 and vice versa. To be able to do this
efficiently, the vector fields ω are represented as an integral (or sum in the discrete
case) of reproducing Gaussian kernels K W (x, y) = exp(− ‖ x − y ‖2 λ2

w). x, y
are the positions and λW the width of the kernel. Given a vector β at position y, the

Fig. 5.4 Currents corresponding to pulmonary vessel centerlines. Figure from Gorbunova et al.
[17]
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corresponding vector field is given by ω(x) = K W (x, y)β, the vector field of a set of
local vectors is the superposition of the individual contributions. Representing curves
and surfaces as piecewise linear structures (e.g. as polygons, or triangular meshes,
respectively), each element (a straight line element, or a triangle, respectively) gives
rise to a reproducing kernel positioned at the center of that element. In the formalism
above, the distance between two curves or two surfaces can be calculated without the
need for establishing point-wise correspondence between the two structures. This is
achieved by a distance metric using a kernel-based inner product of currents:

〈L , L
′ 〉 =

n∑

i=1

m∑

j=1

(τi )
t K W (ci , c

′
j )τ

′
j , (5.15)

where L and L
′

are the two curves to be matched, with a number of n and m line-
elements, and with tangential vectors τi and τ

′
j , and centers ci and c

′
j respectively.

So the term (τi )
t K W (ci , c

′
j )τ

′
j measures the match of tangential vectors of the line

elements. The distance between the two curves L and L
′

is then

d2(L , L
′
) =‖ L

′ − L ‖2=‖ L ‖2 + ‖ L
′ ‖2 −2〈L , L

′ 〉, (5.16)

with the norm of a current L , ‖ L ‖ being defined as the supremum path integral
of any regular vector field. The registration of the curves L and L

′
is performed

in the framework of large deformation diffeomorphic matching [15] with a cost
function combining the distance for line, and surface features, and a regularization
term advancing smoothness of the resulting transformation field. Currents-based
registration of lung images has been recently introduced. Results reported so far
(see 5.2) do not completely reach the accuracy of intensity-based registration, but
possibly the advantages of the approach have not been completely exploited yet.
Recently, a hybrid registration approach using currents has been presented [18].

5.4 Interpolation

Finally, to be able to obtain deformation vectors between feature points, an interpola-
tion of the sparsely given deformation field is required. In the following sub-Sections
a selection of proposed methods will be discussed.

5.4.1 B-Splines

B-spline-based approaches are very efficient when a sparse set of deformation vec-
tors defined on a Cartesian grid shall be interpolated, see e.g. Rueckert et al. [31].
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McClelland used B-spline interpolation to create a 4D motion model in [29]. Since in
our case, feature points are virtually always irregularly distributed and since B-spline-
based interpolation is described in some detail in Chap. 6.2.1, we omit a description
here.

5.4.2 Radial Basis Functions

Radial basis functions perform an interpolation of the sparse and possibly irregularly
defined deformation by expressing the deformation as a linear combination of the
sparse deformation weighted by some kernel. One common way to perform the
interpolation is by using thin-plate splines (TPS) [4]. The TPS approach is physically
motivated by a thin metal plate which will take the overall shape in which it is least
bent given the deformation at some locations. The approach can be generalized
to arbitrary dimensions d and degrees of smoothness in terms of the order m of
derivatives of the associated functional to be minimized [30]. For the physically
motivated case of minimal bending energy, we have m = 2. The radial basis functions
U (x, p) associated to the respective choice of d and m are

U (x, p) ∼
{ |x − p|2m−d ln|x − p|, if (2m − d) is an even positive integer

|x − p|2m−d , otherwise
(5.17)

In contrast to TPS, elastic-body splines (EBS) [10] use a more sophisticated physical
model derived from the Navier partial differential equations for a homogeneous
isotropic elastic body subjected to loads (forces)

f(x) = μ∇2u(x) + (λ + μ)∇(∇ · u(x)) (5.18)

where u(x) is the displacement of a point, ∇2 denote the Laplacian and ∇ the gra-
dient, ∇ · u(x) is the divergence and f(x) is the force field. Typically, for the three-
dimensional case, the radial kernel for the EBS that defines the force field is chosen
as r(x) = (x + y + z)

1
2 . The Lamé coefficients λ and μ allow to describe the physical

properties of the elastic material. Both TPS and EBS lead to an equation of the type

d(x) =
∑

i

U(x, pi )ci + Ax + b (5.19)

expressing the deformation vector d with an affine part Ax + b and a weighted sum
of radial basis functions U (x, pi ). Weights ci are determined using the condition
that Eq. (5.19) is fulfilled for all point-pairs pi and qi in fixed and moving image,
respectively. This condition leads with di = qi −pi to a linear equation system which
can be solved with standard approaches, such as the Singular Value Decomposition.
In case of EBS, equations are coupled with respect to space coordinates. The TPS
equations, associated with displacements along one coordinate axis, are independent.

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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Therefore, the computational effort for EBS is higher limiting the use of EBS. For
many applications, TPS provide a sufficient model and can be computed with rea-
sonable computational effort and they are thus the method of choice. However, as
the radial basis function-based interpolation is defined as a linear combination of the
sparse deformation weighted by some kernel, the deformation at one location x is
influenced by all given displacement vectors of the sparse deformation field, i.e., in
other words the impact of some displacement vectors of the sparse deformation field
is not only local but global. Thus, as all displacement vectors of the sparse defor-
mation field have to be considered, the radial based interpolation can result in high
computational costs once the number of given displacement vectors becomes large.

5.4.3 Nearest Neighbour Interpolation

The idea of a K nearest neighbour (KNN) interpolation is to find the dense defor-
mation by taking the K nearest locations with sparse motion vectors uk for a given
position x and then calculate the deformation as

ux = 1
∑K

k=1 wk

K∑

k=1

wkuk (5.20)

where ux is the deformation vector at position x and wk is a weighting factor. If wk

is equal to one, then the mean is calculated. However, the wk can also be defined to
be distance dependant, so that uk that belong to locations that lie further away from
x have less influence. In contrast to other interpolation schemes, the KNN interpo-
lation does not assume a physical model. Especially, when a large number of sparse
locations is given, computation of, e.g., radial basis function-based interpolation,
can be computationally very expensive. However, the problem of KNN is that the
interpolation is not smooth which can lead to a locally implausible deformation field
and, e.g., Gaussian-smoothing is needed to overcome this limitation. Comparing lung
motion fields interpolated motion fields using TPS and KNN interpolation, showed
that TPS provided a higher landmark accuracy [35].
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Chapter 6
Intensity-Based Deformable Registration:
Introduction and Overview

David Sarrut, Jef Vandemeulebroucke and Simon Rit

Abstract The purpose of this chapter is to give an introduction to intensity-based
deformable image registration and present a brief overview of the state-of-the-art.
First, we lay out the basic principles of deformable registration. Next, the key compo-
nents of the registration framework are discussed in detail and two popular algorithms
for deformable registration are described as an example. We review past studies on
respiratory motion estimation for radiotherapy. Finally, we briefly list useful open-
source software packages and available image and validation data sets for deformable
registration of the thorax.

6.1 Principles of Intensity-Based Deformable Registration

6.1.1 Introduction

Deformable image registration (DIR) is a fundamental image processing tool that
is widely used for the analysis of medical images. Its use in the field of radiation
therapy is relatively recent and in constant progress: over 150 full-length papers
can be retrieved on PubMed, about a third of which appeared in 2011 (Fig. 6.1).
The application of DIR in the field of radiotherapy is usually related to estimating
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Fig. 6.1 Number of full-
length papers by year avail-
able on PubMed dealing with
deformable registration for
radiation therapy. The num-
bers documented correspond
to the hits of a search with
terms “deformable regis-
tration” and “radiotherapy”
(and related terms such as
“radiation therapy”, “non-
rigid registration”, “non-linear
registration”, etc.)

anatomical changes that occur from one treatment fraction to another, or during
fractions. In particular, respiration—an important source of intrafraction motion in
the thorax and upper abdomen—has been studied extensively. DIR is considered a
key enabling tool for 4D radiation therapy [29].

Registration is the task of retrieving the unknown spatial transformation that puts
two images in correspondence, by aligning the imaged objects. For deformable
image registration, the mapping can be spatially varying, and is usually locally
or semi-locally defined. Intensity-based DIR (IB-DIR) consists in considering the
pixel intensity values to retrieve that mapping, in contrast to other approaches such
as biophysical modeling (see Chap. 4) or surface- and landmark-based registration
techniques (see Chap. 5). No preprocessing involving image segmentation or feature
extraction is generally required and only the intensity distributions of the images are
used.

The difficulty of deformable registration is twofold. First of all, the problem is
ill-posed. A problem is said to be well-posed when a solution exists, is unique, and
depends continuously on the initial data. A problem is ill-posed when it fails to
satisfy at least one of these criteria. As a consequence, it is important to incorpo-
rate prior knowledge about the sought transformation in the registration framework,
limiting the search space to physically or physiologically plausible solutions. Several
approaches have been proposed to do so, and we will present some general mech-
anisms in the following sections. Methods specifically developed for images of the
thorax are discussed in Chap. 7.

A second issue of DIR is that there is no standardized means for evaluating the
accuracy of the result. On real patient images, establishing a reference is a tedious
and time-consuming task, and the validation obtained is partial and only locally valid
due to the large amount of degrees of freedom. Despite numerous recent efforts, eval-
uation of DIR remains challenging. Validation of DIR will be extensively discussed
in Chap. 8.

http://dx.doi.org/10.1007/978-3-642-36441-9_4
http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_8
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Fig. 6.2 A general registration framework indicating the main components of the iterative regis-
tration procedure. Following Ibanez et al. [25]

6.1.2 General Framework

Registration is commonly formulated as an optimization problem which aims at
finding the spatial transformation T , that minimizes a cost function over a fixed
image IA : ΩA → R and a moving image IB : ΩB → R with ΩA,ΩB ⊂ R3, given
the coordinate transformation T (see Eq. (6.1)).

T̂ = arg min
T

F(IA, IB , T ) (6.1)

Equation (6.1) can usually not be solved directly, but an estimate of the optimal
transformation is obtained through an iterative optimization process.

A general framework of the registration procedure is presented in Fig. 6.2. Assume
the procedure is started with an initial transformation. The latter can be applied to
the moving image, effectively mapping it to the coordinate space of the fixed image.
The result of the cost function can be computed, expressing the fitness of the current
mapping. The optimizer can then propose a new set of transformation parameters
based on this measure in an attempt to improve the matching, and the iteration loop
is repeated until convergence.

It is important to note that registration takes place in physical space. As images are
generally available as discrete representations, computing the fitness value between
a fixed image and a transformed moving image will require evaluating the mov-
ing image at non-grid positions using interpolation. Commonly used interpolation
schemes include nearest neighbor interpolation, linear interpolation and B-spline
interpolation [33]. Interpolation will not be discussed further. The remaining regis-
tration components will be described in detail in the following sections.

6.1.3 Transformation

The term transformation is used here to refer to the mathematical expression of
the spatial mapping between the coordinate spaces of the images. It is defined by
the parametrization used to represent the deformation and subsequently determines
the search space over which the optimization is to be performed. The transformation
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is one of the components that allows to enforce a transformation model, in which
deformations are favored that respect certain mathematical or physical laws, or mimic
some particular physiological behavior (see Holden et al. [24] for an excellent review
on transformation models).

By convention, the transformation is defined as mapping points from the coor-
dinate space of the fixed image to coordinate space of the moving image, i.e. the
position x in the image IA is mapped to a corresponding position T (x) = x′ in
image IB . Observe that by retrieving the intensities of the moving image at the trans-
formed grid positions of the fixed image—using interpolation, one effectively warps
the moving image to the coordinate space of fixed image.

Based on the support of the underlying functions, roughly three groups of para-
metrizations can be distinguished to represent a deformable transformation: global,
semi-local and local. Global representations include transformations expressed using
harmonic functions or global polynomials, such as thin plate splines or radial basis
functions. Semi-local transformations are expressed using functions with a compact
support, such as wavelets and B-splines. They tend to be more suited for representing
highly localized deformation, in addition to being advantageous during optimization
because of their reduced complexity. Local parametrizations are typically dense vec-
tor fields, in which a vector is used for representing the displacement of a single
voxel.

6.1.4 Similarity Measure

The cost function F should quantify the fitness of a transformation between two
images. The cost function usually represents a compromise between image similarity
and deformation regularity, e.g.

F = αS(IA, IB, T ) + (1 − α)R(T ), (6.2)

in which S is a dissimilarity metric which evaluates the correspondence between the
image intensity distributions in a predefined metric space, given the transformation.
R is a regularization term favoring certain properties in the transformation and will
be discussed in Sect. 6.1.5.

Based on the nature of the dissimilarity metric S, we can make a distinction
between feature-based and intensity-based approaches, or hybrid approaches that are
a combination of both. Feature-based approaches rely on the matching of landmarks,
segmentations or other features extracted from the images prior to registration, and
are the subject of Chap. 5.

http://dx.doi.org/10.1007/978-3-642-36441-9_5
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6.1.4.1 Theoretical Background of Intensity-Based Similarity Measures

Intensity-based similarity between two images is quantified by measuring a link
between the intensity distributions of the image pair. The underlying assumption is
that this link will become stronger when images are well registered, and inversely
will become weaker as the quality of the registration decreases. The link should exist
because images are acquired from the same physical structure using two different
devices or at two different times, or from the corresponding structure belonging to
different subjects.

The link is evaluated through the concept of dependency. The intensity distribu-
tions are said to be dependent when a variation in one distribution leads to variation
in the other. Note that dependence does not mean causality. The term correlation
is generally used when the relationship is reciprocal. If there is no link, intensity
distributions are independent, whereas if the knowledge of one distribution allows
to perfectly predict the second, the link is said to be functional; i.e. there exists a
function T allowing to map a grey-level from one distribution to a grey-level of the
other; i.e. T (a) = b. Again, note that this relationship is not necessarily reciprocal.

The concept of variation plays an important role in the evaluation of the depen-
dency. Dependency is often regarded as the reduction of the variation of a distribution
caused by the knowledge of the other. Different definitions of the type of variation
lead to different measures. We can therefore define the term intensity-based similar-
ity measure in the following way: it is a function that measures a type of dependency
between the distributions of the intensities that characterize the images.

6.1.4.2 Joint Histogram

The majority of the existing intensity-based similarity measures can be computed
(even though it is not always necessary) from the same mathematical object called
the joint histogram. It is essentially a 2D matrix pT

A,B , that summarizes the statistical
link between the intensity distributions of the images for a given transformation.
pT

A,B(a, b) represents the probability of having the intensity a in the image IA and
b in image IB at the same spatial location, for a given transformation T .

In practice, it is computed by looping over all pixel positions x in the image IA and
looking at the corresponding T (x) = x′ position in image IB . As we are dealing with
discrete images, interpolation is required and several methods can be used to deal
with non-integer pixel positions. Conventional approaches involve nearest neighbor
interpolation, linear interpolation and partial volume [37].

The process is illustrated for two dimensional images in Fig. 6.3. Suppose
a = IA(x) and x3 is the nearest pixel position of T (x) in IB with b = IB(x3)

the intensity in IB . For nearest neighbor interpolation, the joint intensity matrix
hT

A,B is updated by hT
A,B(a, b)+= 1. Using a linear interpolation approach, the

intensity is first interpolated, c = ∑
i wi IB(xi ), and used to update the histogram

hT
A,B(a, c)+ = 1. Using the partial volume approach, the histogram is updated
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Fig. 6.3 2D illustration of the joint histogram updating process

for four intensities IB(xi ) = bi , with hT
A,B(a, bi )+ = wi , which tends to give

smoother histograms. The computed frequencies of joint intensities are normal-
ized to the number of overlapping voxels N , resulting in the joint probabilities
pT

A,B(a, b) = hT
A,B(a, b)/N .

Following the previous description, the size of the joint histogram matrix would
be NA × NB with NA and NB the number of different intensities in IA and IB . In
practice however, this would lead to large matrix sizes, which is why intensities are
usually grouped into bins to reduce the size and enhance the statistics of the joint
histogram.

For motion estimation of thoracic CT images, the two measures that have been
frequently used are the sum of squared differences and mutual information, and we
will focus on them first.

6.1.4.3 Sum of Squared Differences

The main advantage of computing the sum of squared differences (SSD) lies in
its simplicity. It consists in summing the quadratic differences between the image
intensities, voxel by voxel. The SSD can be computed from the joint histogram,
SSD(IA, IB) = ∑

a,b(a − b)2 × pT
A,B(a, b), but it is more efficient to not explicitly

compute the joint histogram. Usually, the result is averaged over the amount of voxels
N of the current overlap between the images ΩT

A,B , to avoid favoring transformations
that minimize the overlap,

SSD(IA, IB) = 1

N

∑

x∈ΩT
A,B

(
IA(x) − IB

(
T (x)

))2
, (6.3)

in which we assumed an interpolation scheme for evaluating IB(T (x)). It allows
an easy expression of the derivatives and it is fast to compute. However, it assumes
that the intensity distributions are similar in the two images and this assumption is
violated when considering expiration to inspiration registration, due to the changes
in lung density.
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Variants have been proposed, aimed at taking into account this lung density
change. For example, Yin et al. [80] proposed to use the sum of squared tissue
volume difference (SSTVD) to account for the preservation of the tissue mass of
the lungs during respiration. Alternatively, pre-processing of the images has been
proposed [57]. Similarity measures developed specifically for the lung are described
in Chap. 7.

6.1.4.4 Mutual Information

Another measure that has been extensively used is the mutual information (MI)
[37, 46, 74]

M I (IA, IB) =
∑

a

∑

b

(

pT
A,B(a, b) ln

pT
A,B(a, b)

pA(a)pB(b)

)

, (6.4)

with pA(a) and pB(b) the probability of intensity a in image IA, and b in image IB ,
and pT

A,B(a, b) the joint probability for a given T as described earlier.
The underlying idea is to measure the statistical dependence between the distrib-

utions of intensities of the two images. The link is quantified by an entropy measure.
The entropy of a distribution H(IA) = −∑

a pA(a) ln pA(a) is a logarithmic mea-
sure of the density of states and can be considered as a measure of the uncertainty of
the distribution: entropy is zero when one state is certain (pA(a) = 1) and is maximal
when all events have the same probability.

Given an intensity distribution, the mutual information can be interpreted as the
decrease of uncertainty (or gain of information) brought by the knowledge of the
second distribution (M I (IA, IB) = H(IB) − H(IB |IA)). It can also be viewed
as a distance between two 2D distributions: the current one composed of the joint
image intensity probability given the current transformation (pT

A,B(a, b)), and the one
corresponding to the case where there is a total independence of the two distributions
(pA(a) × pA(b)). The further the joint probability from the total independence, the
better the registration. The distance measure is called the Kullback-Leibler distance.
A variant, the normalized mutual information (NMI) [65], normalizes the measure
with respect to the image overlap and has shown to be less sensitive to changes in
overlap.

6.1.4.5 Other Similarity Measures

Other conventional measures for mono-modal image registration are the sum of
absolute differences (SAD), or the linear correlation coefficient (LCC) which mea-
sures the of a linear relationship between the intensity distributions and is also widely
used for registration of thoracic CT [82, 84]. For multi-modal cases, the correlation

http://dx.doi.org/10.1007/978-3-642-36441-9_7
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Fig. 6.4 Illustration of three different ways to measure uncertainty in the partial intensity probability
distribution of intensity a in A: PB(a)

ratio (CR) [50] measures the strength of the dependency using the variance of the
distributions.

Figure 6.4 illustrates three cases, where the variation in IB knowing a in IA is
measured in three different ways. LCC considers that the function T between the
intensity distributions is a linear function.This is a stronger assumption on the link
between the image intensities than in the case of CR and MI, which assume a func-
tional relation and statistical dependence, respectively. MI considers the intensities
like labels and thus any pairwise inversion of labels leads to the same value. CR
is not a symmetric measure (C R(IA, IB) �= C R(IB, IA)) and one image must be
chosen as the one which potentially explains the other image more. MI and LCC are
symmetric measures.

Deformable 2D-3D registration between CT and CBCT images is an emerging
field of interest and measures have been proposed, specifically designed for this
purpose. These include entropy of difference images, gradient correlation and pattern
intensity. A review can be found in [38].

6.1.5 Regularization

In this section, we focus on the second term in Eq. (6.2). R(T ) represents a regu-
larization mechanism that penalizes undesirable properties of the transformation T .
Generally, regularizations are defined using an energy function and computed directly
from the deformation field and independently of the image intensities. It constitutes
an important tool to enforce a transformation model to the sought deformation, and
incorporate prior knowledge into the registration framework. R is often chosen to
favor spatially smooth solutions, but any mathematical or physical property can be
penalized, provided a penalty can be devised.

It is advantageous to consider the transformation T as the sum of the identity
transformation and a displacement function u, i.e.
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T (x) = x + u(x), (6.5)

as most regularization energies will only be affected by the displacement.
The linear elastic energy is commonly used for registration [14]:

R(T ) =
∫

Ω

3∑

i=1

3∑

j=1

λ
∂ui (x)

∂xi

∂u j (x)

∂x j
+ μ

2

(
∂ui (x)

∂x j
+ ∂u j (x)

∂xi

)2

dx. (6.6)

It is based on the physical equations of the deforming material, assuming that
the relationship between strain and stress is linear. Viscous fluid energy [1, 2, 5]
has the same equations as the linear elastic energy, but computed for the velocity
field (the increment in each iteration to the transformation) instead of the deformation
field.

The membrane or Laplacian energy,

R(T ) =
∫

Ω

3∑

i

3∑

j

(
∂ui (x)

∂x j

)2

dx, (6.7)

can be considered as a simplification of the linear elastic energy where the cross-
directional effects are ignored.

Bi-harmonic energy [4],

R(T ) =
∫

Ω

3∑

i

3∑

j

(
∂2ui (x)

∂xi x j

)2

dx , (6.8)

also known as bending energy or second-order Tikhonov stabilizer, is another pop-
ular regularization energy which penalizes non-affine transformations. Note that
this quantity is the 3D counterpart of the 2D bending energy of a thin plate of
metal. Thin-plate splines commonly used in feature-based registration approaches
(see Sect. 5.4.2) correspond to an exact solution of this energy minimization.

Several authors proposed regularizations based on the Jacobian J = det(∇T )

[32, 51], including:

R(T ) =
∫

Ω

exp (−α det(∇T ))dx, (6.9)

R(T ) =
∫

Ω

log (det(∇T ))dx (6.10)

The Jacobian is used to enforce the computed transformations to be incompress-
ible [51] or to penalize locally non-invertible functions [32], respectively.

Non-isotropic energies have also been proposed [42, 52, 59]. These approaches
consist in modifying the intensity of the regularization according to image content.

http://dx.doi.org/10.1007/978-3-642-36441-9_5
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Typically, it allows to reduce smoothness across image gradients or to limit the
smoothness according to normal or tangential directions at organs boundaries.

Two important mathematical properties of the transformation should be men-
tioned. The first is inverse consistency [26], which is studied in Chap. 7. The second
enforces the transformation to be a diffeomorphism, that is a one-to-one, smooth
and continuous mapping with derivatives that are invertible. Such transformations
maintain the topology and guarantee that connected regions of an image remain
connected [14].

Vercauteren et al. [72] proposed a modification of the Demons method (see
Sect. 6.2.2) to constrain the deformation to be diffeomorphic. Similarly, for transfor-
mations represented by free-form deformations using cubic B-splines (see Sect. 6.2.1),
constraints were devised to ensure a diffeomorphic mapping [13]. This can be done
by limiting control point displacements, which guarantee that the transformation
is locally injective over the whole domain. For example, with 20 mm control point
spacing, the maximum control point displacement is 8 mm. Larger deformations can
be retrieved using a hierarchical transformation pyramid [53].

Several other regularizations have been proposed in the literature. Readers should
refer to Cachier et al. [8] who reports that numerous regularization energies are based
on the same small set of differential quadratic forms. No regularizations have been
shown to be superior to the others. The optimal choice will depend on the application.
Hybrid approaches in which regularization is adapted according to image regions may
be an interesting approach to better take into account the non-homogeneous nature
of biological tissues, thus linking conventional intensity-based DIR with biophysical
modeling approaches as discussed in Sect. 4.4.2.

6.1.6 Optimization

6.1.6.1 Optimization as a Search Strategy

As stated before, DIR is essentially an optimization problem. The goal of an opti-
mization algorithm is to find the parameters for which a function reaches an optimum
(minimum or maximum). In the following, we will assume that an optimal value cor-
responds to a minimum. In the registration framework, the objective function F is a
combination of a similarity measure and a regularization penalty, and the parameters
to be found are those used to represent the sought transformation T .

An optimization algorithm defines a search strategy to find the function’s min-
imum by iteratively evaluating the function and exploring the search space. This
search space is defined by the parametrization of the transformation and has as many
dimensions as the number of parameters, each point of this space representing a
potential solution to the registration. Each function evaluation corresponds to the
computation of the objective function, for a given set of parameter values. The goal
is not only to find the minimum, but also to do it fast by minimizing the number of

http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_4
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function evaluations. In practice, the search cannot be exhaustive because of the size
of the search space.

We focus on deterministic optimization strategies, but other approaches such
as stochastic-based optimizations exist. Stochastic-based optimizations have been
studied for rigid or affine registration [9], potentially providing more robust results,
but, to our knowledge, no proposition has been made for deformable registration.
Somewhat related is the method proposed by Staring et al. [64]. They still use a
deterministic optimization approach (a gradient descent approach), but compute the
cost function with a stochastically chosen subsets of voxels, renewed at each iteration.
Such an approach allows to significantly decrease the computation time per iteration.
This is similar to the approach followed by Wells et al. [74] for computing the mutual
information.

6.1.6.2 Types of Optimization Strategies

An optimization procedure consists in building a series of points pk in the search
space, each pk being a vector of parameters representing a potential transformation
T , such that F( pk+1) < F( pk). A predefined stopping criteria will determine when
the procedure can be terminated. For example, a tolerance on the cost function value
can be used to stop the optimization when the improvement made with respect to
the previous iteration is below a threshold (F( pk) − F( pk+1) < ε). Similarly,
the algorithm can be halted when the incremental changes in the parameter values
become smaller than the desired precision.

An iteration consists in determining a new search point pk+1 from the current
one pk . Methods generally rely on determining a descent direction dk , such that
pk+1 = pk + αk dk . Finding the correct αk corresponds to a 1D line-search, and
proposing a new direction dk depends on the type of algorithm. Common approaches
include:

• Gradient descent (GD) dk = −τ∇F( pk). Advance following the direction and
magnitude of the negative gradient scaled by a learning rate τ . Variants exist in
which the learning rate reduces over the course of the algorithm.

• Conjugate gradient (CG) dk = −∇F( pk) + βk dk−1. Where βk can be computed

using different methods. For example, Fletcher & Reeves: βk = gT
k ·gk

gT
k−1·gk−1

=
||gk ||2

||gk−1||2 or Polak & Ribiere: βk = (gk−gk−1)
T ·gk

gT
k−1·gk−1

, with gk = ∇F( pk).

• Newton (N) dk = −H−1( pk) · ∇F( pk), with H( pk) = ∇2 F( pk) the Hessian.
• Quasi-Newton (QN) dk = −A−1

k · ∇F( pk), with A−1
k an approximation of the

inverse of the Hessian at iteration k. The approximation A−1
k can be updated each

iteration based on A−1
k−1 and ∇F( pk). Several update methods exist, including

Davidon-Fletcher-Powell (DFP) or the widely used Broyden-Fletcher-Goldfarb-
Shannon (BFGS). The latter is a variant of the former and was empirically found
to be superior. Equations can be found in [47].
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• Limited-memory BFGS (LBFGS) Limited memory Broyden-Fletcher-Goldfarb-
Shannon is a variation of the QN-BFGS approach [7, 43], where only a certain
number of vector corrections are maintained to a diagonal estimate of A−1

k . It allows
to reduce time and memory requirements [31].

• Levenberg-Marquardt (LM) is a method that varies continuously from a Gradient
Descent (GD), when far from the solution, to a Quasi-Newton (QN) scheme when
approaching convergence.

More details can be found in [31, 47]. Most of theses methods are available in
the ITK framework (www.itk.org).

6.1.6.3 Initialization and Multi-Resolution

The high-dimensional search space of deformable registration problems represent
several challenges for an optimization strategy. There are often multiple minima
within the parameter space, and registration can fail if the optimization converges to
the wrong one. Depending on the specifics of the application, the global minimum
might not even correspond to the sought transformation.

One way to handle this, is to start the algorithm within the capture range of the
correct minimum, that is within that part of the search space where the algorithm
is most likely to converge to the correct optimum. In practice this means one must
ensure proper initialisation in order to improve the robustness of the optimization.
When possible, deformable registration should start from an alignment given by prior
rigid or affine registration.

Another mechanism that improves robustness is to progressively increase the
level of detail in the input images using a multi-resolution approach. Images are
first registered at low resolution, and the estimated transformation is used as a start-
ing point for registration at a higher resolution. Most transformations also allow
to progressively increase the number of transformation parameters to be estimated,
and a similar hierarchical approach can be employed, in which transformations with
higher dimensionality can be initialized using estimates obtained from a smaller
search space.

6.2 Popular Algorithms of Deformable Image Registration

6.2.1 Free-Form Deformations Using Cubic B-Splines

Deformable registration using a parametric transformation composed of free-form
deformations (FFD) based on cubic B-splines, in combination with an intensity-
based similarity metric was originally proposed by Rueckert et al. [54]. B-splines
are piecewise polynomials of degree r (tri-cubic splines are often used, r = 3),
with interesting mathematical properties: compact support, continuous (r − 1)th

www.itk.org
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derivatives, etc. The FFD is a uniform mesh of control points (sometimes referred
to as knots). The number of control points times the image dimension determines
the number of parameters used to describe the transformation, and the number of
parameters to be optimized.

The transformation along each dimension k at a given pixel position x is modeled
as

Tk(x) = xk +
(r+1)d
∑

i

ciβ
r
i (x), (6.11)

with d the image dimension, ci the B-spline coefficients, i the index of the control
points in the support region of size (r + 1)d . βr

i (x) = ∏d
j βr (pi j − x j ) is the tensor

product of βr , the B-spline basis functions of degree r , i is the index of a control point
with coordinate pi j , x j is the j th coordinate of x. The basic function is a polynomial
of degree r and is recursively obtained by convolving the rectangle function β0,
r times with itself. An analytic expression can also be obtained by applying the
recursive Cox-de Boor formula [58]. More details on B-splines properties can be
found in [68].

For a given position x, (r+1)d different tensor products are computed, one for each
control point with non-zero weight at x. B-splines are separable, i.e. the components
of the transformation can be processed independently. Another interesting advantage
is that it can be extended to other image dimensions. In practice, 3D is of course most
common, but 2D or 4D applications have also been proposed [32]. When dealing
with 4D transformations, other constraints can be added such as temporal continuity
and periodicity.

The originally proposed algorithm [54] used NMI (see Sect. 6.1.4.4) as a similar-
ity measure, bending energy for regularization and a gradient descent optimization
strategy. However, one of the main advantages of the parametric FFD approach is that
it fits the general registration framework perfectly, allowing registration components
to be interchanged and tuned to the application.

An important practical parameter of the transformation is the control point spac-
ing, which is generally several times greater than the image spacing. Low control
point spacing allows to represent finer deformations but the number of parameters,
and consequently the complexity of the optimization, increases rapidly. To reduce
computation times, several authors have proposed accelerated implementations using
GPU [40, 61, 63] or, less efficiently, optimized CPU methods [58].

6.2.2 The Demons Algorithm

Another widely used approach consists in representing the transformation with a
dense deformation vector field

T (x) = x + u(x), (6.12)
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considering up to one vector per voxel. When used with linear interpolation, it is
equivalent to using a B-spline FFD of degree r = 1, the B-spline coefficients thus
simply representing the displacement vectors u(x).

Probably one of the most popular methods using these dense vector fields is
the so called Demons method, initially proposed by Thirion [67]. In summary, the
algorithm consists of an iterative procedure composed of two steps. The first step
aims at defining an active force at each voxel

∇DSSD(x, u) = IA(x) − IB(x + u(x))

||∇ IA(x)||2 + α2(IA(x) − IB(x + u(x)))2 ∇ IA(x). (6.13)

This force is directed in the opposite direction of the image gradient, with a magnitude
proportional to the grey-level difference between the two images. Note that Eq. (6.13)
is a slightly modified expression proposed by Pennec et al. [45], which allows to limit
the local displacement at each iteration using an additional parameter α, improving
stability of the algorithm for small gradient values.

The second step is a Gaussian smoothing of the vector field that results from
applying this force to the current deformation

ui+1(x) = Gσ (∇DSSD(x, ui ) ◦ ui (x)) , (6.14)

with

Gσ (x) = 1√
2πσ

e− ‖x‖2

2σ2 . (6.15)

This two step procedure is iterated till convergence, and was shown [8, 45] to be
an approximation of a second order gradient descent of the SSD (see Sect. 6.1.4).

Demons and variants have been extensively used for deformable registration in
thoracic CT images [2, 56, 72]. The main advantage is the simplicity of the algorithm,
and the low computational cost. The fact that the algorithm is implicitly related to the
SSD similarity measure however, limits its use to mono-modal registration problems.

6.3 Overview of Respiratory Motion Estimation Based
on IB-DIR

In this section, we present a short overview of studies on respiratory motion estimation
based on IB-DIR methods. Their popularity can be explained by the recent devel-
opments in imaging technologies, improving accessibility to rapid or respiratory-
correlated CT images (4D CT). Others modalities include breath-hold CT scans
(BHCT) acquired at different breathing states, cone-beam CT images and 4D MRI.

The Fig. 6.5 presents an excerpt of published studies on lung motion modeling
based on IB-DIR methods. We stress the reader here that there is abundant literature
on the subject and we do not pretend to be exhaustive. In order to highlight some
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tendencies over the years, we summarized the main registration components that were
used in terms of similarity measure, transformation type, regularization scheme and
optimization strategy (Fig. 6.6).

Over the years, methodological advances have been proposed. Regarding the
metrics, several approaches have been proposed to take into account the change in
density of the lung during respiration (APLDM [57], SSTVD [80], CCLG [11]),
even if conventional MI is still used. Others have proposed to include constraints
that reinforce anatomical correspondence (vessels) in the metric.

For the transformations, some global consistency and invertibility constraints have
been proposed to limit the search space of the optimization. In order to circumvent
over-smoothing in case of sliding motion, several authors proposed to separately
register each region [48, 69, 77]. Alternatively, locally non-isotropic regularization
with respect to a prior segmentation also allows to take into account the sliding
problem [16, 59]. Clearly, all prior knowledge that is available could be inserted into
the registration process in order to make it more robust.

Another important aspect is that implementation does matter. Authors using sim-
ilar (even though not strictly equivalent) registration methods, obtain large differ-
ences in terms of accuracy and speed. Nonetheless, large comparative registration
challenges [41] have shown that the overall accuracy obtained for CT images of the
lung is around 1–2 mm, which is acceptable for radiotherapy applications. The next
challenges should be robustness of the algorithms and real time computation.

6.4 Open-Source Software and Data Sets

The following list is a snapshot of existing open-source software related to deformable
image registration.

• ITK: large library for image segmentation and registration, http://www.itk.org/
• Elastix: based on ITK, focused on deformable image registration http://elastix.isi.

uu.nl [30]
• Plastimatch: GPU implementation of FFD using B-splines, and the demons algo-

rithm http://plastimatch.org/ [62]
• Niftyreg: GPU implementation of FFD using B-splines http://sourceforge.net/

projects/niftyreg/files/latest/download [40]
• B-LUT: fast B-spline interpolation http://www.creatis.insa-lyon.fr/rio/b-lut [58]
• ANTS: for brain and image mapping http://www.picsl.upenn.edu/ANTS/
• VV: visualization of Deformable Vector Field (DVF) and 4D images http://vv.

creatis.insa-lyon.fr [49, 60]
• DROP:http://www.mrf-registration.net/deformable/index.html [21]

Similarly, here is a list of validation data sets (see also Chap. 8):

• EMPIRE10: lung registration challenge http://empire10.isi.uu.nl/ [41]
• Dir-Lab: 4D CT and landmarks http://www.dir-lab.com [12]

http://www.itk.org/
http://elastix.isi.uu.nl
http://elastix.isi.uu.nl
http://plastimatch.org/
http://sourceforge.net/projects/niftyreg/files/latest/download
http://sourceforge.net/projects/niftyreg/files/latest/download
http://www.creatis.insa-lyon.fr/rio/b-lut
http://www.picsl.upenn.edu/ANTS/
http://vv.creatis.insa-lyon.fr
http://vv.creatis.insa-lyon.fr
http://www.mrf-registration.net/deformable/index.html
http://dx.doi.org/10.1007/978-3-642-36441-9_8
http://empire10.isi.uu.nl/
http://www.dir-lab.com
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• MIDRAS: 4D CT [6] (data not directly available)
• POPI: 4D CT images, DVF and landmarks http://www.creatis.insa-lyon.fr/rio/

popi-model [71]
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Chapter 7
Intensity-Based Registration for Lung
Motion Estimation

Kunlin Cao, Kai Ding, Ryan E. Amelon, Kaifang Du, Joseph M. Reinhardt,
Madhavan L. Raghavan and Gary E. Christensen

Abstract Image registration plays an important role within pulmonary image
analysis. The task of registration is to find the spatial mapping that brings two images
into alignment. Registration algorithms designed for matching 4D lung scans or two
3D scans acquired at different inflation levels can catch the temporal changes in
position and shape of the region of interest. Accurate registration is critical to post-
analysis of lung mechanics and motion estimation. In this chapter, we discuss lung-
specific adaptations of intensity-based registration methods for 3D/4D lung images
and review approaches for assessing registration accuracy. Then we introduce meth-
ods for estimating tissue motion and studying lung mechanics. Finally, we discuss
methods for assessing and quantifying specific volume change, specific ventilation,
strain/ stretch information and lobar sliding.

7.1 Introduction

Image registration can be used to determine a spatial mapping that matches images
collected at different time points, or using different imaging modalities. It has been
widely used in radiotherapy for various applications, such as in motion studies, dose
accumulation/composite, dose response evaluation, adaptive planning, auto contour-
ing etc. for various radiotherapy treatment sites such as brain, lung, head neck,
prostate, and cervix. In motion studies, image registration has been used to evalu-
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ate the internal target volume (ITV) which encompasses the clinical target volume
(CTV) and internal margin (IM) to account for the variation in size, shape and posi-
tion, e.g. filling of bladder and movements of respiration [54]. In auto contouring,
the contours drawn by physicians on the initial data set can be propagated to the data
set of interest after image registration is performed to define the gross tumor vol-
ume (GTV) or the organs at risk (OAR) [95]. Such image pair can be intra-modality
images such as 4D CT images or inter-modality images such as the images of PET-
CT image and planning CT image. In addition to the primary contours drawn by the
physicians, the OARs can also be defined as atlas from population so that they can
be propagated to any new patient data set when the contour task is required. The
auto contour greatly reduced the total treatment planning time and allows for the
potential fast same day simulation, planning and treatment clinical work flow [34].
Similarly, in the dose accumulation/composite, instead of propagating the contours,
the planning dose from previous treatments can be propagated to the later treatment
scans so that the total planning dose can be accumulated for further dose response
evaluation or adaptive planning [100].

In lung cancer radiotherapy, image registration is a key tool as one seeks to link
images across modalities, across time, or between lung volumes in the use of pul-
monary investigations [39, 46, 58, 60], due to the inherent motion of the respiratory
system. For example, registration can be used to determine the spatial locations of
corresponding voxels in a sequence of pulmonary scans, as discussed in Chap. 6.
The computed correspondences immediately yield the displacement fields corre-
sponding with the motion of the lung between a pair of images. Using the image
registration, the auto contouring, dose accumulation/composite, adaptive planning
tools etc. as introduced above can be built upon. Furthermore, because of the lung
tissue’s mechanical property during expansion and contraction is highly related to its
ventilation function, the image registration has also been extended to the functional
lung imaging as discussed in Chap. 13.

Chapters 2 and 3 introduced different methods for 4D thoracic CT image acqui-
sition. Imaging allows non-invasive study of lung behavior and image registration
has been used to examine lung mechanics and pulmonary functions [31, 43, 74].
Some groups have utilized non-invasive imaging and image registration techniques
to examine the linkage between estimates of regional lung expansion and local lung
ventilation [26, 32, 42–44, 74, 88, 89, 102]. Guerrero et al. used two CT images,
acquired at different lung inflations, and optical flow image registration to estimate
regional ventilation to identify functioning versus non-functioning lung tissue for
radiotherapy treatment planning [43, 44]. Sundaram and Gee used serial magnetic
resonance imaging to quantify lung kinematics in statically acquired sagittal cross-
sections of the lung at different inflations [88, 89]. Using non-linear image regis-
tration, they estimated a dense displacement field from one image to the other, and
from the displacement field they computed regional lung strain. Christensen et al.
used consistent image registration to match images across cine-CT sequences, and
estimate rates of local tissue expansion and contraction [26]. Their measurements
matched well with spirometry data. Reinhardt et al. used image registration to match
lung CT volumes across different levels of inflation [32, 74]. They calculated local

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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specific volume changes as an index of regional ventilation, and compared specific
volume change to xenon-CT based estimates of regional ventilation in sheep. Gor-
bunova et al. developed a weight preserving image registration method for monitoring
disease progression [42]. Yin et al. proposed a new similarity cost preserving the lung
tissue volume, and compared the new cost function driven registration method with
SSD driven registration in the estimation of regional lung function [102].

Local lung expansion can be estimated by using registration to match images
acquired at different levels of inflation. Tissue expansion (and thus, specific volume
change) can be estimated by calculating the Jacobian determinant of the transfor-
mation field derived by image registration [74]. The tissue strain tensor can also be
calculated from the transformation field. Since both the Jacobian matrix and the strain
tensor are formed using partial derivatives of the transformation field, it is important
that the underlying registration transformation model be well-behaved with respect
to these derivatives if the functional and mechanical results obtained are to be useful.

7.2 Intensity-Based Registration

The goal of registration is to find the spatial mapping that will bring the moving
image into alignment with the fixed image. Many image registration algorithms have
been proposed and various features such as landmarks, contours, surfaces and vol-
umes have been utilized to manually, semi-automatically or automatically define
correspondences between two images [39, 59, 60]. Chapters 5 and 6 introduced
feature-based and intensity-based registration techniques. The input data to the reg-
istration process is usually two images; one is defined as the moving or template
image I1, and the other is defined as the fixed or target image I2. The transform
defines how points from the moving image I1 are mapping to their corresponding
points in the fixed image I2. In three dimensional space, let x = (x, y, z)T define
a voxel coordinate in the image domain of the fixed image I2. The transformation
T is a (3 × 1) vector-valued function defined on the voxel lattice of fixed image,
and T (x) gives the corresponding location in moving image to the point x. The cost
function represents the similarity measure of how well the fixed image is matched
by a warped moving image. The optimizer is used to optimize the similarity criterion
over search space defined by transformation parameters.

4D image registrations have been developed for spatial and temporal motion esti-
mation in a 4D image sequence. 4D CT images are given as a sequence of 3D
images representing different respiratory phases in the breathing cycle as discussed
in Chaps. 2 and 3. Typical values are 10 phases from 0 to 90 % phase at 10 % intervals,
where 0 % represents maximum inhale and 50 % approximately maximum exhala-
tion. Most registration approaches use a pairwise registration paradigm, including
the reference-strategy which registers each phase to a chosen reference phase (e.g.
the end of expiration), and the consecutive-strategy which describes deformations
respect to the neighboring time point. Figure 7.1 depicts the reference-strategy with
the 50 % image as reference. For a voxel localization x in the reference phase, the

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
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Fig. 7.1 Registration scheme for motion field extraction of a 4D CT data set using the reference-
strategy. Each phase of the 4D CT image is registered with a chosen reference phase (e.g. the end
of expiration) (figure adapted from [57])

corresponding localization in the rest of the phases is given by the computed trans-
formation, and in this way, the trajectory of a point is easily defined. Using the
consecutive strategy, transformations have to be concatenated to compute a trajec-
tory, whereby interpolation errors may be introduced.

In addition to pair-wise methods, groupwise strategies have been developed which
simultaneously align multiple phases in a 4D image sequence. In these approaches,
all the phase images in a 4D data set are input into the registration algorithm without
assigning fixed or moving image [16, 62, 93, 99]. In this chapter, we introduce lung
motion estimation from pair-wise registration between images acquired at different
inflation levels.

7.2.1 Preprocessing

Many registration techniques for lung CT images require image preprocessing steps.
Common preprocessing operations include downsampling large datasets, extracting
region of interest (ROI), and initial pre-aligning images. As the CT imaging tech-
niques improve, it is now possible to image lung structures with high spatial reso-
lution, and thus produce large CT datasets. In many cases, downsampling is needed
to resize the original data and to improve the registration efficiency and robust-
ness. A further common preprocessing step is an initial alignment to roughly catch
the translation, rotation, and scaling between two images, i.e. by an affine pre-
registration.

One of the major challenges for registration methods in lung motion estimation
is the occurrence of sliding motion between the visceral and parietal pleura (see
Sect. 4.2.1) and between the individual lung lobes [4, 12, 33]. Sliding motion con-
tradicts common regularization models applied to avoid discontinuities like gaps or
foldings in the computed transformation. To cope with sliding motion, many registra-
tion methods utilize a lung segmentation mask to restrict registration to the inside of
the lung. In the inter-institutional study Evaluation of Methods for Pulmonary Image
Registration (EMPIRE10) [66], 16 out of 20 participating methods applied masking
in at least on step of the algorithm. Due to the large density difference between the

http://dx.doi.org/10.1007/978-3-642-36441-9_4
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Fig. 7.2 Pulmonary CT images acquired at breath-hold (a) maximum exhale and (b) maximum
inhale with renderings of the lung segmentations (green objects)

air-filled lungs and surrounding tissue, robust automatic algorithms exist for lung
segmentation in CT images [52]. Figure 7.2 gives an illustration of pulmonary CT
images with renderings of the lung segmentations. Image pair was acquired dur-
ing breath-holds near functional residual capacity (maximum exhale) and total lung
capacity (maximum inhale). Although first approaches for automatic segmentation
of lung lobes exist [76, 92], lobe segmentation remains challenging because of imper-
ceptible fissures in 4D CT images. Performing registration in the region of interest
may help improve registration accuracy and efficiency, but registration is limited to
the object (lung or lobe) and provides no information about other image regions.
Recently, novel regularization approaches has been presented to explicitly model the
sliding motion along organ boundaries (see Sect. 7.2.3.3).

7.2.2 Similarity Criteria

Intensity-based registration utilizes the intensity information of two images to mea-
sure how well they are aligned. It takes advantage of the strong contrast between
the lung parenchyma and the chest wall, and between the parenchyma and the blood
vessels and larger airways. To solve the intensity-based image registration problem,
it is usually assumed that intensities of corresponding voxels are related to each
other in some way. Many criteria to construct the intensity relationship between
corresponding points have been suggested for aligning two images, as discussed in
Chap. 6. Cost functions such as mean square difference (MSD), correlation coeffi-
cient, mutual information, pattern intensity, and gradient correlation are routinely
used for image registration [50, 72].

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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7.2.2.1 Sum of Squared Difference (SSD)

A simple and common similarity function is the sum of squared difference (SSD),
which measures the intensity difference at corresponding points between two images.
Mathematically, it is defined by

CSSD =
∫

Ω

[I2(x) − I1(T (x))]2 dx, (7.1)

where I1 and I2 are the moving and fixed images, respectively. Ω denotes the union of
lung regions in fixed image and deformed moving image. The underlying assumption
of SSD is that the image intensity at corresponding points between two images should
be similar. This is true when registering images of the same modality. In such cases,
if the images are perfectly mapped, the corresponding intensities should be identical,
which means the same underlying structure has the same intensity value in the two
images.

However, considering the change in CT intensity as air inspired and expired
during the respiratory cycle, the grayscale range are different within the lung
region in two CT images acquired at different inflation levels. To balance this
grayscale range difference, normalization of the intensities are needed. For example, a
histogram matching procedure [98] can be used before SSD registration to modify
the histogram of moving image so that it is similar to that of fixed image. Figure 7.3

Fig. 7.3 Illustration of histogram matching before SSD registration between breath-hold maximum
exhale and maximum inhale images from a human subject. a A sagittal slice from maximum exhale.
b A sagittal slice from maximum inhale. c The sagittal slice of b after histogram modification so
that its grayscale range is similar to that of a
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gives an illustration of histogram matching before SSD registration between a pair of
images acquired at breath-hold maximum exhale and maximum inhale from a human
subject. Alternative approaches use a-priori knowledge about density changes in the
lungs to preprocess images before the registration [81]. Please note that intensity
normalization is only needed for SSD similarity function discussed here. It is not
necessary for the similarity functions discussed below.

7.2.2.2 Similarity Functions for Multi-Modal Registration

As mentioned above, CT intensity is a measure of tissue density and therefore changes
as the tissue density changes during inflation and deflation. The registration problem
under this circumstance is similar to the multi-modality image registration, where
similarity functions based on correlation coefficients (CC) [7, 48] or on mutual
information (MI) [27, 61, 91, 94] are well suited and widely used. In the EMPIRE10
study for lung registration [66], 10 out of 20 participants used multi-modal similarity
metrics based on CC or MI.

The local normalized cross-correlation (NCC) between two images I1 and I2
assumes a linear dependency between the image intensities and is defined by

CNCC = 1

|Ω|
∑

x∈Ω

∑
xi

(
I2(xi ) − μI2(x)

) (
I1 ◦ T (xi ) − μI1◦T (x)

)

√∑
xi

(
I2(xi ) − μI2(x)

)2
√∑

xi

(
I1 ◦ T (xi ) − μI1◦T (x)

)2
,

(7.2)
where xi ∈ N (x) iterates through a neighborhood of voxel x and μ is the mean
value within this neighborhood.

Mutual information expresses the amount of information that one image contains
about the other one. Analogous to the Kullback-Leibler measure, the negative mutual
information cost of two images is defined as [61, 91]

CMI = −
∑

i

∑

j

p(i, j) log
p(i, j)

pI1◦T (i)pI2( j)
, (7.3)

where p(i, j) is the joint intensity distribution of transformed moving image I1 ◦ T
and fixed image I2; pI1◦T (i) and pI2( j) are their marginal distributions, respectively.
The histogram bins of I1◦T and I2 are indexed by i and j . Misregistration results in a
decrease in the mutual information, and thus, increases the similarity cost CMI. Note
that the MI metric does not assume a linear relationship between the intensities of the
two images (see Sect. 6.1.4.5 too). Multi-modal metrics omit the need of intensity
normalization in lung registration, but the computational effort of these measures is
increased compared to SSD.

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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7.2.2.3 Sum of Squared Tissue Volume Difference (SSTVD)

Beside the widely used standard similarity functions for mono- or multi-modal reg-
istration, a number of lung-specific similarity metrics have been developed recently.

A recently developed similarity function, the sum of squared tissue volume
difference (SSTVD) [42, 102], accounts for the variation of intensity in the lung CT
images during respiration. This similarity criterion minimizes the local difference
of tissue volume inside the lungs scanned at different pressure levels. This criterion
is based on the assumption that the tissue volume is constant between inhale and
exhale.1

Assume that lung is a mixture of two materials: air and tissue/blood (non-air).
Then the Hounsfield units (HU) in lung CT images is a function of tissue and air
content. From the HU of CT lung images, the regional tissue volume and air volume
can be estimate following the air-tissue mixture model by Hoffman et al. [49]. Let
v(x) be the volume element at location x. Then the tissue volume V (x) within the
volume element can be estimated as

V (x) = v(x)
HU (x) − HUair

HUtissue − HUair
= v(x)β(I (x)), (7.4)

where we assume that HUair = −1000 and HUtissue = 0. Let v1(T (x)) and v2(x)

be the anatomically corresponding volume elements, and V1(T (x)) and V2(x) be the
tissue volumes within anatomically corresponding volume elements, respectively.
Then the intensity similarity function SSTVD is defined as [101, 102]

CSSTVD =
∫

Ω

[V2(x) − V1(T (x))]2 dx

=
∫

Ω

[v2(x)β(I2(x)) − v1(T (x))β(I1(T (x)))]2 dx. (7.5)

The Jacobian determinant (often simply called the Jacobian) of a transformation
J (T ) estimates the local volume changes resulted from mapping an image through
the deformation [10, 21, 25]. In 3D space, let T (x, y, z) = [Tx (x, y, z), Ty(x, y, z),
Tz(x, y, z)]T be the vector-valued transformation which deforms the moving image
I1 to the fixed image I2. The Jacobian of the transformation J (T (x, y, z)) at location
(x, y, z)T is defined as

J (T (x, y, z)) =

∣
∣∣∣∣∣∣

∂Tx (x,y,z)
∂x

∂Tx (x,y,z)
∂y

∂Tx (x,y,z)
∂z

∂Ty(x,y,z)
∂x

∂Ty(x,y,z)
∂y

∂Ty(x,y,z)
∂z

∂Tz(x,y,z)
∂x

∂Tz(x,y,z)
∂y

∂Tz(x,y,z)
∂z

∣
∣∣∣∣∣∣
. (7.6)

1 However, we need to mention that this is not fully true due to the increased blood volume through
inhalation [43].
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Thus, the tissue volumes in image I1 and I2 are related by v1(T (x)) = v2(x) ·
J (T (x)), and Eq. (7.5) can be rewritten as

CSSTVD =
∫

Ω

{v2(x) [β(I2(x)) − J (T (x))β(I1(T (x)))]}2 dx. (7.7)

An alternative approach based on the assumption that the total mass (tissue vol-
ume) of the lung is conserved was proposed by Castillo et al. [17], named “combined
compressible local-global optical flow” (CCLG). The main idea of this approach is
to substitute the conservation of mass equation for the constant intensity assumption
in the classical optical flow formulation of Horn and Schunk [51].

7.2.2.4 Sum of Squared Vesselness Measure Difference (SSVMD)

Feature information extracted from the intensity image is important to help guide
the image registration process. During the respiration cycle, blood vessels keep their
tubular shapes and tree structures. Therefore, the spatial and shape information of
blood vessels can be utilized to help improve the registration accuracy. Blood vessels
have larger HU values than that of parenchyma tissues. The intensity difference
between parenchyma and blood vessels can effectively help intensity-based registra-
tion. However, as the blood vessel branches, the diameter of vessel becomes smaller
and smaller. The small blood vessels are difficult to see because of their low intensity
contrast. Therefore, grayscale information of the small vessels give almost no con-
tribution to similarity functions directly based on intensity. In order to better utilize
the information of blood vessel locations, the vesselness measure (VM) computed
from intensity image can be used.

The vesselness measure is based on analyses of eigenvalues of the Hessian matrix
of the image intensity. These eigenvalues can be used to indicate the shape of the
underlying object. In 3D lung CT images, tubular structures such as blood ves-
sels (bright) are associated with one negligible eigenvalue and two similar non-zero
negative eigenvalues [40]. Ordering eigenvalues of a Hessian matrix by magnitude
|λ1| ≤ |λ2| ≤ |λ3|, the Frangi’s vesselness function [40] is defined as

F(λ) =

⎧
⎪⎨

⎪⎩

(

1 − e
− R2

A
2α2

)

· e
−R2

B
2β2 ·

(

1 − e
− S2

2γ 2

)

if λ2 < 0 and λ3 < 0

0 otherwise

(7.8)

with

RA = |λ2|
|λ3| , RB = |λ1|√|λ2λ3| , S =

√
λ2

1 + λ2
2 + λ2

3, (7.9)

where RA distinguishes between plate-like and tubular structures, RB accounts for the
deviation from a blob-like structure, and S differentiates between tubular structure
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Fig. 7.4 The vesselness images calculated from lung CT grayscale images. a A transverse slice of
breath-hold maximum exhale data. b The vesselness measure of slice in a. Vesselness measure is
computed in multiscale analysis and rescaled to [0, 1]

and noise. α, β, γ control the sensitivity of the vesselness measure. In lung CT
images, an example parameter setting is α = 0.5, β = 0.5, and γ = 5.

The Hessian matrix is computed by convolving the intensity image with second
and cross derivatives of the Gaussian function. For a multiscale analysis, the response
of the vesselness filter will achieve the maximum at a scale which approximately
matches the size of vessels to detect. Therefore, the final vesselness measure is
estimated by computing Eq. (7.8) for a range of scales and selecting the maxi-
mum response: F = maxσmin≤σ≤σmax F(λ). Here σ is the standard deviation of the
Gaussian function [36].

The vesselness image is rescaled to [0, 1] and can be considered as a probability-
like estimate of vesselness features. Larger vesselness value indicates the underlying
object is more likely to be a vessel structure, as shown in Fig. 7.4. The sum of squared
vesselness measure difference (SSVMD) is designed to match similar vesselness
patterns in two images. Given F1(x) and F2(x) as the vesselness measures of images
I1 and I2 at location x respectively, the vesselness cost function is formed as [13, 14]

CSSVMD =
∫

Ω

[F2(x) − F1(T (x))]2 . (7.10)

Mismatch from vessel to tissue structures will result a larger SSVMD cost. This sim-
ilarity metric can be used together with any other intensity-based volumetric metrics
to help guide the registration process and improve matching accuracy.

7.2.3 Transformation Constraints

Enforcing constraints on the transformation helps to generate more meaningful reg-
istration results. In general, the computed transformation should be smooth and
maintain the topology of the transformed images. Furthermore, the registration
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method should be symmetric, and should produce the same correspondences between
two images independent of the choice of fixed and moving images.

7.2.3.1 Regularization Constraints

Continuum mechanical models such as linear elasticity [22, 23] and viscous fluid
[22, 24] can be used to regularize the transformations. For example, linear-elastic
constraint of the form

CELA =
∫

Ω

||Lu(x)||2dx, (7.11)

can be used to regularize the displacement fields where

u(x) = T (x) − x. (7.12)

The linear elasticity operator L has the form of Lu(x) = −α∇2u(x) − β∇
(∇ · u(x))+γ u(x) where ∇ =

[
∂
∂x , ∂

∂y , ∂
∂z

]
and ∇2 = ∇ ·∇ =

[
∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2

]
.

In general, L can be any nonsingular linear differential operator [63], e.g. a Laplacian
regularization constrain is given by

CLAP =
∫

Ω

||∇2u(x)||2dx. (7.13)

Further regularization terms are discussed in Sect. 6.1.5.
The purpose of the regularization constraints are to constrain the transformation

to obey the laws of continuum mechanics and ensure it maintains the topology of
two images. Using a linear differential operator as defined in Eq. (7.11) can help
to smooth the transformation, and to eliminate abrupt changes in the displacement
fields. However, it can not prevent the transformation from folding onto itself, i.e.
destroying the topology of the images under transformation [25].

To help maintain desirable properties of the moving and fixed images during defor-
mation, another regularization example can be a constraint that prevents the Jacobian
of transformations from going to zero or infinity. The Jacobian is a measurement
to estimate the pointwise expansion and contraction during the deformation (see
Sect. 7.2.2.3). A constraint that penalizes small and large Jacobian is given by [21]

CJac(T ) =
∫

Ω

[
(J (T (x)))2 +

(
1

J (T (x))

)2]
dx. (7.14)

Further examples of regularization constraints that penalize large and small Jacobians
can be found in Sect. 6.1.5, and Ashburner et al. [6].

http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_6
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7.2.3.2 Inverse Consistency Constraint

In order to find better correspondence mapping and reduce pairwise registration error,
one method is to jointly estimate the forward and reverse transformations between
two images while minimizing the inverse consistent error.

Define forward transformation T deforms I1 to I2 and the reverse transformation
G deform I2 to I1. A meaningful map between two anatomical images should be one-
to-one, i.e. each point in image I1 is mapped to only one point in image I2 and vice
versa. However, many unidirectional image registration techniques have the problem
that their similarity cost function does not uniquely determine the correspondence
between two images. The reason is that the local minima of similarity cost func-
tions cause the estimated forward mapping T to be different from the inverse of the
estimated reverse mapping G−1. To overcome correspondence ambiguities, trans-
formations T and G can be jointly estimated. Ideally, T and G should be inverses
of one another, i.e. T = G−1. In order to couple the estimation of T and G together,
an inverse consistency constraint (ICC) [21] is imposed as

CICC =
∫

Ω

||T (x) − G−1(x)||2dx. +
∫

Ω

||G(x) − T−1(x)||2dx. (7.15)

The constraint is minimized and the corresponding transformations are said to be
inverse-consistent if T = G−1.

7.2.3.3 Sliding Preserving Regularization

The physiological characteristics of the lung motion imply discontinuities between
the motion of lung and rib cage contradicting common regularization schemes. As
discussed in Sect. 7.2.1, most lung-specific registration algorithms address this prob-
lem using lung segmentation masks.

Recently, novel regularization approaches were presented to explicitly model the
sliding motion along organ boundaries. Ruan et al. [78] uses a regularization that pre-
serves large shear values to allow for sliding motion. Schmidt-Richberg et al. [83]
addressed sliding motion by a direction-dependent regularization at organ bound-
aries extending the common diffusion registration by distinguishing between normal-
and tangential-directed motion. The idea of direction-dependent regularization was
adopted in other publications, too [30, 71].

7.2.4 Parameterization, Optimization and Multi-Resolution
Scheme

7.2.4.1 Transformation Parameterization

The transformation model defines how one image can be deformed to match another.
It can be a simple rigid or affine transformation, or a non-linear transformation such
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as the spline-based registrations [90], elastic models [9], fluid models [19], finite
element (FE) models [38], etc. The lung is composed of non-homogenous, soft
tissue, interlaced by branching networks of airways, arteries, and veins. Lung tissue
expansion varies within in the lung depending on body orientation, the direction of
gravitation forces, the pattern of airway and vessel branching, disease conditions,
and other factors. Since lung expansion is non-uniform, non-linear transformation
models are needed to track tissue expansion across changes in lung volume.

To represent the locally varying geometric distortions, the transformation can be
represented through different forms. There are three common parameterizations used
for intensity-based registration methods of lung CT. The first type of transformation
is based on B-splines, as introduced in Sect. 6.2.1. B-splines [79] are well suited
for shape modeling and are efficient to capture the local nonrigid motion between
two images. Considering the computational efficiency and accuracy requirement,
the cubic B-Spline based parameterization is commonly chosen to represent the
transformation. In the EMPIRE10 study 10 out of 20 algorithms used a B-Spline
parametrization as transformation model [66]. Other basis functions such as thin-
plate splines(TPS) [8], Fourier series [5], elastic body spline(EBS) [29] can also be
used to parameterize the deformation.

The second type of transformation is dense deformable vector field (DVF), which
is introduced in Sect. 6.2.2. The DVF is a non-parametric model representing the
deformation by displacement vectors u(x) for each voxel location. The transforma-
tion is then given by T (x) = x + u(x).

In the third type, the transformation is represented by a velocity field v : Ω → Rd

in order to ensure that the transformation is diffeomorphic. Diffeomorphisms define a
globally one-to-one smooth and continuous mapping, and therefore, preserve topol-
ogy and are suitable for the study of pulmonary kinematics. Given a time-dependent
velocity field v : Ω × [0, 1] → Rd , one defines the ordinary differential equation
(ODE): ∂tφ(x, t) = v(φ(x, t), t), with φ(x, 0) = x. For sufficient smooth v and
fixed t , e.g. t = 1, the solution T (x) = φ(x, 1) of this ODE is known to be a diffeo-
morphism on Ω [103]. Diffeomorphic registration algorithms are discussed in more
detail in Sect. 10.4.2. Several approaches use diffeomorphic registration methods to
model lung motions [28, 35, 41, 82, 86].

7.2.4.2 Optimization

Most registration algorithms employ standard optimization techniques to the opti-
mal transformation, as discussed in Chap. 6. There are several existing methods in
numerical analysis such as the partial differential equation (PDE) solvers to solve the
elastic and fluid transformation, gradient descent, conjugate gradient method, New-
ton, Quasi-Newton, LBFGS, etc [56, 68, 69, 73]. One efficient optimization method
is a limited-memory, quasi-Newton minimization method with bounds (L-BFGS-B)
[11, 104]. It is well suited for optimization with a high dimensional parameter space.
In addition, this algorithm allows bound constraints on the independent variables.
For example, if the transformation are represented using B-splines, then the bound

http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_10
http://dx.doi.org/10.1007/978-3-642-36441-9_6
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constraints can be applied on B-spline coefficients so that it is sufficient to guarantee
the local injectivity (one-to-one property) of transformation [18], i.e. the transfor-
mation maintains the topology of two images. According to the analysis from Choi
and Lee [18], the displacement fields are locally injective all over the domain if
B-Spline coefficients satisfy the condition that cx ≤ δx/K , cy ≤ δy/K , cz ≤ δz/K ,
where cx , cy, cz are B-Spline coefficients, δx , δy, δz are B-Spline grid sizes along
each direction, and K is a constant approximately equal to 2.479772335.

7.2.4.3 Multi-Resolution Scheme

In order to improve speed, accuracy and robustness of registration algorithms, a
spatial multiresolution procedure from coarse to fine is often used. The basic idea of
multiresolution is that registration is first performed at a coarse scale where the images
have much fewer pixels, which is fast and can help eliminate local minima. The
resulting spatial mapping from the coarse scale is then used to initialize registration
at the next finer scale. This process is repeated until registration is performed at the
finest scale.

7.3 Registration Accuracy Assessment

Validation and evaluation of image registration accuracy is an important task to
quantify the performance of registration algorithms. Due to the absence of a ‘gold
standard’ to judge a registration algorithm, various evaluation methods are needed to
validate the performance of image registration with respect to different properties of
transformations. Focusing on lung image registration, the following image features
and information can be used to measure registration accuracy:

• Features extracted from image, such as landmarks, airway and vessel trees, fissures,
and object volumes;

• Transformation properties, such as zero singularities and inverse consistency prop-
erties;

• Additional information that is not used in the registration data, such as ventilation
map estimated from Xenon-CT image;

All the features and image information mentioned above provide different perspec-
tives for registration accuracy measurement. Additional validation methods to mea-
sure registration accuracy can be found in Chap. 8.

7.3.1 Evaluation Methods Used in the EMPIRE10 Challenge

Researchers usually test their algorithms on their own data, which varies widely. To
make a fair comparison of different methodologies, EMPIRE10 challenge (Evaluation

http://dx.doi.org/10.1007/978-3-642-36441-9_8
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of Registration Methods on Thoracic CT) was designed to evaluate the performance
of different lung registration algorithms on the same set of 30 thoracic CT pairs.

All the registration results were evaluated in four aspects: (1) alignment of the lung
boundaries, (2) alignment of the major fissures, (3) alignment of correspondence of
annotated point pairs, (4) analysis of singularities in the deformation field. We will
shortly discuss these validation methods, full details can be found in [66].

7.3.1.1 Landmark Matching Accuracy

Landmarks are point features of an object. Anatomical landmarks have biological
meaning. Intra-subject images of the lung contain identifiable landmarks such as
airway-tree and vascular-tree branch points. An example of the landmark distribu-
tion is shown in Fig. 7.5 with the assistance of a semi-automatic system [67]. The
Euclidean distance between registration-predicted landmark position and its true
position is defined as landmark error.

In the EMPIRE10 study, landmarks were generated semi-automatically by three
independent experts.

7.3.1.2 Fissure Alignment Distance

The human lungs are divided into five independent compartments which are called
lobes. Lobar fissures are the division between adjacent lung lobes. The lobes can

Fig. 7.5 Distribution of landmarks (green points) selected at vessel-tree branch points on breath-
hold (a) maximum exhale, and (b) maximum inhale scans from one human subject
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be segmented [92] and the fissures represent important physical boundaries within
the lungs. Therefore, alignment of fissures is an important evaluation category. The
statistics of fissure positioning error (FPE) can be used to evaluate the fissure align-
ment. The FPE is defined as the minimum distance between a point on the deformed
fissure and the closest point on the corresponding target fissure. Mathematically, this
metric can be stated as

FPE(x) = min
y∈F2

d(x, T ( y)) (7.16)

for a given point x in F1, where F1 (F2, resp.) is the set of all points in the fissure in
image I1 (I2, resp.) and d(·) defines the Euclidean distance.

7.3.1.3 Relative Overlap of Lung Segmentations

The relative overlap (RO) is used to measure how well the corresponding parenchy-
mal regions of interest agree with each other. The RO metric is given by

RO(S1 ◦ T , S2) = |(S1 ◦ T ) ∩ S2|
|(S1 ◦ T ) ∪ S2| (7.17)

where S1 and S2 are corresponding regions of interest in images I1 and I2, respec-
tively. S1 ◦ T corresponds to a segmentation transformed from image I1 to I2. The
relative overlap of segmentations can be evaluated on the whole parenchyma region,
or subvolumes of left lung, right lung, or even on the lobe level whenever the seg-
mentations are available.

7.3.1.4 Validation on Transformation Properties

Good matching accuracy on the feature locations does not guarantee that regions away
from the features are correctly aligned. In order to reveal how well a transformation
preserves the topology between two images during the deformation, the Jacobian
determinant of the transformation field derived by image registration can be used for
singularity assessment.

The Jacobian determinant J at a given point gives important information about
the behavior of transformation T at that point. If the Jacobian value at x is zero,
then T is not invertible near x. A negative Jacobian indicates T reverses orien-
tation, which folds the domain [20, 25]. A positive Jacobian means the transfor-
mation T preserves orientation near x. These indications of Jacobian are listed in
Eq. (7.18).
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⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

J > 0, preserve orientation

⎧
⎪⎨

⎪⎩

J > 1, local expansion

J = 1, no deformation

0 < J < 1, local contraction

J = 0, non-injective

J < 0, reverse orientation

(7.18)

The Jacobian evaluates the quality of transformations by measuring how well the
transformation preserves topology. For lung registration, a meaningful and physically
plausible deformation within a continuous region should be diffeomorphic, and thus
contains no singularities (J ≤ 0).

Other measures of transformation properties can be defined, e.g. the inverse con-
sistency error (see Sect. 8.1). It measures the consistency between a forward trans-
formation and a reverse transformation between two images. Ideally, composing the
forward and reverse transformations together should produce the identity map when
there is no inverse consistency error.

7.3.1.5 Registration Algorithms for Lung Motion Estimation

The EMPIRE10 competition included a wide variety of registration algorithms (trans-
formation models, similarity measures, etc.). Most algorithms used lung-specific
preprocessing (masking, histogram-matching, etc.), but beside this, only a selec-
tion of algorithms were tailored towards thoracic CT applications. A conclusion of
the EMPIRE10 study was “[..] generic algorithms which were not tailored for this
data performed extremely well and many different approaches to registration were
shown to be successful.” [66]. Accurate registration of lung CT images is possible,
as shown by an average TRE of less than 1 mm for the top six algorithms in this
study. Another important result was that landmark matching accuracy provided the
most useful reference for distinguishing between registration algorithm results.

In the following, we review some of the registration algorithms that participated
in this study: Song et al. proposed the algorithm which includes affine transfor-
mation and different diffeomorphic transformation by maximizing cross correlation
between images [86]. Han proposed a hybrid feature-constrained deformable reg-
istration method. The features are detected based on robust 3D SIFT descriptors,
and then a mutual information based registration is used to match those features.
The feature correspondences are used to guide an intensity-based deformable image
registration which maximizes the mutual information and minimize the normalized
sum of squared differences between images [47]. Ruhaak et al. presented a varia-
tional approach which drives the registration towards exact lung boundary matching.
They used the normalized gradient field to measure the distance focusing on image
edges instead of intensities, and a curvature regularizer is applied to penalize the sec-
ond order derivatives and yields smooth solutions [80]. Muenzing et al. developed
a novel regularization model incorporates information from two different knowl-
edge sources: anatomical aspect and statistical aspect in which the regularization is

http://dx.doi.org/10.1007/978-3-642-36441-9_8
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considered as a machine learning problem. Predominant anatomical structures are
extracted and used to model the ROI as composition of anatomical objects. And
finally, a link function is formulated to combine the two pieces of information [65].
Modat et al. proposed the NiftyReg package which contains a global and a local regis-
tration algorithm [64]. A block-matching technique is used in the global registration,
as proposed by Ourselin et al. [70]. The Free-Form Deformation (FFD) algorithm is
used in the local registration stage to maximize the normalized mutual information.
Staring et al. proposed the algorithm including a combination of an affine as well
as non-rigid transformations by maximizing the normalized correlation coefficient,
which is implemented in elastix [87]. Schmidt-Richberg et al. developed a robust
registration approach which consists of an affine alignment, a shape-based adjust-
ment of lung surfaces and an intensity-based diffeomorphic image registration. The
algorithm has been optimized for the registration of lung CT data [82]. Cao et al.
developed a nonrigid registration method to preserve both parenchymal tissue volume
and vesselness measure. The transformation is regularized and its local injectivity is
guaranteed [15]. Kabus et al. proposed a fast elastic registration algorithm that can
be used in a multi-resolution setting. It is initialized by an affine pre-registration of
the lungs followed by simultaneously minimizing of the similarity measure calcu-
lated as the sum of squared differences as well as the regularizing term based on the
Navier-Lame equation [55]. The elastic regularizer assumes the lung tissue can be
characterized as an elastic and compressible material. All these methods achieved
good results in the evaluation challenge.

7.3.2 Validation Using Additional Information

7.3.2.1 Correlation Between Lung Expansion and Xe-CT Estimates
of Specific Ventilation

Anatomical reference can usually provide features such as landmarks at the regions
with high contrast which can be recognized by either human observer or computer
algorithms. However, they are not be able to assess registration accuracy at the regions
where no high contrast landmarks are available. Registration results in estimate of the
regional specific ventilation (regional lung function). By comparing it with functional
information, such as the xenon-CT based estimate of the regional specific ventilation,
it is possible to assess the registration accuracy using lung function.

Previous studies have shown that the degree of regional lung expansion is directly
related to specific ventilation (sV) [74]. A good registration should produce a defor-
mation map (Jacobian map) which has high correlation with Xe-CT estimates of
ventilation map.

An example of Jacobian map derived from registering CT images between positive
end-expiratory pressure (PEEP) 10 cm H2O and 25 cm H2O for one sheep subject,
and its sV measures resulted from Xe-CT image analysis [45, 85] are shown on a
transverse slice in Fig. 7.6a, b. The correlation between ventilation map and Jacobian
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Fig. 7.6 Color-coded maps overlaid on a transverse slice showing (a) the Jacobian of transformation
between PEEP 10 cm H2O and 25 cm H2O for one sheep subject, and (b) the corresponding specific
ventilation (1/min) from the Xe-CT analysis. Blue and purple regions show larger deformation in a
and higher ventilation in b, while red and orange regions show smaller deformation in a and lower
ventilation in b

map can be utilized to validate the registration results. A higher correlation indicates
a better registration. As shown in Fig. 7.6, both sV and Jacobian maps show a similar
ventral to dorsal gradient. High specific ventilation should correspond with large
tissue expansion.

7.4 Application: Assessment of Lung Biomechanics

CT imaging of the lungs provides a new opportunity for assessment of lung function
by non-rigid image registration of a pair of scans at different inflation levels. After
finding out the transforms and correspondence for each voxel between two images,
we are ready for motion estimation and mechanical analysis in a regional level. Post-
analysis of the registration results reflects the mechanical properties of local lung
tissue. The computed measurements from dense displacement fields can be used
to estimate regional tissue motion, analyze regional pulmonary function and help
diagnose lung diseases.

Measurements resulting from image registration reveal details of local tissue
deformation patterns. Tissue motion can be quantified by parameters and index maps
from:

• Displacement field analysis, quantifying the magnitude and direction of local tissue
movement;
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Fig. 7.7 3D displacement from breath-hold maximum exhale to maximum inhale for one human
subject

• Specific volume change and ventilation analysis, quantifying specific volume and
specific air volume change through the deformation;

• Strain analysis, quantifying the major deformation magnitude and direction;
• Anisotropic deformation analysis, quantifying regional deformation patterns;
• Shear stretch analysis, quantifying the lobar sliding.

7.4.1 Displacement Vector Field

The displacement fields can be directly used to assess the magnitude and direction
of local volume movement. Figure 7.7 shows a 3D displacement filed computed
from two 3D CT data sets, acquired at breath-hold maximum exhale and breath-
hold maximum inhale. The two 3D CT images are registered using a Laplacian
regularization and a combination of the squared tissue volume difference (SSTVD)
and the squared vesselness measure difference (SSVMD) as distance measure (see
Sects. 7.2.2.3, 7.2.2.4, and 7.2.3.1). The vector field gives the direction of tissue
motion, and the length of vectors reflects the motion magnitude. Notice that regions
near the diaphragm have larger tissue motions, and are moving downwards.

Figure 7.8 demonstrates how tissue movement may be tracked during respiratory
cycles using 4DCT data. The 4DCT data sets were acquired using a Siemens Biograph
40-slice CT scanner operating in helical mode, and reconstructed at 0 %, 20 %, 40 %,



7 Intensity-Based Registration for Lung Motion Estimation 145

Fig. 7.8 Tissue ROI trajectory in 4DCT for one human subject. a ROI position in the sagittal slice.
b ROI movement trajectory during the respiratory cycle

60 %, 80 %, 100 % during inspiration (noted as 0IN, 20IN, 40IN, 60IN, 80IN, 100IN),
and 80 %, 60 %, 40 %, 20 % during expiration (noted as 80EX, 60EX, 40EX, 20EX).
Again, a Laplacian regularization and CSSTVD combined with CSSVMD were used for
the registration of the images acquired at different inflation levels. The tissue ROI
is noted in Fig. 7.8a, and its motion is shown in the Y (dorsal-to-ventral) direction
and Z (base-to-apex) direction in Fig. 7.8b. The motion of the ROI mainly occurred
in the Z direction, and moved around 15 mm from 0IN to 100IN. During inspiration,
its movement along Z direction in each interval was quite uniform (around 3 mm in
each of the five intervals). During expiration, its backwards movement was much
faster from 100IN to 80EX, and from 80EX to 60EX intervals (totally around 11 mm
in the two intervals), while in the rest three intervals it only moved around 4 mm to
its original position.

7.4.2 Specific Volume Change

Different measures can be defined to quantify lung tissue deformation patterns.
Specific volume change (sVol) measures the volume change of local structure under
deformation, and regions of local expansion or contraction can be identified. The
most intuitive way to calculate sVol is derived through the Jacobian determinant
of the transformation J (T ). Using a Lagrangian reference frame, a Jacobian value
of one corresponds to zero expansion or contraction. Local tissue expansion corre-
sponds to a Jacobian greater than one and local tissue contraction corresponds to a
Jacobian less than one. These indications of Jacobian are listed in Eq. (7.18).

As derived in Sect. 13.2 the specific volume change can be expressed as

sV ol = J (T (x)) − 1. (7.19)

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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Fig. 7.9 The Jacobian map
showing local volume defor-
mation in exhalation stage
from one human subject.
Local tissue expansion corre-
sponds to a Jacobian greater
than one and local tissue
contraction corresponds to a
Jacobian less than one

Note that sVol is linearly related to the Jacobian and therefore it is possible to use
the Jacobian measurement to reflect the specific volume change.

In Fig. 7.9, the specific volume change maps reflected by Jacobian show local
volume deformation during exhalation stage. Since the CT images were acquired
with subjects in the supine orientation, the more dependent region of lung is the
dorsal region since it is closest to the direction of the force of gravity. Thus, there is
more ventilation in the dorsal region. The maps also reflect the fact that vessels have
little deformation during respiratory cycles while lung tissues and airways deform
a lot.

7.4.3 Specific Ventilation

Specific ventilation measures the specific air volume change, and can be calculated
from the intensity information of corresponding regions. More details about specific
ventilation can be found in Chap. 13. The lung density is represented by CT grayscale
in Hounsfield units (HU), which is defined such that the HU of water and air are 0 and
-1000, respectively. Since the lung density decreases as it inflates with air, changes in
the lung CT density during inflation can also be used to quantify regional mechanical
properties. Therefore, given CT images of a lung region at two different pressures,

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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Fig. 7.10 Color-coded maps
showing specific ventilation
computed from images pair
acquired at PEEP 10 cm H2O
and 15 cm H2O for one sheep
subject

it is possible to estimate the regional air volume change based on the HU values at
corresponding regions. Assuming that the fraction of air in a region located at x is
given by Fair(x) = −I (x)/1000, where I is the intensity function of a image, the
specific ventilation sV can be calculated by [84]

sV = 1000
I1(T (x)) − I2(x)

I2(x)(1000 + I1(T (x)))
. (7.20)

A derivation of this equation and more details about specific ventilation can be found
in Chap. 13.

Figure 7.10 shows an example specific ventilation map computed from images
pair acquired at positive end-expiratory pressure (PEEP) of 10 cm H2O and 15 cm
H2O for one sheep subject. During this experiment, the sheep was anesthetized,
mechanically ventilated, and CT scans covering the thorax were acquired at 0, 5, 10,
15, 20, and 25 cm H2O airway pressures. The consistent image registration method
[21] was used to register the sheep data with different airway pressures. An obvious
dorsal to ventral gradient is noticed from the sV map. This agrees with well known
physiology that subjects positioned in the supine posture have more ventilation in
the dorsal region.

7.4.4 Strain Tensors

In classical mechanics, deformation of structures is characterized by the regional
distribution of a strain or stretch tensor. Some of the most common strain tensors,
such as Linear strain tensor, Green-St. Venant strain tensor, and Eulerian-Almansi
strain tensor are discussed in Chap. 4.

These strain tensors can be computed from the deformation field and used to
analyze the stress caused by the geometrical deformation of the lung. In there most

http://dx.doi.org/10.1007/978-3-642-36441-9_13
http://dx.doi.org/10.1007/978-3-642-36441-9_4
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Fig. 7.11 Maximal principal direction of transformation mapping images from PEEP 0 cm H2O
to PEEP 10 cm H2O for one sheep subject. The vector magnitude represents the maximal principal
strain, and the colored contour expresses the Jacobian

general form, the strain tensors are real symmetric matrices. Through singular value
decomposition (SVD), they can be represented as a set of orthogonal eigenvectors,
along which there is no shear, but only expansion or compression. These eigen-
values and eigenvectors are denoted as principal strains and principal directions.
The maximal eigenvalue for each tensor is defined as maximal principal strain, and
its corresponding eigenvector is called maximal principal direction. The principal
strains and directions provide valuable information on preferential directionalities in
deformation.

Figure 7.11 illustrates the maximal principal direction, maximal principal strain,
and Jacobian together on coronal slice for one sheep subject when deforming images
from PEEP 0 cm H2O to PEEP 10 cm H2O. Strain tensors provide complementary
information to the Jacobian for analyzing lung tissue expansion. The regions near
diaphragm have larger maximal principal strain. The maximal principal strain on the
lung boundaries are towards the chest wall.

Figure 7.12 shows maps of the maximal principal strain from linear strain, Green
strain, and Eulerian strain tensors. Although they are of different ranges, regional
patterns are similar among all three strain measures. The regions near lung boundaries
and near the heart has larger maximal principal strains, while the dorsal regions have
less maximal principal strains.
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Fig. 7.12 Maximal principal strain from (a) linear strain, (b) Green strain, and (c) Eulerian strain
tensors on a transverse slice of deformed image from PEEP 0 cm H2O to PEEP 10 cm H2O for one
sheep subject

7.4.5 Anisotropy Analysis

Regional deformation of the lung during inspiration and expiration is more than just
volume change. Volume change may also have orientational preference anisotropy
of deformation [77, 97]. For instance, regions closest to the diaphragm are likely to
experience more volume change in the vertical orientation. And regions closest to the
heart may be more constrained from expanding normal to the heart. Volume change
and deformation anisotropy are independent quantities as a region may undergo no
volume change but still have deformed significantly, such as the case that the length-
ening in one orientation is compensated by contraction along another orientation.
Therefore, without orientational preference, regional volume change alone is not
enough to characterize lung deformation.

7.4.5.1 Regional Stretch

In continuum mechanics, the deformation gradient tensor F is the same as the Jaco-
bian matrix J of the transformation, which describes the continuum deformation
from point-wise displacements, and it can be decomposed into stretch and rotation
components:

F = J =
⎡

⎢
⎣

1 + ∂ux
∂x

∂ux
∂y

∂ux
∂z

∂uy
∂x 1 + ∂uy

∂y
∂uy
∂z

∂uz
∂x

∂uz
∂y 1 + ∂uz

∂z

⎤

⎥
⎦ = RU, (7.21)

where the U is the right stretch tensor and R is an orthogonal rotation tensor.
The Cauchy-Green deformation tensor is defined as

C = FT F = UT RT RU = UT U. (7.22)
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In order to obtain stretch information U from this equation, it is first necessary to
evaluate the principal directions of C, denoted here by the eigenvector N1, N2 and N3
and their corresponding eigenvalues λ2

1, λ2
2 and λ2

3. Therefore, after eigendecompo-
sition and taking the square root of the eigenvalues of C, we can get the eigenvalues
of U: λ1, λ2 and λ3 (ordered as λ1 > λ2 > λ3). The eigenvalues of U are defined as
principal stretches and calculated as

λi = √
eigenvalues of C. (7.23)

7.4.5.2 Distortion Index (DI)

The ratio of the length in the direction of maximal stretch over the length in the
direction of minimal stretch is defined as distortion index (DI)

DI = λ1

λ3
. (7.24)

The DI value is always larger or equal to 1. A big DI value indicates an anisotropic
expansion, while a DI values approximately 1 represents an isotropic expansion.

Figure 7.13 gives an example of maps showing Jacobian, principal linear strain
and distortion index from PEEP 0 cm H2O to PEEP 10 cm H2O registration for
one sheep subject. Comparison between Jacobian and principal strain together with
the distortion index (DI) map can reflect more lung tissue deformation informa-
tion. For the region near the aorta in the left lung (black rectangular region), the
Jacobian is large while the principal strain is relatively small. This illustrates that
this region experienced an isotropic expansion, shown as red in the DI map (small
DI value approximately 1) . For the region near the heart (red rectangular region),
the Jacobian is near 1 while its principal strain is large. This illustrates that region

Fig. 7.13 Lung expansion measures resulted from registration. a Jacobian, b principal linear strain,
and c anisotropic deformation index on a transverse slice of deformed image from PEEP 0 cm H2O
to PEEP 10 cm H2O for one sheep subject
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experienced an anisotropic expansion, shown as purple in the DI map (larger DI
value approximately 2). This anisotropic expansion may be caused by the blocking
of the heart. Regional deformation is significantly anisotropic at the posterior end of
lungs, but more isotropic at the anterior end.

Amelon et al. [3] has proposed another method to quantify the magnitude of
anisotropy by defining the anisotropy deformation index (ADI)

ADI =
√(

λ1 − λ2

λ2

)2

+
(

λ2 − λ3

λ3

)2

. (7.25)

It takes the three stretch factors into consideration, and thus has better discriminability
among different anisotropy deformation patterns. This ADI calculation ranges from
0 to ∞ where 0 indicates perfectly isotropic deformation.

7.4.6 Quantification of Lobar Sliding

The lung is divided into five lobes, three in the right lung and two in the left lung.
It is thought that the lobes slide with respect to each other during breathing to reduce
parenchymal distortion avoiding high stress concentrations [53]. Almost all meth-
ods of assessing lung function treat the lung as a single continuum, such as image
registration [26, 44, 75, 88] or finite element simulation [1, 2, 37, 96], and fail to
fully account for the discontinuity in the displacement field at the lobar fissures. The
impact of neglecting discontinuities at the fissures is not understood as the degree of
sliding in the lobes is relatively unaddressed in literature. There is value in quantify-
ing the amount of lobar sliding if not for the sole purpose of analyzing its influence
on current methods of assessing lung function.

Ding et al. quantified lobar sliding from lobe-by-lobe CT image registration by
interpolating the displacement field on either side of the fissure to the fissure surface
[33]. The difference in the displacement field represents the degree of sliding. Up to
20 mm of sliding was observed in the ventral portions of the fissure, increasing from
nearly no sliding near carina. However, due to complexities in the algorithm only the
left lung was considered since it contains only a single fissure. Other groups have
also noted discontinuities in the displacement field along the fissures. For example,
Cai et al. used grid-tagged MRI to obtain a displacement field within the lung [12].
They clearly demonstrate a discontinuity in the displacement field along fissure
surfaces and note that discontinuities can be up to 20 mm.

Another approach to quantify lobar sliding is based on a finite element analysis of
the displacement field using the previous defined stretch tensor U [4]. A discontinuity
in the displacement field will manifest itself as a region of elevated shear. If the
amount of shear created due to sliding is much greater than the shear created by
parenchymal distortion then shear can be considered a good indicator of relative
sliding. Since large strain theory is used, we consider the shear components of the
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Fig. 7.14 Distribution of maximum shear from breath-hold maximum exhale to maximum inhale
for one human subject. a 2D view on a coronal slice, with lung and chest wall regions included.
b 3D view within the lung region

stretch tensor U. The eigenvalues of U define the stretch in the principal directions
of U (see Eq. (7.22) and Sect. 7.4.5.1). It can be shown that the maximum shear
component (denoted γmax ) at a point is half the difference between the maximum
principal stretch and minimum principal stretch. Consider that λ1 > λ2 > λ3, the
maximum shear is defined as

γmax = λ1 − λ3

2
. (7.26)

Figure 7.14 gives an example of maximum shear distribution from breath-hold
maximum exhale to maximum inhale for one normal human subject. Figure 7.14a
shows the distribution of maximum shear on a coronal slice. To obtain the image, each
lobe and the chest wall are segmented and independently registered. The resulting
displacement fields are then added to form a single image. In doing this, the discon-
tinuity at the lobar boundaries is properly accounted for as no information outside of
the respective lobe is included in the registration. Note that large sliding magnitudes
are observed on the outer lung surface and lobar fissures. The sliding magnitude
dissipates when moving medially along the fissure between the right upper lobe and
right middle lobe. Figure 7.14b shows the 3D distribution of maximum shear within
the lung region. Higher shear stretch (higher sliding) is observed in the dorsal region,
while less sliding is observed near the carina.

7.5 Summary

Image registration can be used to determine the spatial locations of correspond-
ing voxels in a sequence of pulmonary scans. The computed correspondences yield
the displacement fields corresponding with the motion of the lung between a pair
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of images. In this chapter, we discussed a method of intensity-based registration
designed to match lung images. Since image registration is inherently an ill-posed
problem due to the fact that determining the unknown the displacements merely
from the images is an underdetermined problem, it is necessary to validate reg-
istration methods in the context of physiologically plausible results. We provided
several methods for validating lung registration performance. Accurate registrations
can represent the underlying anatomical and physiological changes of lung tissue,
and thus make post-analysis on motion estimation and lung mechanics meaningful.
We also provided a systematic study of image registration based measurements of
the regional lung mechanics and motion patterns. Local volume change, major defor-
mation magnitude and direction, anisotropy deformation pattern, and shear stretch
on lobar fissures and lung surface against chest wall were discussed. These mea-
surements enable estimation of tissue motion and assessment of lung function at a
regional level.
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Chapter 8
Validation and Comparison of Approaches
to Respiratory Motion Estimation

Sven Kabus, Tobias Klinder, Keelin Murphy, René Werner
and David Sarrut

Abstract The accuracy of respiratory motion estimation has a direct impact on the
success of clinical applications such as diagnosis, as well as planning, delivery, and
assessment of therapy for lung or other thoracic diseases. While rigid registration is
well suited to validation and has reached a mature state in clinical applications, for
non-rigid registration no gold-standard exists. This chapter investigates the validation
of non-rigid registration accuracy with a focus on lung motion. The central questions
addressed in this chapter are (1) how to measure registration accuracy, (2) how to
generate ground-truth for validation, and (3) how to interpret accuracy assessment
results.

8.1 Lack of a Gold-Standard in Non-Rigid Image Registration

Respiratory motion estimation is a topic receiving much attention in medical imaging.
For clinical applications such as diagnosis as well as better planning, delivery, and
assessment of therapy for lung or liver diseases, estimation of and compensation
for motion is indispensable and its accuracy has direct impact on the success of the
clinical applications.
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As detailed in the previous chapters of this book, respiratory motion estimation
and compensation require non-rigid registration of CT thorax data typically acquired
in a dynamic protocol as for respiratory-gated 4D scans. In each case, a voxel-wise
computation of respiratory motion between different respiratory states is needed.
However, while rigid registration is well suited for validation [1] and has come to
a mature state in clinical applications, for non-rigid registration no gold-standard
exists. Moreover, a discrepancy between the maturity of non-rigid registration in the
image processing community and its dissemination in clinical workstations can be
observed, indicating a lack of acceptance of the technique that can only be overcome
by establishing commonly accepted validation metrics and procedures. This chapter
therefore investigates current approaches for the validation of non-rigid registration
when applied to motion estimation, focusing particularly on lung motion.

A necessary criterion for a successful registration is the alignment of visible
image structures, often converted into an inspection of the residuum (i.e., the sub-
traction of the aligned data) where mis-aligned image structures show up. However,
the absence of any structure in the residuum image does not guarantee that the non-
rigid registration was successful, since the residuum is invariant to the deformation
of image regions with homogeneous intensities. Even for image regions containing
structures such as lung vessels an increased similarity of the aligned data (deter-
mined by a correlation coefficient for example) does not always imply an increased
registration accuracy [2]. Furthermore, a registration scheme allowing for a very
flexible alignment tends to result in an almost perfect residuum but suffers from
implausible deformations and consequently from decreased accuracy. Additional
evaluation criteria are therefore indispensable.

The most obvious method is probably to identify corresponding positions of
anatomical structures in the images to be compared. For example, in lung data such
features are usually anatomical points located on lung structures with adequate image
contrast like vessel bifurcations, fissures and pleura, or the boundary of a potential
tumor. To provide additional information, point positions can also be extended to line
structures such as the centerlines of the bronchial tree defined at different respiratory
states, and surface structures and volumes define objects like the lung fissures or
target regions (e.g. masses) and organs at risk in radiotherapy. In each case, after
applying the registration result, a validation metric such as a landmark-based regis-
tration error, or a line or surface alignment error is computed to measure registration
accuracy quantitatively.

The validation metrics described so far focus on morphological structures but not
on the physical and physiological plausibility of the entire deformation. A physically
implausible result such as local folding in the deformation can be detected by analysis
of the local volume change [3] as a simple example for functional validation. Another
validation metric based on the entire deformation vector field measures the sensitivity
of the registration result to the order of the input data (consistency metric). For a
clinical application, the computed structural correspondence is certainly expected to
be the same when aligning a follow-up scan with a baseline scan or vice versa (i.e., a
consistent mapping). Moving from conventional diagnostic CT data to respiratory-
gated CT data (4D-CT), anatomical positions can be tracked over (respiratory) time



8 Validation and Comparison of Approaches to Respiratory Motion Estimation 161

leading to motion trajectories. Since 4D-CT data usually suffer from lower spatial
resolution and higher noise levels due to reduced radiation dose, and, in addition,
often contain motion-induced artifacts [4] due to irregular patient breathing during
image acquisition, the use of motion trajectories in combination with a breathing
model for validation is beneficial.

A reliable ground-truth is essential to make use of any type of validation metric.
However, there are many different types of ground-truth. Whereas morphological
validation metrics such as landmark-, centerline- and overlap-based metrics require
corresponding lists of annotated voxel positions, functional validation metrics rest
upon underlying models, e.g. a certain breathing model for trajectory analysis or the
positive Jacobian map as minimum requirement for a physiologically plausible tissue
deformation. While in the past published validation studies [3, 5–7] have often been
based on a limited number of registration algorithms and/or on proprietary datasets
(typically with different imaging parameters such as dose or voxel resolution) there
is an increasing trend towards multi-institutional validation studies. Recently, there
have been two examples in the field of respiratory motion estimation. The Multi-
Institutional Deformable Registration Accuracy Study (MIDRAS) [8] was motivated
by the use of registration schemes for improved radiation therapy planning and there-
fore selected CT and MRI data showing the lungs, the liver and the prostate, while
the Evaluation of Methods for Pulmonary Image REgistration 2010 (EMPIRE10)
challenge [9], organized in conjunction with the Grand Challenge workshop1 at
MICCAI 2010, provided a public platform for comparison of registration algo-
rithms applied to thoracic CT data. Based on the selected datasets, the participants
calculated deformation vector fields and submitted them to the organizational teams
for independent evaluation. Evaluation was, dependent on the study, performed con-
sidering anatomical landmarks, lung boundary alignment, fissure alignment, and the
presence of deformation field singularities. Furthermore, the DIR-lab of the Univer-
sity of Texas M. D. Anderson Cancer Center2 and the Léon Bérard Cancer Center
together with the CREATIS-LRMN CNRS Research lab (POPI-model)3 provide a
series of freely available 4D-CT and exhale-inhale CT image data along with land-
mark lists for the validation and comparison of non-linear registration algorithms
[2, 10].

Common to these studies and databases is the potentially exhausting task of
generating ground-truth. The manual selection of landmarks, for example, is time-
consuming and landmark locations are prone to uncertainties due to intra- and inter-
observer variability and approaches for (semi-)automation are therefore desirable;
finally, an interpretation of validation metric results also needs to be addressed since
each validation metric poses only a single necessary condition.

Taking into account the above mentioned two principal types of validation metrics,
their ability to identify characteristics of individual registration schemes and the
issues of ground-truth generation, this chapter is divided into the description of

1 http://www.grand-challenge.org/index.php/MICCAI_2010_Workshop
2 http://www.dir-lab.com
3 http://www.creatis.insa-lyon.fr/rio/popi-model

http://www.grand-challenge.org/index.php/MICCAI_2010_Workshop
http://www.dir-lab.com
http://www.creatis.insa-lyon.fr/rio/popi-model
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morphological validation criteria and of functional validation criteria. Each section
then discusses the specific validation criterion in detail, including metric definitions,
available ground-truth and the interpretation of corresponding results.

8.2 Morphological Validation Criteria

Morphological validation is currently the state-of-the-art in estimating the accuracy
of registration results. Validation metrics defined in zero-dimensional space
(e.g. landmarks) or higher spaces (e.g. tree structures or tumor surfaces) are fre-
quently used and well understood. This section describes the validation metrics and
the considered anatomical structures in the order of their dimensionality. Each sub-
section then describes how registration accuracy can be measured, what possibilities
exist to generate ground-truth, and how to interpret the results when comparing
multiple registration schemes.

8.2.1 Landmarks

8.2.1.1 Validation Metrics

Landmarks are usually understood as being characteristic anatomical points, which
can therefore be considered as being zero-dimensional features and leading to valida-
tion metrics defined in zero-dimensional space, respectively. Typical landmark candi-
dates are, as described in Sect. 8.1, salient bifurcations of the bronchial tree (lungs),
specific branches of vessel trees (lungs, liver), or calcified nodules [5, 8, 11, 12],
cf. Fig. 8.1.

Fig. 8.1 Example of a landmark in a lung CT data set, selected by three medical experts. It can
be seen that manual landmark selection and subsequent quantitative registration evaluation suffers
from interobserver variability of landmark identification
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For evaluation purposes, a (usually relatively sparse) set of landmarks is identified
within each of the images A and B to register. For a single landmark xA within the
discrete domain of image A, ΩA, and a spatial transformation T mapping ΩA onto
ΩB , the standard validation metric is the Euclidean distance between the mapped
landmark position x[pred]

B = T (xA) after registration and the position x[actual]
B in

ΩB that is anatomically corresponding to landmark xA. In literature, this metric

TRE (xA) =
∥∥∥x[pred]

B − x[actual]
B

∥∥∥
2

(8.1)

is also often referred to as landmark-based, point, or target registration error
[2, 13], and to summarize the error distribution for a set of landmarks, the mean
error, the standard deviation, the maximum error and/or error quantiles are commonly
considered.

Whilst landmark-based registration errors as defined above represent (in the sense
of a metric) absolute, non-negative error values, over- or underestimation of respi-
ratory motion along a certain direction can also be identified using landmark sets.
Therefore let the direction of interest being represented by a unit vector ea along a
vector a; then, directional errors and over/underestimation can be deduced from the
projections of the misalignments

(
x[pred]

B − x[actual]
B

)
onto ea .

8.2.1.2 Ground-Truth Generation

Ground-truth for evaluating the landmark-based registration error is commonly gen-
erated by annotating corresponding landmarks within the images to register manually
and is usually carried out by ‘medical experts’ (radiologists, medical students, etc.).
The manual selection of such points is, however, time-consuming and landmark loca-
tions are prone to uncertainties due to intra- and interobserver variability concerning
exact point selection [5, 12] (cf. Fig. 8.1), for instance caused by low image resolution
or partial volume effects. In the case of lung CT registration, landmark identifica-
tion additionally suffers from low contrast in near-to-pleura regions, which often
leads to very limited landmark sets grouped around the mediastinum [3]. To serve as
reliable ground-truth, the landmarks should preferably consist of a well-distributed
set of verifiable anatomical correspondences throughout the image region of interest
(e.g. the lungs) and be large enough in number to enable meaningful statistical analy-
sis. The required number of landmarks can be assessed by a posteriori statistical sam-
ple size calculation [2]. The number may vary for individual data sets and motion
estimation approaches, but it has been reported to be even more than 1000 anatomical
point pairs [2] and so efforts have been made to (partially) automate identification
of landmark sets.

One such algorithm is described in [11, 14], here serving as an example. The
algorithm starts with automatic detection of landmarks in an image A. A so-called
distinctiveness term is defined to quantify the distinctiveness of a voxel within its
local neighborhood. The distinctiveness term combines both differential properties
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(gradient magnitude) and intensity characteristics to quantify the suitability of the
voxel as a landmark candidate. Good distribution throughout the region of interest
is ensured by forcing a minimum Euclidean distance between the landmark can-
didates. In a second step, the interactive landmark transfer to the image B to be
aligned with image A by registration is supported by computing and progressively
refining a thin-plate-splines transformation based on user-annotated landmark cor-
respondences. After manually transferring an adequate number of landmarks, the
transformation can be applied to guide the user to find correspondences for the
remaining landmarks or even be used to transfer the landmarks fully automatically.

The algorithm has recently been applied for a number of registration evaluation
studies [3, 9, 15], but it is only one example for construction of a landmark-based
ground-truth. For instance, reviving earlier works on landmark detection [16] it has
been suggested to incorporate curvature-based operators for distinctiveness calcula-
tion [17] or to consider Shannon entropy instead [18]. Furthermore, template match-
ing methods have been applied for landmark transfer in order to fully automate the
evaluation process [17, 19]; however, especially automating the landmark transfer
can be controversial [2]. The transfer represents, by definition, a (point-based) reg-
istration problem. Thus, a (semi-)automatic landmark transfer may lead to biased
evaluation if the registration method to evaluate and the landmark transfer methods
are similar in some sense (for example if they maximize the same similarity measure).

8.2.1.3 Validation in Practice

The usage of landmarks is the most popular method of validation of non-linear regis-
tration. As well as the validation studies mentioned above and the described publicly
accessible 4D-CT databases, numerous research articles have used anatomical land-
mark sets denoted by experts.

However, the actual size of the landmark sets varies from small numbers of about
20 landmark positions to large sets of 1500 positions, cf., e.g. [2, 20]. Naturally,
the larger the number of landmarks, the better the estimation of accuracy is likely
to be (cf. requirements for ground-truth generation described above). For a simple
illustration beyond pure statistical computations, consider a lung with a volume of
4 l together with a set of 20 landmark positions. In this example, each cube of lung
parenchyma with edge length 58 mm contains one landmark on average. Increasing
the set of landmarks to 100 or even to 1500, the edge length of this cube reduces to
34 mm and 14 mm, respectively. A landmark spacing of a size of 14 mm undoubtedly
allows for registration accuracy estimation on a coarse scale but not on a finer scale
when taking into account the distinctive inhomogeneity of lung parenchyma.

Another critical point is the requirement of the landmarks to represent a well-
distributed set over the structure/region of interest. If landmarks are placed on the
bifurcations of major blood vessels as shown exemplarily in Fig. 8.2, left, they are
concentrated around the mediastinum which has a number of disadvantages: (1) this
type of ground-truth does not allow for accurate estimation in regions near to the
pleura or diaphragm where registration accuracy is typically worse; (2) the stiffness
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Fig. 8.2 Region definition and landmark positions shown in a coronal projection for a landmark set
as commonly used in the literature (left) and for a well-dispersed landmark set (right). For improved
visualization each region is given a unique landmark symbol

of the lungs is highest in the surroundings of the major bronchial tree—reducing the
local motion and meaning that the registration task is most difficult elsewhere; (3)
major bifurcations are clearly visible to a human observer but also to the majority of
registration schemes—unlike the hardly detectable low-contrast structures near to the
pleura. The importance of the requirement of a good distribution of the landmarks
in the region of interest is demonstrated in [3]. The authors compared landmark-
based registration error as obtained for two landmark sets, one set as commonly
used in the literature (cf. POPI-model), the other set well-distributed throughout
the lung volume (shown in Fig. 8.2). A collection of six popular methods including
surface- and volume-based as well as parametric and non-parametric methods was
investigated. From each of these algorithms, a deformation vector field was extracted
and used to transform the landmarks from both sets. While the mean landmark-based
registration error on both landmark sets differs only slightly, a region-based analysis
reveals smaller errors in apical regions but also a significantly higher error in the lower
right lung (Fig. 8.3) and therefore a dependency of the landmark-based registration
error on the distribution of landmarks. This dependency is observed for each of the
six registration schemes.

Conclusion: Landmarks are a popular and intuitive method of registration validation.
Both a large number of corresponding positions and a good distribution of the points
throughout the organ of interest are crucial for reliable registration accuracy assess-
ment. However, landmarks estimate registration accuracy only at selected locations
and additional validation metrics are beneficial to provide deeper insight.
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Fig. 8.3 Landmark-based registration error, shown proportional to the spheres’ diameters after
registration by six different algorithms. Note the different errors in apical regions and lower right
lung indicating the need for a well-dispersed set of landmarks

8.2.2 Line-Like Anatomical Structures

8.2.2.1 Validation Metrics

Landmarks focus on prominent points which are in most cases bifurcations of airways
or the vessel tree. In order to extend the evaluation, validation metrics for line-like
anatomical structures analyze he registration accuracy not only at discrete positions,
but take the properties of the structure (e.g. vessel or airway) into account. For exam-
ple, significant changes in curvature, folding along a branch, or implausible changes
in branch length are interesting properties that can not be captured by landmarks.
In the following, it is assumed that for both images a segmentation of the airways
and/or vessels is given. Furthermore, the individual branches are labelled, so that
for each branch in one image, the corresponding part in the other image is known.
From the segmentation, a centerline representation can be derived and the branching
points can be extracted.

Now, consider a given set of centerline points defined between two branch points of
consecutive branching generations. An adequate interpolation scheme can be chosen
to represent the point set as a continuous curve with a parametrization as a func-
tion α(t) with t ∈ [0, 1]. The corresponding curve described by a function β can
be derived in the other image as well. Having two continuous corresponding line
segments allows the definition of a variety of distance measures.
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As an example, the registration accuracy along the centerline can be evaluated
as the difference between corresponding points that have the same value of the
parametrization constant as

Di
1(t) = ||T (ci,A

α(t)) − ci,B
β(t)||2 , (8.2)

where i defines the branch index and T (ci,A
α(t)) is the transformed centerline belonging

to the i th branch defined in image A. Note that this measure is sensitive to a change
in the length of the centerline. As the structures considered in the lungs can be
assumed to preserve their absolute length during respiration, this sensitivity might
be desirable.

Alternatively, it is also possible to evaluate the distance by finding the closest
point on the corresponding other centerline as

Di
2(tA) = min

tB∈[0,1]||T (ci,A
α(tA)) − ci,B

β(tB )||2 . (8.3)

Based on the centerline representation, other measures can be evaluated that con-
sider line properties of the transformed centerline, for example local curvature, to
detect implausible deformations. However, so far metrics for line-like structures have
rarely been applied, mainly because segmentation and labelling of the considered
structures is difficult to achieve.

8.2.2.2 Ground-Truth Generation

Examples that can be considered for line-like structures are airways and vessels.
In each case the ground-truth generation relies on a segmentation and a labelling.
However, manual segmentation and labelling is very time-consuming and from a
practical point of view not always possible. Although a variety of automatic segmen-
tation algorithms exists, failure especially in the case of pathologies or low image
resolution, which is the case in 4D-CT, is likely to occur. A reliable ground-truth
may be most efficiently obtained by applying an automatic segmentation first which
is then inspected and manually corrected.

Both airways and blood vessels form dense tubular structures, but typically differ
in appearance in a CT image. Thus, most approaches that take into account the tubular
characteristic of the structure to be segmented can be often applied for both airways
and vessels by simply changing the appearance parameters.

Many existing algorithms for airway and vessel segmentation are based on region
growing [21]. However, in areas where the contrast is low, for example due to resolu-
tion and noise, leakage is observed. One possibility to circumvent this problem is by
means of explosion control, for example by introducing certain rules derived from
anatomical knowledge [22], or using template tracking based methods [23, 24]. For
a recent overview on vessel segmentation techniques see [25] as well as algorithms
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described within challenges on vessel segmentation in the lung (VESSEL12)4 and
on airway extraction (EXACT09, [26]).5

For matching of both airways and vessels, different approaches have been
proposed [27, 28]. However, as the methods have been used on different data sets, it
is not clear which is currently the method of choice.

8.2.2.3 Validation in Practice

Validation based on labelled airways or vessels as introduced in Sect. 8.2.2.1 has,
to our knowledge, not been published so far. While a considerable amount of work
has been done on automatic segmentation as well as on matching of both airways
and vessels, little of this information has been used for registration evaluation. This
might be due to the fact that even with the help of automatic segmentation algorithms,
generating a reliable ground-truth would require the verification of the obtained seg-
mentations which is still very difficult and time-consuming. Furthermore, automatic
extraction of both airways and vessels is still difficult on 4D-CT with low resolution
and severe pathologies.

Conclusion: Compared to the use of landmarks that evaluate the registration accuracy
at distinct locations, metrics described here can be used to measure the registration
accuracy along a line-like structure. These measures have the potential to provide
additional valuable insight into the registration, for example by detecting folding
of a branch or change in branch length, etc. Nevertheless, measurements based on
line-like structures have not been used so far because of the difficulties of obtaining
a reliable ground-truth.

8.2.3 Surface Structures and Volumes

8.2.3.1 Validation Metrics

Estimating the registration accuracy for anatomical structures like the lungs, the lobes
and the fissures leads to validation metrics for surface structures and volumes. The
segmentations of a corresponding anatomical surface area or volume in two images
A and B are denoted as voxel sets SA and SB , respectively, with the transformed
voxel set denoted as S̃A (cf. Fig. 8.4).

One common measure for evaluation of the registration accuracy using surface
structures such as the outer lung boundaries or the fissures is the average surface
distance. For each voxel xB contained in SB , the closest voxel xA in S̃A is determined
and the Euclidean distance between them is calculated as

4 http://vessel12.grand-challenge.org
5 http://image.diku.dk/exact

http://vessel12.grand-challenge.org
http://image.diku.dk/exact
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Fig. 8.4 Illustration of union and intersection between two volumes

d(xB, S̃A) = min
xA∈S̃A

‖xB − xA‖2 . (8.4)

To ensure symmetry, the error d(xA, SB) at each voxel in S̃A is also calculated and
finally the average overall error is computed.

For the calculation of the volumetric overlap between two voxel sets several
methods exist [29–32] where the most frequently used are

• Dice coefficient (DC) [33] which is also called volume overlap index [34]

DC = 2(|SB ∩ S̃A|)
|SB | + |S̃A| , (8.5)

• Jaccard coefficient (JC) or volumetric overlap (VO) [35]

JC = VO = |SB ∩ S̃A|
|SB ∪ S̃A| , (8.6)

which can also be alternatively calculated as [36]

JC = |SB | + |S̃A|
|SB ∪ S̃A| − 1 , (8.7)

• target overlap (TO)

TO = |SB ∩ S̃A|
|SB | . (8.8)

8.2.3.2 Ground-Truth Generation

Ground-truth generation for surface structures and volumes requires the segmentation
of the respective objects of interest. For the purpose of evaluation of lung motion
estimation, the most relevant structures are (i) lungs, (ii) lung lobes and fissures
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and (iii) potential tumors. Manual segmentation of those structures is usually very
time-consuming. Thus, ground-truth generation that results from semi-automatic or
automatic segmentation algorithms which are inspected and manually corrected is
much more feasible from a practical point of view.

For the segmentation of the lungs, automatic approaches have been presented
ranging from voxel-based segmentation methods [37] to multi-atlas registration [38].
Voxel-based methods are based on the assumption that, for normal lung parenchyma,
there is a large difference in attenuation between the lung parenchyma and the sur-
rounding tissue. While those methods have low computational time, they fail espe-
cially in the case of pathological lungs or image artifacts. Other methods that involve
prior knowledge give potentially better results on pathological cases but have a sig-
nificant increase in runtime. Further algorithms are described within a challenge on
lobe and lung analysis (LOLA11).6

Fissure segmentation has been recently described in [39, 40] and extensions have
been presented to deal with incomplete fissures or cases where the fissures are hardly
visible [41]. Interactive methods [42] allow for correction of a given automatic seg-
mentation result or manual segmentation from scratch.

In the context of radiotherapy planning and treatment, evaluating the correctness
of tumor motion estimation is of major importance. For ground-truth generation,
a variety of methods for semi-automatic and automatic tumor segmentation exists
including vessel removal and pleural surface removal [43].

8.2.3.3 Validation in Practice

Volumetric overlap measures are well established and often applied to evaluate the
results of an automatic segmentation [38]. However, especially in the case of large
volumes, surface distance metrics are probably more relevant as there can still be
quite large errors near the boundaries even though large parts of the volumes are
overlapping.

For the registration methods from Fig. 8.3, a careful inspection of the pleura
revealed good alignment with no significant inter-method variation. This observa-
tion is supported by the EMPIRE10 challenge [9] where 12 (26) out of 34 methods
matched more than 99.99 % (99.9 %) of pleura-adjacent voxels correctly to either the
interior or the exterior of the lung boundary.

Unlike the lung boundaries, the fissures are of much lower contrast in CT and
thus more challenging to align in particular for larger motion amplitudes. In the
EMPIRE10 challenge 2 (20) out of 34 methods matched more than 99.9 % (99 %) of
fissure-adjacent voxels to the correct lung lobe. Registration of fissures is examplarily
shown in Fig. 8.5. For visual inspection, the fissure of the left lung (marked by green
plus signs) as extracted from the reference image (shown top left) is overlayed onto
the transformed template images from three of the six registration methods under
consideration. Although none of the methods employs dedicated knowledge about

6 http://www.lola11.com

http://www.lola11.com
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Fig. 8.5 Sagittal view of reference image (top left) and transformed template images after reg-
istration with different registration algorithms. Green plus signs and red contours indicate fissure
and −650 HU iso-contour and are extracted from the reference image. Their overlay onto the
transformed template images allow for visual inspection of fissure and vessel alignment

the fissures (e.g. by detecting them first), the fissures are roughly matched with a
misalignment of only one to two voxels. Taking into account their low contrast, it
can be assumed that matching of the fissures is assisted by high contrast surround-
ing vessel structures guiding the algorithm towards the desired deformation result
(cf. Fig. 8.5 where the iso-contour is defined at −650 HU in the reference image and
overlayed onto each transformed template image).

For both lung boundaries and fissures, it should be noted that surface-based met-
rics do not evaluate the motion in the tangential direction. At the lung boundary slip-
ping occurs along the rib-lung interface, while sliding motion can also occur along
the fissures which are built up of two tissue layers with lubricant fluid in-between.
Evaluation of this sliding effect is not captured by the surface-based metrics.

While for both the lung boundary as well as the fissures, the individual methods
seemed to have very similar performance results, inter-method differences exist that
can be highlighted, for example, by comparing residual images. The residual image is
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Fig. 8.6 Same view as in Fig. 8.5 but with residuals (top row) and subtraction of residuals (bottom
row) depicted

defined as the subtraction of a transformed template image from the reference image
(cf. Fig. 8.6, top row). Misaligned image structures show up whereas well-aligned
structures cancel out after subtraction (given the same imaging protocol). It can there-
fore serve as a rough indicator of successful registration. Optimizing a registration
result on the basis of the residual image will provide very little regularization of
the deformation. Registration accuracy, however, does not necessarily improve with
decreased regularization and is, moreover, often worsened since image noise starts
to dominate the computed deformation.

Figure 8.6, bottom row, displays the residual images after subtraction from each
other. These secondary residuals highlight image regions being differently deformed
by the three registration methods under consideration. Moreover, secondary residuals
are less impacted by differences in SNR or parenchymal densities between reference
and template image since both the minuend and the subtrahend are interpolated from
the template image. For the investigated case pleura and pleura-adjacent vessels are
more similarly transformed by methods 3 and 6 than by 1 and 3 or 1 and 6. On the
other hand, methods 1 and 6 better agree for vessel structures near to the fissure.

Conclusion: Both surface-based as well as volume-based metrics are well established
methods to evaluate the overlap of two structures. While the methods can be used
to provide a first indication of the quality of a registration method, detailed analysis
of the transformation is limited. Most prominently, in the case of lung boundaries
and fissures surfaces, sliding motion that occurs in tangential direction along the
boundary is not captured by surface-based metrics. Furthermore, as surface-based
metrics evaluate the overall overlap (lung volume overlap) or registration accuracy
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at distinct structures (fissures), detailed information about particular regions or far
away from the considered structures is difficult to derive as demonstrated in Fig. 8.6.

8.3 Functional Validation Criteria

In the previous section, a number of morphological validation criteria are described.
Among these are anatomical landmarks measuring the correspondence of point posi-
tions and surface structures measuring the alignment of lung boundaries or lung fis-
sures. All these criteria, however, focus on certain anatomical structures. As soon as
the anatomy under investigation is aligned, from a morphological point of view it
is irrelevant if and how other regions are transformed. Functional validation criteria
can fill this gap by adding prior knowledge in terms of assumptions on the functional
behaviour of the lung tissue.

The following subsection revisits landmarks but now considered in the context
of (respiratory-gated) 4D datasets where they define a motion trajectory over time.
Another class of validation metrics is based on the deformation vector field (DVF).
Contrary to morphological validation criteria, ground-truth data does not exist for
these metrics, thus careful interpretation of the results is required.

8.3.1 Trajectory Analysis

8.3.1.1 Validation Metrics

Landmark-based evaluation relies on a set of independent point positions, corre-
sponding to anatomical features. When dealing with respiratory-gated 4D thoracic
datasets, each point is expected to follow a cyclic trajectory and additional prior
knowledge can be used on this trajectory. Such prior information is important for
deriving robust and efficient algorithms but can serve also in the validation process.

The conventional approach for the registration of 4D-CT datasets is to compute a
set of DVFs—either between a designated reference phase and all remaining phases
or between any adjacent respiratory phases. An alternative is to register the designated
reference phase with the entire 4D dataset (sometimes referred to as group-wise
registration). This is equivalent to estimating motion trajectories of individual point
positions and can be called spatio-temporal registration.

In this context, it can be interesting to generalize the landmark-based registration
error to take into account the time spent at the main phases of a trajectory. For
example, an error metric could take into account that more time is spent at the end-
inspiration and end-expiration phases than between these extremes and therefore
be designed to reflect the decreased likelihood for motion-induced image artifacts.
In other words, estimation of errors at an intermediate phase of the cycle should
have lower weight than errors at extreme phases. According to known prior 1D
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breathing models, such as the one proposed by [44], locally defined material points
move along their trajectories at variable speeds (determined by the derivative of the
globally defined lung volume curve). One such metric is called spatio-temporal error
(STE) [12] and is defined by

STEta ,tb (L1, L2) = 1

tb − ta

∫ tb

ta
||L1(s(t)) − L2(s(t))||2 (8.9)

where L1 and L2 are two parametric trajectories (each of which defines the set of
the different locations of a material point during its motion), s(t) the normalized
curvilinear abscissa of the trajectory according to a prior breathing model to take
into account the relative breathing velocity. This abscissa is a function of time and
denotes the curve length travelled between initial time ta and time t . However, in
practice, such methods have not been shown to be more effective or more robust than
conventional landmark-based registration error in evaluating registration accuracy.

8.3.1.2 Validation in Practice

To our knowledge, few studies analyze respiratory motion estimation in terms of
point trajectories. Sets of 4D landmark points sets were used to test the adequacy of
some trajectory model. In [45] the authors proposed a 4D local trajectory model for
thoracic 4D-CT, where trajectories were modeled with cubic polynomials through
the expiratory phases (neither cyclic nor inspiratory phase was included). For the
validation, experts were asked to select corresponding anatomical points in expiratory
phases with the help of a dedicated GUI named Assisted Point Registration of Internal
Landmarks (APRIL) [6].

In [46], projection sequences of cone-beam images were used to analyse cran-
iocaudal positions of the diaphragm over time. A database of motion was obtained
and used to assess the validity of several trajectory models. Validation of respi-
ratory motion estimation on 4D-CT was then performed with sets of about 100
expert-selected corresponding points by temporal frame, using a semi-automatic
software [11] (see Fig. 8.7 for an illustration of such trajectories). The mean distance
between the experts’ annotations was 0.5 mm (0.9 mm standard deviation).

In practice, two main issues are encountered. Firstly, the manual (even semi-
automatic) definition of landmarks across the 4D dataset is very time-consuming.
In addition, an alarmingly high number of acquisitions contain motion-induced arti-
facts, mainly due to irregular patient breathing during image acquisition. In the
case of artifacts, the image information can be considered locally invalid, as it does
not correspond to the patient anatomy. Clinical use of the estimated motion fields
requires them to be as close to the unknown reality as possible. A patient-specific,
spatio-temporal deformation model could assist in reducing sensitivity to local image
irregularities and render the motion estimate more plausible and potentially more
representative of the patient’s breathing motion under these challenging circum-
stances. In [46], robustness of registration methods was illustrated and compared by
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Fig. 8.7 (from [47]). Example landmarks with large displacements projected onto the sagittal plane:
manually identified landmark positions are plotted together with trajectories obtained using three
different trajectory models (shown using black, gray and dashed lines)

introducing artificial artifacts in 4D-CT. Qualitative evaluation was performed visu-
ally on images with real artifacts. From this very limited dataset, it seems that the
addition of temporal information improves the robustness of the registration.

Conclusion: To validate the robustness of a registration method remains challenging,
but taking into account the temporal dimension by means of point trajectories may
be useful.

8.3.2 Deformation Vector Field Analysis

8.3.2.1 Validation Metrics

This paragraph describes validation metrics based on the deformation vector field
(DVF) T mapping the discrete domain of an image A onto that of an image B,
T : ΩA → ΩB .

One such validation metric employs the asymmetric nature of image registra-
tion7. A natural assumption is that independent of the order of the input images,
the resulting transformations are inverse to each other. More specifically, defin-
ing T A→B as the spatial transformation after registration with A as the reference
image and T B→A as that with B as the reference image, for an ideal registration
x̃A := T B→A (T A→B (xA)) is equal to xA for all voxels of image A. More generally,
in the case of n images with computed pairwise transformations T A1→A2 , T A2→A3 ,

7 Symmetric registration approaches are independent of the order of input images while asymmetric
approaches are not. Naturally, a validation metric based on a specific criterion is not designed for
approaches already relying on the same criterion.
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…T An−1→An , T An→A1 let T̃ denote the concatenation of all transformations,

T̃ := T An→A1 ◦ T A1→A2 ◦ . . . ◦ T An−1→An . (8.10)

The n-consistency metric [48] is then defined as

C(xA) := ‖T̃(xA) − xA‖2 , xA ∈ ΩA . (8.11)

It is common to consider mean and standard deviation as well as the maximum of
the consistency map C .

A second DVF-based validation metric investigates the local volume change at
every voxel position. In particular, it measures how much an infinitesimally small
region around a voxel is contracting or expanding. For applications involving respi-
ratory motion, large contractions of parenchymal tissue can occur. Taking a contrac-
tion beyond its physically possible limit, however, it can occur that two anatomical
positions different from each other are mapped onto the same anatomical position,
resulting in a loss of image information. This property is often described as the
limit to folding, non-invertibility, non-bijectivity or non-diffeomorphism. For reg-
istration tasks containing pathologies, e.g. registration of a pre-operative planning
image with an image taken after tumor resection, a locally folding DVF can be rea-
sonable. However, respiratory motion estimation in this chapter assumes the absence
of intervention related tissue loss. Therefore, any occurences of folding indicate
a local registration failure. This is measured by calculation of the Jacobian map
det(∇T A→B(xA)). Folding is defined as

F := {xA ∈ ΩA | det(∇T A→B(xA)) ≤ 0} . (8.12)

8.3.2.2 Validation in Practice

Since ground-truth is not available, necessary conditions for registration accuracy,
so-called indications, can be considered. For the following discussion, the compari-
son study [3] cited in previous subsections is referenced again.

Firstly, for registration methods with both forward and backward DVFs available,
the 2-consistency metric is computed. Since none of the registration methods under
consideration is consistent by definition, measuring the consistency error is a suitable
indicator of how independent the registration result is from the image input order.
Figure 8.8, top row, as well as quantitative evaluation (details are described in [3])
indicate different consistency errors for methods 1, 3, 4 and 6.

Next, the Jacobian map is computed, a metric which is often used as a surrogate
for local lung ventilation estimation. Since each DVF considered here is defined in
the end-inspiration domain, a contraction is generally expected. A comparison of
the various methods (cf. Fig. 8.8, bottom row) revealed large differences: whereas
methods 1, 3 and 6 show a relatively homogeneous contraction, the remaining
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Fig. 8.8 2-consistency metric (top) and Jacobian map (bottom) for coronal views after registration
with different registration algorithms. The consistency error as the amplitude of the geometrical
discrepancy between forward and backward registration is given in mm. The Jacobian map estimates
local lung ventilation: positive (negative) values indicate local expansion (contraction)

methods result in heterogeneous contraction-expansion patterns, methods 2 and 5
even show severe foldings [3]. Folding in the spatial domain is equivalent to partial
loss of image information and should therefore be avoided. However, even with-
out folding, heterogeneous contraction-expansion patterns are less plausible from a
physiological point of view. Lungs in healthy condition are expected to be equally
ventilated throughout with two exceptions: (1) gravity can impact both parenchy-
mal density and ventilation resulting in a ventral-dorsal gradient [49, 50], (2) inertia
can cause the lower lung regions to be more ventilated at intermediate respiratory
phases when using dynamic acquisition protocols (as in respiratory-gated 4D-CT for
example) rather than breath-hold imaging.

Lung diseases such as emphysema or fibrosis can cause ventilation of a certain
lung region to be poor or even absent. Diseases showing (partially) obstructed air-
ways can lead to an abnormal local level of synchrony since air flow entering a lung
compartment with obstructed airways is slowed down and therefore continues to
fill this compartment after the rest of the lung has stopped inhalation and switched
to exhalation [51]. Such diseases can explain a heterogeneous level of contraction
between end-inspiration state and end-expiration state but not a mix between con-
traction and expansion. On this basis, an experienced radiologist rated the result from
method 6 (Fig. 8.8, last column) as the most plausible one, followed by method 1
(Fig. 8.8, first column).

Conclusion: Ground-truth in a strict sense does not exist for DVF-based validation
metrics. Metrics such as consistency or the Jacobian map serve as necessary condi-
tions for registration accuracy, thus they are indicators only. Registration methods
with similar accuracy measured by morphological metrics can differ significantly
for DVF-based metrics illustrating out the inadequacy of landmark- or surface-based
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validation alone. Use of the Jacobian map to define lung ventilation is an important
measure of functional validation.

8.3.3 Beyond Pure Deformation

Functional criteria from the previous section such as the consistency metric and
the Jacobian map were demonstrated to add further information to the validation
space. This can increase plausibility of the registration result and highlight previ-
ously unseen variations among different registration methods. A fully-automated
evaluation of the Jacobian map is, however, difficult to establish: regions undergo-
ing folding can, without any doubt, be classified as local registration failure. But
what about regions compressed to 30 % or even to 10 % of their original volume,
for example? Without dedicated knowledge of parenchymal elasticity in general and
the specific patient status in particular, it is certainly not possible to rate this level of
compression. Likewise, the radiologist’s preference for a homogenoeus contraction
as shown in Fig. 8.8 can not be automatically achieved.

One possible way to deal with the limitations of the Jacobian map for automatic
validation is to link it to the voxel-specific tissue density. From a functional perspec-
tive, the lungs are comprised of tissue structures ranging from stiff to elastic. In CT
imaging, higher densities are usually associated with stiff structures (e.g., bronchial
walls or larger vessels) whereas low densities result from lung parenchyma consist-
ing of alveoli and capillary vessels. In fact, due to the partial volume effect almost
all voxels represent a mixture of stiff and elastic structures. During breathing, air can
inflate or deflate the lungs, thus leading to a change in volume of lung parenchyma
indicated by a change in local density. Generally, the change is proportional to the

Fig. 8.9 Phantom composed of foam pieces with size ranging from about 1 mm to more than
10 mm. A sensory analysis reveals the single pieces to be of individual elasticity. The composite
foam is mounted between two plates of acrylic glass with the upper plate splitted into two parts.
Screws are used to fix the upper plate parts to the lower plate. On the left, the phantom is displayed
in compressed state (“axial” view), on the right, intensity histograms after CT acquisition are shown
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fraction of air. A change in volume of a certain structure, however, requires the
structure to be elastic. Thus, elasticity is proportional to the fraction of air as well.

A recent study [52] investigated the voxel-wise calculated correlation between the
Jacobian map and tissue density based entities such as the SAI measure (Eq. 13.17).
However, the reported resulting correlation is not sufficient for use as a validation
metric yet. Possible sources of errors include image noise, image artifacts, registration
errors and inhomogeneous changes in the blood distribution during respiration. It
should also be noted that lung diseases may change elasticity locally with possible
impact on the relationship between expected parenchymal elasticity and air fraction.
For instance, lung regions affected by emphysema or fibrosis are characterized by
decreased compliance of the lung tissue [53] resulting in reduced ventilation and
loss of elasticity. To rule out any possibility of impact from unknown pathologies,
a compressible CT phantom with spatially varying elasticity (see Fig. 8.9) has been
chosen [54] to investigate the relation between parenchymal elasticity and air fraction
for functional validation.

The phantom is scanned twice (0.33 × 0.33 × 0.45 mm3, further details are
described in [54]), once in the uncompressed state and once in a compressed state
(see Fig. 8.10a, b for exemplary slices). A histogram analysis (Fig. 8.9, right) reveals
that, as for the lungs, the density in the compressed state is higher than in the uncom-
pressed state.

For illustration and comparison, two registration methods are chosen: (1) one
with a spatially constant elasticity constraint and (2) one with a spatially varying
elasticity constraint. The two methods result in a similar landmark accuracy (50 well-
dispersed landmarks; TRE given as mean ± std (max) [mm]) of 0.28 ± 0.13(0.72)

and 0.33 ± 0.14(0.76), respectively. The Jacobian maps (cf. Sect. 8.3.2.1) shown in
Fig. 8.10c reveal mostly contracting regions but also expanding regions occuring with
a spatially constant elasticity constraint as depicted by regions color-coded in blue.
Recalling that the phantom was exposed to overall contraction, expanding regions
would be physically unrealistic.

Registration accuracy is now functionally analysed by relating the Jacobian map
voxel-wise with the HU densities. Relating these two entitites is achieved by means of
joint histograms. Since the relationship depends on the applied compression level, for
each level of relative compression (relC) a normalized joint histogram is computed.
Finally, to combine the information from the different compression levels, from each
histogram a median graph is extracted. The collection of graphs shown in an ensemble
plot (Fig. 8.11) now describes the reaction of a material with a certain HU value
to individually applied compression forces. The differences between the spatially
constant elasticity constraint (shown left) and the spatially varying constraint (shown
right) underline the impact of the elasticity constraint on the registration result:
the constant elasticity setting results in a graph ensemble with implausible positive
Jacobian values for voxels with higher intensity. The positive values are directly
linked to the expanding regions visible in Fig. 8.10c. On the contrary, for the spatially
varying constraint no part of the phantom has been expanded.

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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(a) (b)

(c)

Fig. 8.10 a Mid coronal slice of CT phantom in uncompressed state. b Mid axial slice in uncom-
pressed (top) and compressed state (bottom). c Jacobian maps (same slice as for (a)) for spatially
constant elasticity constraint (left) and for spatially varying elasticity constraint (right)

Fig. 8.11 Ensemble plots derived from normalized joint histograms (see text for explanation) for
spatially constant elasticity constraint (left) and for spatially varying elasticity constraint (right)
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Conclusion: It has been shown that landmark-based registration error is not sufficient
to validate the deformations of an elastic body under compression. Moreover, valida-
tion based solely on this error may lead to a tuning of registration methods towards
high flexibility but less physiologically plausible deformations. This experiment,
which was carried out under laboratory conditions (no patient induced artifacts, high
image dose) supports another recent study [3] where different registration schemes
showed partially implausible contraction-expansion patterns but resulted in similar
landmark-based registration errors.

Functional validation is exemplarily demonstrated by relating the Jacobian map
voxel-wise with HU densities. Validation is no longer restricted to analysis of high
contrast anatomical structures, but has been extended to include assessment of image
regions with homogeneous intensities.
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Chapter 9
Estimating Internal Respiratory Motion
from Respiratory Surrogate Signals
Using Correspondence Models

Jamie McClelland

Abstract It is often difficult or impossible to directly monitor the respiratory motion
of the tumour and other internal anatomy during RT treatment. Implanted markers
can be used, but this involves an invasive procedure and has a number of other
associated risks and problems. An alternative option is to use a correspondence
model. This models the relationship between a respiratory surrogate signal(s), such
as spirometry or the displacement of the skin surface, and the motion of the internal
anatomy. Such a model allows the internal motion to be estimated from the surrogate
signal(s), which can be easily monitored during RT treatment. The correspondence
model is constructed prior to RT treatment. Imaging data is simultaneously acquired
with the surrogate signal(s), and the internal motion is measured from the imaging
data, e.g. using deformable image registration. A correspondence model is then fit
relating the internal motion to the surrogate signal(s). This can then be used during
treatment to estimate the internal motion from the surrogate signal(s). This chapter
reviews the most popular correspondence models that have been used in the literature,
as well as the different surrogate signals, types of imaging data used to measure the
internal motion, and fitting methods used to fit the correspondence model to the data.

9.1 Introduction

The previous chapters have described how to acquire 4D CT images of the patient
prior to treatment (cf. Part I) and how to estimate and model the respiratory motion
from these images using bio-mechanical models or deformable image registration
(cf. Part II). This information about the respiratory motion can be very useful for
planning RT treatments, e.g. to define appropriate targets and margins that encompass
the tumour motion, and to account for motion in dose calculations (cf. Chap. 11).
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However, if the respiratory motion can be monitored during treatment then there is
the possibility of actively modifying the treatment to compensate for the respiratory
motion, e.g. gated or tracked treatments (cf. Sects. 11.5 and 11.6). During gated treat-
ment the radiotherapy beam is switched off when the tumour moves outside the target
region (e.g. as the patient breathes in), and switched back on when it returns within
the target region [4]. This effectively reduces the motion of the tumour but increases
the treatment time. Tracked treatments attempt to make the radiotherapy beam follow
the tumour motion, effectively reducing the motion of the tumour without increas-
ing treatment time. There are two main approaches that have been proposed for
tracked treatments: using a robotically mounted LINAC [57], and moving the leaves
of a dynamic multi-leaf collimator (MLC) so that the collimated radiotherapy beam
follows the tumour [49]. Both gated and tracked treatments can potentially compen-
sate for respiratory motion, so they can use a smaller target volume as it does not
need to encompass the tumour motion which can reduce the dose to the surrounding
healthy tissue.

One of the main challenges with actively modifying the treatments is that it can be
very difficult to image the tumour motion during treatment. Some lung tumours may
be visible using x-ray imaging from certain angles, but generally it is very difficult to
accurately identify the tumour. The only current practical solution to this problem is
to use implanted markers. However, this involves an invasive procedure to implant the
markers and there are a number of other potential problems including the possibility
of marker migration [50, 62]. Also, markers are usually only implanted in or close
to the tumour so only provide information on the tumour motion. While this is the
most important information for guiding gated or tracked treatments, knowing how
the rest of the anatomy is moving may be important for ensuring that dose limits to
organs at risk are not exceeded.

Instead of attempting to directly image the motion of the tumour and other internal
anatomy during treatment, a correspondence model can be used [47]. This models the
relationship between the motion of the internal anatomy and a respiratory surrogate
signal, such as spirometry or the displacement of the skin surface, which can be
easily measured during treatment. Figures 9.1 and 9.2 illustrate the concept of a
correspondence model. Prior to treatment imaging data is acquired simultaneously
with one or more respiratory surrogate signals. The internal motion is measured from
the imaging data and then a correspondence model is fitted which relates the internal
motion to the respiratory surrogate signal(s) (cf. Fig. 9.1). The surrogate signal can
then be monitored during treatment and used to estimate the motion of the internal
anatomy and to guide gated or tracked treatments (cf. Fig. 9.2).

Correspondence models have also been proposed for other applications including
motion compensated image reconstruction in Cone-Beam CT (CBCT) [37, 54, 69]
(cf. Sect. 14.5) and Positron Emission Tomography (PET) [38] and for other image
guided interventions such as High Intensity Focussed Ultrasound (HIFU) and cardiac
catheterisation. For example, to perform motion compensated CBCT reconstruc-
tion a correspondence model can be built from 4D CT, which relates the motion
of the anatomy to the displacement of the diaphragm. When the CBCT data is
acquired the diaphragm motion can be measured from each individual projection.

http://dx.doi.org/10.1007/978-3-642-36441-9_11
http://dx.doi.org/10.1007/978-3-642-36441-9_11
http://dx.doi.org/10.1007/978-3-642-36441-9_14
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Fig. 9.1 An illustration of how a correspondence model is typically built. Prior to treatment one or
more respiratory surrogate signals are acquired simultaneously with imaging data. The motion of
the internal anatomy is measured from the imaging data, e.g. using deformable image registration.
A correspondence model is then fit which approximates the relationship between the internal motion
and the surrogate signal(s)

Fig. 9.2 An illustration of how a correspondence model is typically used. During RT treatment the
respiratory surrogate signal(s) can be easily measured. The correspondence model can then be used
to estimate the internal motion corresponding to the measured surrogate signal(s). These motion
estimates could then be used to guide gated or tracked treatments
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The correspondence model can then be used to estimate the motion for each
projection, enabling a motion compensated reconstruction to be performed. A recent
review paper [47] which covers all aspects of using correspondence models to esti-
mate respiratory motion includes a description of the various different applications
that have used such models.

Establishing accurate and robust correspondence models can be very challenging
and is still very much an open area of research. Issues such as hysteresis, where the
tumour follows a different path during inhalation and exhalation, and phase offsets
between the tumour motion and the surrogate motion, may mean that a simple linear
correlation between the surrogate signal and the tumour motion is insufficient to
accurately predict the tumour motion [1, 2, 8, 16, 24, 28, 34, 39, 53]. Another
problem is that it is well known that there can be breath to breath variations (inter-
cycle variation) in the respiratory motion, both during a single fraction of treatment
(intra-faction variation) and between fractions of treatment (inter-fraction variation)
[24, 48]. Therefore the correspondence models need to account for or adapt to the
variations in the respiratory motion.

The rest of the chapter is arranged as follows: Sect. 9.2 will review different res-
piratory surrogate signals that have been used for correspondence model in the liter-
ature; Sect. 9.3 will review different methods used to image the internal motion and
different representations of the motion used for correspondence models; Sect. 9.4 will
review the correspondence models that have been used in the literature; Sect. 9.4.2
will review methods of fitting the correspondence models to the data; and Sect. 9.5
will discuss some of the issues raised by the previous sections and the problems that
still need to be overcome before the correspondence models can enter widespread
clinical use.

9.2 Respiratory Surrogate Signals

Many different respiratory surrogate signals have been used for correspondence
models. This section will give a brief overview of some of the most common
surrogate signals that have been used in the literature. Note, surrogate signals are
also used in 4D CT reconstruction to sort the imaging data into coherent volumes
(cf. Part I).

Spirometers are used to measure the volume (or flow) of air being inhaled and
exhaled by the patient. Spirometry is a popular choice of respiratory surrogate signal
[24, 27, 41–43, 68, 71] as the signal is physiologically related to the respiratory
motion and has historically been used for assessing respiratory performance and
patterns [3]. However, it has been reported that some patients can have difficulty
tolerating spirometry for long periods of time [24], and that spirometry measurements
can be subject to time dependent drifts of the end-exhale and end-inhale values due
to escaping air and instrumentation errors [24, 27, 43]. One solution to this problem
is to use another ‘drift-free’ surrogate signal to correct for the drifts [43].

Another popular choice of respiratory surrogate signal is to measure the
displacement of the patient’s chest or abdomen. This is often done using one or
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more Infra-Red (IR) markers which are tracked optically [2, 8–15, 21, 23, 25, 37,
38, 43, 45, 46, 49, 57–60, 64, 66], and there are a number of commercial system that
use this technology: e.g. the Real-Time Position Management (RPM) system (Var-
ian, Palo Alto, California, USA), the Cyberknife (Accuray, Sunnyvale, California,
USA), and the ExacTrac system (Brainlab, Feldkirchen, Germany). Other methods
of tracking the displacement of the chest or abdomen include electromagnetic track-
ing systems [24], laser tracking systems [4, 28, 55, 61], and respiratory belts which
go around the patient’s chest or abdomen and stretch with respiration, e.g. the Anzai
respiratory gating system (Siemens, Erlangen, Germany).

Another option for measuring the displacement of the chest and abdomen is to
acquire a 3D representation of the patient’s skin surface over the chest and abdomen.
This has been done using stereo imaging techniques (e.g the Align RT system, Vision
RT, London, UK) [26, 27, 44, 48], and the use of time of flight cameras has also
been proposed [17]. For building the correspondence models the skin surface can be
extracted from CT [15, 17, 19, 35, 45, 46] or MR volumes [20], although another
method will be required to monitor the surface during treatment. The displacement at
different points on the surface or over different areas of the surface can be followed
and used as surrogate signals [15, 17, 19, 20]. Alternatively, a single, global, surro-
gate signal can be produced by calculating the volume underneath the skin surface
[44, 48], which has been shown to produce a similar signal to that acquired from a
spirometer but without the signal drift that can affect spirometry [27, 35].

Surrogate signals measured from the internal anatomy have also been proposed
in the literature. Such signals may be more closely related to the motion of the
tumour and other internal anatomy, but are much more challenging to measure during
RT treatment. The motion of one or more points on the diaphragm can be used as
surrogate signals [5–7, 32, 33, 54, 69, 70]. During treatment diaphragm position
could be followed using x-ray imaging (although imaging dose could be a factor)
[6, 7] or using ultrasound imaging [67]. It has also been proposed that the lung
surface could be used as a surrogate signal [40], although it is not clear how the full
lung surface would be detected during RT treatment delivery.

It should be noted that a number of correspondence models use derived surrogate
signals as well as the measured surrogate signals. These include processing the sur-
rogate signal to calculate the respiratory phase, a time-delayed copy of the surrogate
signal, and the temporal derivative of the surrogate signal. Using respiratory phase
can be useful for modelling hysteresis, but if respiratory phase is used on its own
then it is not possible to model any inter-cycle variation. Using the time derivative
of a surrogate signal, or a time delayed copy of the surrogate signal, in conjunction
with the original signal can enable the modelling of hysteresis and some degree of
inter-cycle variation.

Some authors have proposed using full 2D images of the internal anatomy
(e.g. CBCT projection data) as surrogate data [36, 65]. When using full images
as the surrogate data, the direct relationship between the surrogate data and the inter-
nal motion is not modelled. Rather, an ‘in-direct’ correspondence model is used to
estimate the internal motion from the surrogate data (cf. Sect. 9.4.3).
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9.3 Internal Motion Data

9.3.1 Imaging the Internal Motion

This section will describe the different imaging modalities that have been used in
the literature for imaging the internal respiratory motion. Some papers image the
respiratory motion and construct the correspondence models at the same time as
planning the RT treatment, i.e. several days before the treatment. Other papers image
the respiratory motion just prior to treatment with the patient setup ready for treat-
ment. This means that a new model can be built for each fraction of treatment and
can help account for inter-fraction variations in the respiratory motion (cf. Sect. 9.5).
Figure 9.3 shows examples of the different types of imaging data that have been used
to image the motion of the internal anatomy.

Dynamic x-ray imaging (such as fluoroscopy) has been used to image the internal
respiratory motion [1, 4, 6, 7, 9–11, 14, 24, 25, 28, 29, 44, 55, 57–61, 64, 66]
(cf. Fig. 9.3a). Its main advantages are that it can be easily acquired just prior to or
during RT treatment and can be acquired with a very high temporal resolution so that
the images can be considered free of motion artefacts. However, as noted in the intro-
duction to this chapter, it can be very difficult to detect the tumour in x-ray images
due to it being occluded by high intensity structures such as bones or the medi-
astinum. One solution is to implant small radio-opaque markers into or close to the
tumour in order to follow its motion [4, 9–11, 14, 25, 28, 29, 55, 57, 58, 61, 64].

Fig. 9.3 Examples of the different types of imaging data that have been used to image the respiratory
motion of the internal anatomy. a An x-ray projection image, b a 4D CT volume, c a Cine CT volume,
d a dynamic MRI volume (acquisition time approx 250 ms for the full volume)
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These markers are easily detectable in the x-ray images and can be automati-
cally tracked, but have a number of drawbacks including an invasive procedure to
implant them and the possibility of them moving away from their intended locations
[50, 62]. Therefore developing methods to automatically determine the tumour
motion from x-ray images without using implanted markers is an active area of
research [44, 60]. As x-rays produce 2D projection images two simultaneous x-ray
images from different directions are generally required to track the 3D motion.
Another option that has been proposed is to use a series of x-ray images acquired with
the source and detector rotating around the patient, i.e. the raw projections images
from a cone-beam CT acquisition (cf. Chap. 14). The model can then be fit to all of
the x-ray images simultaneously, allowing the full 3D motion to be modelled [44].

CT imaging has been widely used in the literature to image the internal respira-
tory motion. It provides information on the full 3D motion and deformation of the
anatomy, enabling 3D deformable registrations to be performed. Many studies have
used 4D CT datasets as described in Part I to image the respiratory motion during
free breathing [2, 15–19, 32, 33, 36–38, 40, 54, 65, 69, 70] (cf. Fig. 9.3b). These
are popular as they provide images over the full region of interest. However, they are
formed by combining data acquired from several different respiratory cycles, and
are based on the assumption that the respiratory motion will be the same from one
respiratory cycle to the next. Breath-to-breath variations in the respiratory motion
will cause artefacts in the 4D CT volumes (cf. Sect. 1.5.1 and Sect. 2.5). This also
means that 4D CT volumes are not appropriate for studying and modelling the short
term breath-to-breath variations in the respiratory motion.

To overcome this problem some studies have used Cine CT data [8, 12, 21, 23,
41, 42, 45, 46, 48, 49, 68, 71] (cf. Fig. 9.3c) which is essentially the unsorted data
used to construct cine 4D CT volumes (cf. Chap. 2). This means that the field of
view and number of slices in the superior-inferior direction is limited by the size of
the CT detector. Many scanners used clinically only have 12 or 16 slices covering
approximately 2-2.5 cm. Some recently developed scanners can have a much larger
detector giving greater coverage and many more slices [51], although these are still
not generally large enough to cover the whole region of interest for RT planning.
Therefore, if motion estimates are required for the whole region of interest it may
be necessary to build multiple correspondence models and to combine the results
from these models [45, 46, 48, 49, 68]. Cine CT data may be acquired at the same
location over more than one respiratory cycle, giving information on the breath-to-
breath variations that occur.

MRI data has also been used for constructing correspondence models [5, 20, 34,
39, 53] (cf. Fig. 9.3d). MRI has the advantage that it does not deliver any radiation
dose to the patient, potentially allowing much more data to be acquired so as to
study both the intra- and inter-fraction variation, and enabling volunteer studies. It
is possible to acquire 3D MR volumes of a large region of interest (e.g. the lungs) at
a temporal resolution fast enough to image the respiratory motion (0.5 s per image),
although the spatial resolution and image quality is poor compared to 4D CT making
accurate image registration much more challenging [5, 20].

http://dx.doi.org/10.1007/978-3-642-36441-9_14
http://dx.doi.org/10.1007/978-3-642-36441-9_1
http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_2
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9.3.2 Representing the Internal Motion Data

Some papers just model the motion of one or a small number of points of interest. In
a clinical setting the point of interest would usually correspond to the tumour. Some
papers manually determine the motion of the point of interest but most papers use
an automatic method such as template tracking (e.g. [41]). Other correspondence
models estimate the motion over an entire region of interest. In these cases image
registration is often used to determine the motion from the imaging data. Affine reg-
istrations have been used [5], although deformable registrations are more common
as these can account for the local deformations that occur during respiration. Several
different deformable registration algorithms have been used in the literature, includ-
ing B-spline (e.g. [46]), demons (e.g. [36]), optical flow/diffusion (e.g. [70]), fluid
(e.g. [40]), and surface based registrations (e.g. [33]). For more information on the
different registration algorithms please see Part II.

All correspondence models in the literature essentially represent the internal
motion data using a motion vector, m = [

m1, m2, . . . , m Nm

]T , where there are Nm

values representing the internal motion. In some cases the elements of the motion
vector correspond to the motion of one or more anatomical points. These could be
a point of interest such as the tumour [1, 2, 6–11, 13, 14, 24, 25, 28, 29, 34, 39,
41, 42, 44, 55, 57–61, 64, 71], or they could be points defining the surface of an
organ [5, 32, 33]. The actual values used could correspond to the absolute posi-
tion of the points (in some predefined coordinate system) or the displacement of the
points relative to a reference position [33]. Some papers only model the 1D motion
(usually in the SI direction) of the anatomical points, so m = [

x1, x2, . . . , xNp

]T

where xn is the motion of the nth point and Np is the number of anatomical points. In
this case Nm = Np. Some papers model the 2D motion of the anatomical points so

m = [
x1, y1, x2, . . . , xNp , yNp

]T and Nm = 2Np, and some papers model the full 3D

motion of the points so m = [
x1, y1, z1, x2, . . . , xNp , yNp , zNp

]T and Nm = 3Np,
where xn is the motion of the nth point in the x direction, yn is the motion of the nth
point in the y direction, and zn is the motion of the nth point in the z direction.

Other representations of the motion have also been used in the literature. The
motion vector could represent a deformation field [15, 17, 19, 36–38, 40, 54, 65,
68–70], where each element of m corresponds to the motion of a voxel in a particular
direction, and Nm equals 3 times the number of voxels in the volume. The motion
vector could represent a velocity field that defines a diffeomorphic transformation
[21, 23], where each element of m corresponds to the velocity at a voxel in a particular
direction, and Nm again equals 3 times the number of voxels in the volume. Or the
motion vector could represent a control point grid defining a B-spline transformation
[12, 18, 20, 45, 46, 48, 49], where each element of m corresponds to the displacement
of one of the control points in one direction and Nm equals 3 times the number of
control points that define the B-spline transformation. The size of the motion vector,
Nm , will depend on the motion representation being used. It will be small if only
one or a few points of interest are being modelled, it could be several thousand if
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points defining an organ surface are being modelled, it could be many thousand if a
B-spline control point grid is being modelled, or it could be millions if a deformation
or velocity field is being modelled.

9.4 Correspondence Models

9.4.1 Types of Model

This section will describe some of the different correspondence models that have
been used to relate the internal motion to respiratory surrogate signals. Table 9.1
summarises the different correspondence models that have been used in the literature.
Figure 9.4 illustrates the different motion trajectories that can be modelled by the
more popular types of correspondence models in Table 9.1.

9.4.1.1 Linear Models

As can be seen in Table 9.1, linear correspondence models are by far the most common
in the literature. These model the motion as a linear combination of surrogate signals:

m = Cs + C0 (9.1)

Table 9.1 Summary of the different types of correspondence models used in the literature

Type Details Examples

Linear 1 surrogate signal [1, 2, 6–9, 11, 16, 24, 25, 28, 34,
39, 53, 55, 57–61]

2 or more surrogate signals [6, 7, 10, 13–15, 17, 19, 20, 29,
32, 33, 40–42, 44, 48, 55,
68–71]

Piece-wise linear 1 surrogate signal [21, 23]
Using respiratory phase as

surrogate signal
[54]

Polynomial 1 surrogate signal [13, 25, 45, 55]
With separate inhalation and

exhalation
[5, 13, 14, 25, 48, 61, 64]

2 surrogate signals [55, 64]
B-spline Using respiratory phase as

surrogate signal
[12, 45, 46, 48, 49]

2 or more surrogate signals [18]
Others Fourier series [45]

Neural networks [29, 64]
Fuzzy logic [64]
Support vector regression [13, 14]
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(a) (b) (c)

(f)(e)(d)

Fig. 9.4 Examples of the different motion trajectories that can be produced by the different types of
correspondence model. The points corresponding to end-exhalation (red circles) and end-inhalation
(green circles) from two breath cycles are marked (EE1, EI1, EE2, EI2). a A linear correspondence
model using one surrogate signal constrains the motion to follow a straight line during every breath
cycle. The estimated motion may move a different distance along the line during each breath,
depending on how deep the breathing is (i.e. EE1 �= EE2 and EI1 �= EI2). b A linear (or other)
correspondence model that uses two or more surrogate signals can model complex motion including
hysteresis (a different trajectory during inhalation and exhalation) and inter-cycle variation (EE1 �=
EE2 and EI1 �= EI2). c A piece-wise linear model produces a motion trajectory that is made up of
several straight line segments. The blue circles correspond to known motion measurements made
from the imaging data. As with the linear model, the estimated motion is constrained to follow the
same path during every breath, but may move a different distance along the path depending on how
deeply the individual is breathing. d If the surrogate signal used for the piece-wise linear model is a
derived respiratory phase signal rather than the actual measured surrogate signal then the line seg-
ments will form a loop shaped trajectory. In this case the estimated motion will go around the same
loop during every breath cycle. This means that hysteresis can be modelled, but inter-cycle variation
cannot (i.e. EE1 = EE2 and EI1 = EI2). e A polynomial correspondence model also constrains the
motion to follow the same path during every breath, but now the path is a curve rather than one or
more straight lines. f In order to model hysteresis some authors have proposed using two polynomial
models, one for inhalation and one for exhalation. While this does allow hysteresis to be modelled
it may result in discontinuous motion estimates when switching between the two models, as shown
at EE2 and EI2. g Using respiratory phase as the surrogate signal and a periodic B-spline corre-
spondence model gives a similar trajectory to using phase with a piece-wise linear model, but the
trajectory is now a smooth curve rather than being composed of a number of straight line segments
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where m is the vector of motion estimates (see Sect. 9.3.2), s is a vector of surrogate
signals (i.e. s = [

s1, s2, . . . , sNs

]T where sn is the nth surrogate signal and there
are Ns surrogate signals, some of which may be derived surrogate signals), C is a
Nm × Ns matrix of linear coefficients, and C0 is a Nm element vector of constant
terms.

Several papers use a linear model with just a single surrogate signal (i.e. Ns = 1),
which is therefore a simple linear correlation between the surrogate signal and the
motion. This constrains the motion to follow a straight line during each breath
(cf. Fig. 9.4a). Such a model was first proposed for RT related applications by
Schweikard et al. [57] for guiding tracked RT treatment using the Cyberknife (Accu-
ray, Sunnyvale, California, USA). Although such a model may not be very realistic,
it has been shown to be sufficiently accurate in some circumstances, and is used
clinically in the Cyberknife system to treat some patients [25, 61].

There have been a number of studies assessing how different factors can affect
the correlation between the surrogate signal and the motion [1, 2, 8, 16, 24, 28,
34, 39, 53], e.g. the surrogate signal used [24], the type of breathing the patient is
performing (deep or shallow, using their ribs or using their diaphragm) [34, 53], and
over what time scales the linear correlations are valid [24]. These studies have had
mixed results. In some circumstances a simple linear correlation can approximate the
respiratory motion relatively well over a short time frame, but in other circumstances,
such as when there is significant hysteresis, a simple 1-D linear correlation is not
sufficient.

Other papers have used linear models of two or more (sometimes many more)
surrogate signals (i.e. Ns > 1). When there are only two signals these usually com-
prise one measured surrogate signal and one derived surrogate signal, either a time
delayed signal or the temporal derivative (e.g. [41]). When more signals are used
they are often multiple measured surrogate signals from different parts of the anatomy
(e.g. [32]), although sometimes they will use multiple measured and multiple derived
signals (e.g. [20]), and sometimes just a single measured signal with multiple derived
signals (i.e. a number of time delayed signals with a different length delay for each
signal, e.g. [29]). Sometimes the different signals may be highly correlated with each
other, e.g. when the signals represent points on the surface of an organ, and this can
make the models susceptible to over-fitting [32, 33]. However, the models are very
flexible and can potentially model complex motion including both hysteresis and
inter-cycle variation (cf. Fig. 9.4b). Linear models using multiple surrogate signals
were first proposed for RT related applications by Low et al. [41].

One way to model more complex motion with only a single surrogate signal is to
use a piece-wise linear model [21, 23, 37, 38, 54]. In this case the motion has been
measured from several images (e.g. using deformable image registration), each of
which corresponds to a different surrogate signal value. These motion measurements
are linearly interpolated to estimate the motion at other surrogate signal values where
data has not been acquired. Such models allow the motion to follow more complex
paths than a simple straight line, but as with any model using a single surrogate
signal, they are limited in the variation they can model. A piece-wise linear model that
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relates the motion to the measured surrogate signal [21, 23] cannot model hysteresis
but can model some limited inter-cycle variation. The motion will always follow
the same trajectory during each breath, but can move a different distance along this
trajectory depending on how deeply the patient is breathing (cf. Fig. 9.4c). A piece-
wise linear model that relates the motion to respiratory phase [37, 38, 54] can model
hysteresis but cannot model any inter-cycle variation (cf. Fig. 9.4d). Furthermore,
a piece-wise linear model cannot extrapolate outside the range of surrogate signal
values used to build the model.

9.4.1.2 Polynomial Models

Polynomial correspondence models have also been widely used. These estimate
the motion as a polynomial function of the surrogate signal(s). The equation for a
polynomial correspondence model using a single scalar surrogate signal, s1, is:

m =
p∑

i=0

Ci si
1 (9.2)

and the equation for a polynomial model using two scalar surrogate signals, s1 and
s2, is:

m =
p∑

i=0

n−i∑

j=0

Ci, j si
1s j

2 (9.3)

where Ci and Ci, j are vectors of polynomial coefficients and p is the order of the
polynomial. Such models are usually second or third order polynomials. Higher
orders polynomials have been investigated [45], but they are more likely to over-fit
the data and lead to very large extrapolation errors. Polynomial models were first
proposed for RT related applications by Blackall et al. [5].

Polynomial models are usually used with a single scalar surrogate signal, but they
have also been used with respiratory phase [45], and with two surrogate signals (the
second being a precursor of the first) [55, 64]. As with the linear models, if a sin-
gle surrogate is used the motion is constrained to follow the same trajectory during
each breath, although it can move a different distance along this trajectory. How-
ever, unlike the linear models the trajectory is no longer constrained to be a straight
line (cf. Fig. 9.4e). As polynomial models can be susceptible to large extrapolation
errors some papers revert to using a linear model when estimating the motion for
values of the surrogate signal that are outside the range used to build the model
[13, 14, 61, 64].

A polynomial model of a single surrogate signal cannot model hysteresis as
the motion is constrained to follow the same path during inhalation and exhala-
tion. Therefore some papers fit two separate polynomial models, one to the data
from inhalation and one to the data from exhalation, as first proposed in Blackall
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et al. [5]. This allows hysteresis to be modelled but can result in discontinuities in the
motion estimates when switching from inhalation to exhalation (cf. Fig. 9.4f). To try
and minimise the discontinuities some papers ‘blend together’ the polynomial mod-
els and a linear model in the regions corresponding to end-exhale and end-inhale,
creating a smooth transition from one model to the other and allowing the linear
model to be used when extrapolation is required [13, 14].

9.4.1.3 B-Spline Models

B-spline correspondence models have also been proposed to relate the surrogate
signal(s) and the motion. These are usually used with a single derived surrogate
signal representing respiratory phase, so a 1D B-spline is used. One paper [18] has
proposed using both a derived respiratory phase signal and the actual measured signal
so uses a two dimensional B-spline.

As the internal motion is related to respiratory phase, ϑ , most of the papers have
modified the standard B-spline function so as to make it periodic (or cyclic), so that
there are no discontinuities between one breath cycle and the next:

m =
3∑

i=0

Ci + k mod N Bi ( j) (9.4)

where j = ϑ
δ

− �ϑ
δ
�, k = �ϑ

δ
� − 1, ϑ is the respiratory phase (between 0 and

100 %), Bi is the i th B-spline basis function (see Sect. 6.1.2.1 or [56]), C0, . . . , CN

are vectors of B-spline control points (with Nm elements), N is the number of control
points, and δ is the control point spacing (δ = 100%

N ). Note, although the equation
does directly relate the estimated motion to a measured surrogate signal, the values
of the B-spline basis functions Bi depend on the value of the respiratory phase, ϑ ,
which is derived from the measured surrogate signal.

Periodic B-spline correspondence models were first proposed for RT related appli-
cations by McClelland et al. [45, 46]. A 1D periodic B-spline correspondence model
constrains the motion to follow a loop shaped trajectory. This means that hysteresis
can be modelled, but inter-cycle variation cannot be modelled (cf. Fig. 9.4g). The
2D B-spline model can potentially model inter-cycle variation and hysteresis, but as
there are many more model parameters to fit there is a much higher risk of over-fitting
the data.

9.4.1.4 Others

Other correspondence models have also been proposed in the literature, including
models based on Fourier series [45], neural networks [29, 64], fuzzy logic [64], and
support vector regression [13, 14]. However, these models have not been widely used

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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in the literature so they will not be covered in detail here. Interested readers should
refer to the papers referenced above for more detail on these methods.

9.4.2 Fitting the Correspondence Models

A number of different methods and techniques have been used to fit the correspon-
dence models to the data. This section will describe some of the more widely used
methods.

To fit a correspondence model the motion of the internal anatomy and the surro-
gate signals must both be simultaneously sampled a number of times. Each sample
will usually represent a specific timepoint, although is some papers they represent an
entire breath cycle [32, 33]. The motion of the internal anatomy at each sample, t , is
represented by the motion vector mt = [

m1, t , m2, t , . . . , m Nm , t
]T , where there are

Nm values representing the internal motion (e.g. Nm is 3 times the number of voxels if
the motion is represented as a deformation field, cf. Sect. 9.3.2). The surrogate signals
at each sample, t , are represented by another vector st = [

s1, t , s2, t , . . . , sNs , t
]T ,

where there are Ns surrogate signals. All of the samples of the motion data can be
then concatenated into a matrix, M = [

m1, m2, . . . , mNt

]
and samples of the sur-

rogate signal can be concatenated into another matrix, S = [
s1, s2, . . . , sNt

]
where

Nt is the number of training samples, i.e. the number of timepoints that the internal
motion has been imaged (or the number of breath cycles imaged). Nt is typically 8 or
10 if 4D CT has been used to image the internal motion (one sample for each 4D CT
image), but may be more if a different modality (e.g. x-ray imaging) has been used.

9.4.2.1 Linear Least Squares

By far the most commonly used method is linear least squares [5, 9–14, 25, 41, 42,
45, 46, 48, 49, 55, 57–61, 64, 68]. The correspondence model can be formulated as
a linear multivariate regression problem:

mt = Cst (9.5)

where C contains the correspondence model parameters, which can be found from
the training data using ordinary least squares by minimising the squared difference
between M and CS, i.e.

arg min (M − CS)2 (9.6)

this is done by:

C = MST
(

SST
)−1 = ΣMSΣ−1

SS (9.7)
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where ΣSS is the covariance matrix of S and ΣMS the cross-covariance matrix of
M and S.

A motion estimate, mest , can then be made from new surrogate signal values,
snew, using the fitted correspondence model parameter, C:

mest = Csnew (9.8)

Note, linear least squares can be used for polynomial models and B-spline models
as well as the linear models by considering simple functions of the surrogate signals
(such as raising to a power or calculating the B-spline basis functions) as just another
surrogate signal. Also, if an additional ‘surrogate signal’ with a constant value of 1 is
used when fitting the linear model this will allow the constant terms C0 to be fit as well.
Example to fit a second order polynomial correspondence model with one surrogate

signal, s1, the surrogate signal vector for each sample, t , will be st =
[
s2

1,t , s1,t , 1
]T

.

9.4.2.2 Principal Component Analysis

Principal Component Analysis (PCA) is a mathematical technique which can be used
to help analyse and interpret multi-variate data [30]. PCA is performed by finding
the eigenvectors of the data covariance matrix. The result of PCA is a set of linearly
uncorrelated variables, the principal components. These are ordered such that the
first principal component has the largest possible variance (i.e. accounts for the
most variation in the data possible), and each successive component has the highest
possible variance while being orthogonal to the previous principal components. The
total number of principal components will be the same as the number of variables
in the data. However, it is usually possible to represent the majority of the variance
in the data using substantially fewer principal components than there were original
variables. Therefore PCA can be used as a dimensionality reduction tool. The original
data can be re-expressed in terms of the PCA weights, that is the values by which
each principal component is multiplied to approximate the original data. If all the
principal components are used then the principal components multiplied by the PCA
weights will equal the original data exactly. If fewer principal components are used
this will approximate the original data, although a good approximation will often be
achieved if a sufficient amount of the variance (usually 90-95 %) is included in the
principal components that are used.

PCA has been utilised in a number of different ways when fitting respiratory
motion models.

Applied to Internal Motion Data

It has been applied to the internal motion data prior to fitting a correspondence model
[20, 69]. This can help remove unwanted noise from the motion data due to imaging
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artefacts and/or registration errors. First the mean motion vector, m, is subtracted
from each motion vector to give the mean centred motion vectors, m̃t = mt − m,
and these are concatenated to give the mean centred motion matrix M̃. This is then
approximated using Km principal components:

M̃ ≈ EmWm (9.9)

where the matrix Em = [
e1, . . . , eKm

]
consists of the first Km principal components

and matrix Wm of size Km × Nt gives the principal component weights for each of
the training motion samples.

The correspondence model now relates the surrogate signal(s) to the principal
component weights rather than to the motion vectors themselves. Ordinary least
squares can be used as above to fit the correspondence model [69]:

C = WmST
(

SST
)−1 = ΣWm SΣ−1

SS (9.10)

where ΣWm S is the cross-covariance matrix of Wm and S.
A motion estimate can be made from new surrogate signals values by first esti-

mating the principal component weights, wm_est :

wm_est = Csnew (9.11)

and then multiplying by the principal components and adding the mean motion vector
to get the motion estimate:

mest = m + Emwm_est = m + EmCsnew (9.12)

Note, alternative fitting methods, such as canonical correlation analysis [20, 40],
can be used instead of ordinary least squares to calculate the model parameters, C,
which relate the principal component weights to the surrogate signals.

Applied to Surrogate Signal Data

PCA has also been applied to the surrogate signal data before fitting a correspondence
model [33]. The correspondence model then relates the PCA weights (which now
represent the surrogate signals) to the internal motion data. This approach is known
as principal component regression (PCR) and it can help provide a more stable and
robust fit by removing co-linearities in the surrogate data. This can be particularly
useful if there are a large number of surrogate signals that are highly correlated with
each other, e.g. when the surrogate signals are from points on an organ/skin surface,
and can help prevent over-fitting in such circumstances. The mean centred surrogate
signals, S̃ are represented using Ks principal components:
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S̃ ≈ EsWs (9.13)

where the matrix Es contains the first Ks principal components and matrix Ws the
principal component weights for each of the training surrogate samples.

Ordinary least squares is then used to fit the correspondence model relating the
internal motion to the principal component weights:

C = MWT
s

(
WsWT

s

)−1 = ΣMWs Σ
−1
Ws Ws

(9.14)

where ΣWs Ws is the covariance matrix of Ws and ΣMWs the cross-covariance matrix
of M and Ws . A motion estimate is made from new surrogate signal values by first
calculating the corresponding principal component weights, ws_new:

ws_new = ET
s (snew − s) (9.15)

where s is the mean of the training surrogate vectors, and then estimating the motion
using the correspondence model:

mest = Cws_new = CET
s (snew − s) (9.16)

Applied to Motion and Surrogate Data

PCA can also be applied to both the motion data and the surrogate data separately,
before fitting a correspondence model relating the motion PCA weights to the surro-
gate data PCA weights [40]. This should both help to remove noise from the motion
data and remove co-linearities from the surrogate data. The motion estimate is then
made using:

mest = m + EmCET
s (snew − s) (9.17)

Used to Fit the Correspondence Model

PCA has also been used to actually fit the correspondence model C [6, 7, 15, 17, 19,
32, 70]. All the mean centred motion vectors and surrogate vectors are combined

into a single data vector, zt = [
m̃T

t , s̃T
t

]T
with length Nm+Ns . PCA is then performed

on the (Nm + Ns)× Nt matrix Z which contains all the combined data vectors from
all the Nt training samples.

Z ≈ EzWz (9.18)

where the matrix Ez consists of the first Kz principal components. This equation can
be split into two separate equations:
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M̃ ≈ EzmWz (9.19)

S̃ ≈ EzsWz (9.20)

where Ezm and Ezs are constructed from the upper Nm and lower Ns rows of Ez

respectively. Assuming the inverse matrix E−1
zs exists Wz can be eliminated from the

equations:
M̃ ≈ EzmE−1

zs S̃ (9.21)

and a motion estimate can be made from new surrogate signal values using:

mest = m + EzmE−1
zs (snew − s) (9.22)

Note, for E−1
zs to exist there must be at least as many rows as columns in Ezs , i.e. the

number of principal components used, Kz , cannot exceed the number of surrogate
signals, Ns .

9.4.2.3 Other Fitting Methods

There have been a number of other fitting methods proposed in the literature. These
include: ridge regression [32], canonical correlation analysis [20, 40], support vector
regression [13, 14], multi-level B-spline approximation [18], Nelder-Mead optimi-
sation [71], the Levenberg-Marquardt algorithm [29, 64], Fuzzy logic methods [64],
and digital filtering [65]. Some of these fitting methods are general methods that
can be used with many different correspondence models, and others are specialised
methods designed for specific correspondence models. However, they have not been
widely used and will not be discussed in detail. Interested readers should refer to the
papers referenced above for more detail on these methods.

9.4.2.4 Fitting the Model Directly to the Imaging Data

Some authors have proposed methods which iterate between fitting the correspon-
dence model directly to the (raw) imaging data and performing a motion compensated
image reconstruction. This approach was originally proposed for MR imaging [52],
where the correspondence model is fitted directly to the k-space data. The approach
has also been used for 4D CT imaging [21, 23], where the model is fitted to the
unsorted Cine CT volumes, and for CBCT imaging [44], where the model is fitted
directly to the CBCT projection data.

For example, in the case of CBCT it can take a minute or more to acquire all the
projections images that are required to reconstruct a full 3D volume. This means that
the reconstructed volume will contain artefacts due to the respiratory motion, e.g. the
tumour can appear blurred. If a surrogate signal is simultaneously acquired with the
projection data then a correspondence model can be used to estimate the motion that
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occurred when each projection was acquired. This can be used to perform a motion
compensated image reconstruction which should not contain any motion artefacts
(cf. Sect. 14.4). The correspondence model can be fitted using prior imaging data
[37, 54, 69], but this assumes that the motion is the same during the CBCT acqui-
sition as it was when the prior imaging data was acquired. Alternatively an iterative
method can be used which fits the correspondence model directly to the CBCT pro-
jection data [44]. In this case a image reconstruction is first performed assuming no
motion. This reconstructed volume can then be ‘animated’ according to the corre-
spondence model, and projections can be simulated from the animated reconstructed
volume and compared to the original projections. The correspondence model para-
meters are optimised to give the best match between the simulated projections and
the original projections. The correspondence model can then be used to perform a
motion compensated image reconstruction. This whole procedure can then be iter-
ated, using the motion compensated image reconstruction to get a better estimate
of the correspondence model parameters, and then using the better estimate of the
correspondence model to improve the motion compensated image reconstruction.

9.4.2.5 Adaptive Fitting

If extra images of the internal motion can be acquired during a fraction of RT treat-
ment then they can be used for ‘adaptive fitting’ [9–11, 25, 29, 57–61, 64]. For
example the Cyberknife system (Accuray, Sunnyvale, California, USA) can acquire
x-ray images of the patient in the treatment position, allowing images to be acquired
during treatment as well as prior to treatment (for building the initial correspon-
dence model). In theory x-ray images could be acquired continuously throughout
treatment, removing the need for a correspondence model, but this would greatly
increase the radiation dose to the patient due to imaging. Adaptive fitting means that
the correspondence model is intermittently updated as new data becomes available.
This allows the model to adapt to gradual changes in the relationship between the
internal motion and the surrogate. This is usually done by discarding the oldest data
in favour of the newly acquired sample and re-fitting the model. The newly acquired
sample can also be used to check the accuracy of the current model, and if it drops
below a predetermined tolerance the treatment can be paused while the model is
completely rebuilt using new data. This approach can help the model react to more
sudden changes in the motion-surrogate relationship.

9.4.3 Indirect Correspondence Models

Unlike the correspondence models described in the previous sections, indirect
correspondence models do not directly relate the motion to the surrogate data. Instead,
they parameterise the motion using one or more internal variables, and make estimates
of the surrogate data as well as the motion data. When surrogate data is acquired
during a procedure the internal variables are optimised to give the best match

http://dx.doi.org/10.1007/978-3-642-36441-9_14
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between the estimated surrogate data and the measured surrogate data. This can
be expressed as:

x = φ(v) (9.23)

v = arg max
v

Sim (F (T (I, x)) , s) (9.24)

where φ(v) is an indirect correspondence model that estimates the motion, x, from
some internal variables, v. I is a reference image, T is a function that transforms the
reference image according to the motion estimate x, F is a function which simulates
the surrogate data from the transformed reference image, and Sim is a measure of
similarity between the simulated surrogate data and the measured surrogate data, s.
The function F can vary: for the RT related models in the literature [36, 65] the
function F simulates a CBCT projection from CT data, but for other applications
F can simulate different types of data (e.g. an Ultrasound slice from MR data for
cardiac interventions[31]).

The model φ(v) can also vary. Two models have been used in the literature: a
linear model [36], and a B-spline model which incorporates an additional linear
scaling of the motion estimates to allow for variations in the depth of breathing [65].
The linear model is fit to the motion data using PCA and the internal variables, v,
are the principal component weights. For the B-spline model the internal variables
represent the respiratory phase and the depth of breathing. The B-spline model is fit
to the motion data using digital filtering.

At treatment time when the surrogate data is available the internal variables are
optimised to estimate the motion that best matches the CBCT projections. The two
papers use different strategies to help the optimisation. Li et al. [36] use a prediction
model (cf. Chap. 12) to obtain good initial guesses for the internal variables. Vande-
meulebroucke et al. [65] assume the respiratory phase and depth of breathing vary
smoothly with time, and then optimise their values for the CBCT projections from
an entire breath cycle simultaneously.

9.5 Discussion and Conclusions

This chapter has reviewed the various different options that have been used in the
literature for constructing respiratory motion model that relate the motion of the
internal anatomy to one or more easily measured surrogate signals. There are a
number of issues that should be considered when designing and using such models
which will now be discussed.

http://dx.doi.org/10.1007/978-3-642-36441-9_12
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9.5.1 Intra-Fraction Variation

If the models will be used to estimate the respiratory motion during a fraction of
RT treatment then the models needs to be able to account for intra-fraction varia-
tions in the motion. The model can try and estimate the variations in the internal
motion from variations in the surrogate signals. This can potentially be done by
using two or more surrogate signals (one of which may be a derived surrogate sig-
nal such as the temporal derivative or a time delayed copy of a measured surrogate
signal). However, the ability of such models to accurately estimate the motion and
its variation over a time frame corresponding to a fraction of treatment has yet to be
demonstrated.

The models can also be made to adapt to the intra-fraction variations by using
an adaptive fitting approach as described in Sect. 9.4.2.5. This requires intermittent
measurements of the internal motion during treatment, which may be difficult to
acquire. An adaptive fitting approach is used in the Cyberknife system from Accuray,
one of the only commercial products currently in routine clinical use that utilises
correspondence models to estimate the internal respiratory motion. The fact that
the accuracy of the models can be verified and the models can be updated during
treatment may be one of the main reasons that the models are considered accurate
and robust enough to be used in a clinical setting. However, it should be noted that
in order to acquire intermittent measurements of the internal motion it is usually
necessary to implant internal markers in or around the tumours so that they can be
imaged during treatment.

9.5.2 Inter-Fraction Variation

If the models will be used to estimate the respiratory motion during different fractions
of RT treatment then the models need to be able to account for inter-fraction varia-
tions. As with intra-fraction variation, the models could try and estimate the inter-
fraction variations from variations in the surrogate signals. However, this could be
very challenging as between different fractions of treatment there can be anatomical
changes such as weight loss/gain and growing/shrinking tumour, and the patient can
change the way that they breathe (e.g. from chest breathing to abdominal breathing).
These inter-fraction variations can effect the relationship between the surrogate sig-
nal(s) and the internal motion, and can invalidate models built during a previous
fraction of RT or from data acquired at planning [48].

Another approach for dealing with inter-fraction variations is to check the validity
of the correspondence model prior to each fraction of treatment, and if necessary
update or rebuild the model. This requires measurements of the internal motion just
prior to each fraction of treatment, which may be difficult or impractical to acquire.
Additionally, if the anatomy and/or motion have changed considerably from that
seen during planning then the treatment plan may no longer be suitable and a new
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plan may be required. This approach of ‘Adpative RT’ is an active area of research
[63], and correspondence models that can be updated to account for inter-fraction
variations could be a valuable tool for this work.

9.5.3 Reducing Variations

Breath-coaching and audio and/or visual feedback can be used to try and reduce intra-
and inter-fraction variations in the respiratory motion. A number of methods have
been presented in the literature [22, 26], and although they have generally shown
promising results, they have only entered limited clinical use. The methods have
usually been assessed using surrogate data, and it has been shown that they can reduce
the variation of the surrogate signals. However, the effects of these methods on the
internal motion, (and on the stability of the correspondence models) has not been fully
assessed. The studies also show that using feedback is not beneficial for all patients,
and in some cases the feedback can make the variation worse. Additionally, these
methods will be of limited or no help with inter-fraction variations due to anatomical
changes, as these cannot be accounted for just by having the patient breathing in
a reproducible way. In conclusion, breath-coaching and feedback methods could
potentially be very useful, particularly for gated or tracked treatments, but more
work is required before firm conclusions can be drawn.

9.5.4 Amount of Data Used to Build and Validate Models

Ideally the internal motion data used to fit the motion model would sample all the
types of variation that the model will be used to estimate (i.e. intra-fraction and
inter-fraction variation). However, if ionising radiation is used for the imaging then
this limits the number of images that can be acquired. Even if dose is not an issue
(e.g. if MRI used) it may not be practical or possible to acquire data over the time
frames required to sample all of the variation. The amount of data required will also
be affected by the use of adaptive fitting methods. If extra data is acquired to update
the models to adapt to intra- or inter-fraction variation then it is not necessary to
sample all the variation in the initial data. More studies are required to determine
the optimal amount of data to acquire in different circumstances in order to find a
good trade off between scanning time and resources and model accuracy.

The data used to validate the models should also sample all expected types
of variations in the motion. But, as with the data used to build the models it is
often difficult to acquire sufficient data to thoroughly validate the models. When
designing and investigating models they can be validated using retrospectively
acquired data. However, if the models are to be used clinically then it is desirable to
have some way of validating them prior to and during use. The difficulty in acquiring
good validation data, and hence the lack of confidence in the accuracy of models,
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could be one of the main reasons that such models have not yet been more adopted
in clinical use.

9.5.5 Computation Time

The computation time required to build the motion models can vary greatly. It will
depend heavily on the way the motion is measured from the imaging data and rep-
resented in the models, e.g. if deformable registrations of several large 3D volumes
is required this can take from a few minutes to several hours depending on the algo-
rithms and implementations used. The model fitting itself is generally quite fast but
obviously depends on the method used and the amount of data being fit. Often in the
literature the imaging data used to build the models is acquired several days before
the model is needed (i.e. at treatment time), so the time required to build the models
is not a major concern. However, if the models are to be updated or rebuilt for every
fraction of treatment in order to account for inter-fraction variations then the time
required to construct the models will be an important factor.

If the models are to be used to guide gated or tracked treatments then the motion
estimates are required in ‘real-time’ so the computation time required to calculate
them from the surrogate data will be important. Generally this can be done in a
fraction of a second for most models, even if estimating a dense deformation field.
Indirect models (see Sect. 9.4.3) may take longer as they need to optimise the motion
estimate to best match the surrogate data. However, even if the motion estimates can
be calculated quickly they do require some time, as does acquiring and processing
the surrogate data and determining how to modify the treatment, so there will always
be some degree of latency to treatment which will negatively affect the accuracy.
To account for this latency methods that can predict the surrogate signals or the
internal motion a short time in the future based on current and past measurements
need to be used. These are discussed in detail in Chap. 12. One interesting approach
is to combine the predict ahead method and the correspondence model into a single
model which can predict the motion estimate a short time in the future from the
current and past surrogate signals [29].

9.5.6 Conclusion

In conclusion respiratory motion models that can estimate the internal respiratory
motion from easily acquired surrogate signals clearly have many potential uses.
There have been a large number of different but closely related methods presented
in the literature. This chapter has detailed and discussed the most commonly used
methods from the literature, and considered some of the issues relevant to designing
and using such motion models for RT. At the time of writing these models remain
very much as research proposals, with relatively little clinical use or commercial
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products. The continued output of research papers proposing or using such models,
both for radiotherapy and other applications, would indicate that the models hold
some promise, but more work is required to establish the accuracy and robustness of
the models in clinical circumstances before they become more widely adopted.
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Chapter 10
Computational Motion Phantoms and Statistical
Models of Respiratory Motion

Jan Ehrhardt, Tobias Klinder and Cristian Lorenz

Abstract Breathing motion is not a robust and 100 % reproducible process, and
inter- and intra-fractional motion variations form an important problem in radio-
therapy of the thorax and upper abdomen. A widespread consensus nowadays exists
that it would be useful to use prior knowledge about respiratory organ motion and its
variability to improve radiotherapy planning and treatment delivery. This chapter dis-
cusses two different approaches to model the variability of respiratory motion. In the
first part, we review computational motion phantoms, i.e. computerized anatomical
and physiological models. Computational phantoms are excellent tools to simulate
and investigate the effects of organ motion in radiation therapy and to gain insight
into methods for motion management. The second part of this chapter discusses sta-
tistical modeling techniques to describe the breathing motion and its variability in a
population of 4D images. Population-based models can be generated from repeatedly
acquired 4D images of the same patient (intra-patient models) and from 4D images of
different patients (inter-patient models). The generation of those models is explained
and possible applications of those models for motion prediction in radiotherapy are
exemplified. Computational models of respiratory motion and motion variability
have numerous applications in radiation therapy, e.g. to understand motion effects in
simulation studies, to develop and evaluate treatment strategies or to introduce prior
knowledge into the patient-specific treatment planning.
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10.1 Introduction

In radiation therapy, spatiotemporal 4D imaging opens up the possibility to identify
respiratory induced tumor and organ motion of the thorax and upper abdomen (see
Chaps. 2 and 3). The acquired 4D CT images and motion estimates are used to
optimize radiotherapy plans in order to compensate for tumor and organ motion by
(a) including the range of motion of the tumor by adding margins around the target
volume or by (b) using prediction models together with respiratory gating or tumor
tracking techniques. Different approaches for respiratory motion management during
radiotherapy planning and treatment are discussed in detail in Chap. 11.

Deformable image registration (DIR) plays a central role in the developing of
predictive 4D RT planning and treatment techniques. As shown in Chaps. 5–7, a
variety of deformable registration algorithms have been used for respiratory motion
estimation in recent years, and many of these algorithms have been shown to be
accurate and robust (see Chap. 8). Registration algorithms can be used for the auto-
matic contouring in 4D images [44, 57, 85, 86], the generation of surrogate-based
models for motion prediction (see Chap. 9) or for the verification and optimization
of treatment plans by 4D dose accumulation [1, 22, 62, 63, 88].

The motion of tumor and inner organs compromises highly target-conformal
treatments in radiation therapy such as intensity-modulated radiotherapy (IMRT).
Although different approaches for motion-adapted 4D treatment planning and 4D
radiation dose delivery have been reported in the last years [1, 33, 35, 60, 72], the
clinical implementation of 4D RT is currently still in its infancy. Besides a qualitative
and quantitative understanding of the effects of tumor and organ motion, an essen-
tial question in the development of 4D RT systems is, how variations in depth and
frequency of breathing effect the irradiation dose delivered. Simulation studies with
flexible and realistic models of the human anatomy and physiology of respiratory
motion have the potential to deliver valuable insights into respiration-related effects
in radiation therapy. Such computerized anatomical and physiological models offer
the possibility to investigate motion-related effects for variable anatomies, e.g. male,
female, different body sizes etc., and for different motion patterns, e.g. changes in
depth and frequency of breathing.

However, a major issue in 4D RT are day-to-day (inter-fractional) as well as breath-
to-breath (intra-fractional) changes of the breathing. 4D CT images and the computed
motion estimates are confined to the individual patient data and the breathing cycles
represented in the 4D image data. This limitation leads to the presupposition that
the breathing motion is reproducible throughout image acquisition, radiotherapy
planning and the delivery process of treatment. However, it has been shown that
breathing motion is not a robust and 100% reproducible process [50, 81]. A number
of motion modeling approaches have been proposed to deal with these variations
during the treatment process [34, 35, 64]. Because the direct imaging of the tumor
motion during treatment is often not possible or laborious, many of these approaches
use a surrogate signal, e.g. skin motion or spirometry measurements, that can be
easily acquired during image acquisition and treatment, and relate this signal to the

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
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internal respiratory motion. These techniques were discussed in detail in Chap. 9 and
it was shown that motion variability can be modeled up to a certain amount. However,
these modeling approaches are based on the individual 4D image data only, and the
model will be confined by the motion present in these 4D images.

To improve the robustness of 4D RT systems with respect to possible motion vari-
ations, prior knowledge about the respiratory motion and its variabilities is needed.
The aim of this chapter is to discuss the generation, representation and possible appli-
cations of such prior knowledge. We will discuss two different approaches: The first
part of this chapter (Sect. 10.2) reviews mathematical and geometrical defined mod-
els of the human anatomy and physiology, commonly termed as software phantoms,
and their applications in the context of 4D radiation therapy and beyond. Motion
phantoms, like 4D MCAT, 4D XCAT or 4D VIP, are characterized with respect to
different criteria, and we try to formulate limitations, requirements and future needs
of these models.

The second part of this chapter is focused on statistical motion models generated
from a population of 4D images acquired from one or several individuals. Sect. 10.3
details the main steps for the generation of such motion models and in Sect. 10.4
two different approaches for statistical modeling of organ motion are presented. In
this context, representations of organ motion are discussed and the impact of motion
representation on the statistical analysis. Methods for utilization of statistical motion
models to predict breathing motion and evaluation methods are presented and first
results for applications in radiation therapy are shown. The results are discussed in
Sect. 10.5 and chances and limitations of statistical anatomical motion models are
summarized.

10.2 Computational Motion Phantoms in Radiation Therapy

Computerized anatomical and physiological models play an important role in many
areas of medical imaging and image processing. On the one hand, these models
are used to evaluate, analyze, and tune image processing algorithms, on the other
hand image processing algorithms make use of the anatomical prior-knowledge
represented in the model. For example, computerized models and atlas-matching
are already used in some commercial up-to-date radiation treatment planning sys-
tems (e.g. Pinnacle3 by Philips Healthcare to support the delineation of structures of
interest, i.e. the organs at risk [32]).

Computational anatomical phantoms have been reported in the literature since the
1960s. In combination with Monte Carlo methods these computational models are
used to simulate complex radiation interactions and energy depositions in the human
body. Xu et al. [91] reported 121 different computational phantoms used in radiation
protection dosimetry, imaging, radiotherapy etc. until 2009. A general overview of
computational phantoms used in radiation dosimetry can be found in [94].

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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10.2.1 Characterization of Computational Motion Phantoms

Since the late 1990s the incorporation of physiology-dependent organ deformations,
like heart-beat or respiratory motion, in computational phantoms is an active and
growing area of research. The advantages of computational phantoms in contrast
to physical phantoms are realism, flexibility and precision. Computational phan-
toms provide a ground truth to assess and validate medical image processing
algorithms with respect to anatomical variations and with respect to respiration-
or heart-beat-driven organ deformations. Furthermore, the models of physiological
organ motions in the phantoms can be used as prior knowledge for motion estimation
algorithms provided that these models are realistic and general.

Regarding the representation of anatomical structures, computational phantoms
can be categorized into three types:

(1) In stylized mathematical representations the organ geometries are represented
by simple geometrical shapes. Due to the mathematical definition, these models
can easily be manipulated to reflect anatomical variations and organ motion.
However the lack of realism makes these models unsuitable for applications in
radiotherapy planning. An early model of this type is the mathematical Medical
Internal Radiation Dosimetry (MIRD) phantom developed at the Oak Ridge
National Laboratory (ORNL) in the 1960s [74] (see Fig. 10.1a). In the following

(a) stylized MIRD phantom (b) voxelbased VIP phantom

Fig. 10.1 Examples for different representation types of computational phantoms: a stylized math-
ematical representation in the MIRD phantom [13] and b voxel-based representation in the VIP-Man
phantom [93]
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decades a number of gender-, age-, and race-spezific stylized phantoms were
developed by different groups in the world [13, 40, 96]. A prominent example of
such a model for applications in medical imaging is the 3D and 4D mathematical
cardiac torso phantom (MCAT) with gated patient organ information [66].

(2) Voxel-based representations are based on tomographic images acquired from
real individuals. These models consist of segmented images with each voxel
labeled with tissue type (e.g. air, bone, soft tissue) and/or anatomical informa-
tion (lung, leg, liver). Xu [91] reported a total number of 74 phantoms constructed
from tomographic data. One of the most detailed and well-known models is the
VIP-Man phantom [93] generated from cross sectional photographs of the Visi-
ble Human Male cadaver [75] (see Fig. 10.1b). Voxel-based phantoms are very
realistic, but they are limited in their abilities to model anatomical variations and
organ motion. Furthermore, the necessary segmentation of anatomical structures
takes a great amount of work.

(3) In boundary representation models (BREPs) the outer surface of the
anatomical structures are represented by NURBS surfaces or polygon meshes.
BREP models are generated from tomographic image data by transforming the
voxel representations into smooth surface models. BREPs are able to provide
more realistic models of the anatomy and cardiac and respiratory motions than
stylized mathematical models, and on the the other hand they offer more flex-
ibility than voxel representations by enabling analytical descriptions of organ
deformations and variations. Consequently, most prominent examples of 4D
computational phantoms, as the 4D NCAT, 4D XCAT and 4D VIP-Man phan-
toms [66, 70, 97], belong to this category of representations (see Fig. 10.2).

Fig. 10.2 Surface rendering of the NCAT phantom1 [66] (left) and time-dependent motion of the
diaphragm in z-direction (right)

1 http://dmip1.rad.jhmi.edu/xcat/

http://dmip1.rad.jhmi.edu/xcat/
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10.2.1.1 Representation of Respiratory Motion in Computational Phantoms

While organ motion became a critical issue in medical imaging research and radiation
therapy, the incorporation of motion information into the computational phantoms
was forced. An example for including motion information into stylized phantoms is
the 4D MCAT phantom developed for nuclear imaging research, specifically to study
the effects of involuntary motion on SPECT and PET [55]. Besides a higher level of
realism compared to the MIRD phantom, 4D MCAT models the beating heart and
respiration. In this phantom, respiration was modeled by altering the parameters of
the geometric models defining diaphragm, lungs, and ribs combined with a translation
of heart, liver, stomach, spleen, and kidney.

Examples for BREP motion models are the 4D NCAT phantom, 4D XCAT phan-
tom and 4D VIP phantoms [66–68, 90]. These phantoms consist of NURBS-based
descriptions of organ surfaces and a software tool to convert the surfaces back to
voxelized representations (e.g. simulated CT or SPECT images). NURBS are a very
flexible mathematical description and the shape of the NURBS surface can be altered
by applying transformations to the associated control points. The modeling of the
respiratory motion is based on a respiratory gated 4D CT data set of a normal volun-
teer. A general motion model for each organ was formulated by tracking landmark
points in different regions in the 4D CT data and the derived transformations are
applied to the control points of the organ surfaces. By using transformation parame-
ters that are functions of the time t , the control points are extended from 3D to 4D
space. For example, in the 4D XCAT and 4D NCAT phantom the motion amplitude
of the diaphragm is defined by the function:

Δz
dia(t) =

{
1.0 − cos

(
π
2 t

)
0 ≤ t < 2

1.0 − cos
(

π
3 (5 − t)

)
2 ≤ t < 5

(10.1)

for a respiratory phase of 5 s (2 s inhale, 3 s exhale) and a motion amplitude of 2 mm
(see Fig. 10.2). By altering the parameters of this function, duration and amplitude
of respiratory motion can be changed. Due to missing biophysical mechanics in the
surface-based modeling approach, the organ transformations are adjusted laboriously
to reflect motion dependencies, to avoid surface intersections and to work in concert.
For example, the deformation of the lung surface depends on the motion of diaphragm
and ribs, or the motion of sternum and skin depends on the rib motion.

10.2.2 Applications of Computational Motion Phantoms
in Radiation Therapy

Early developments in computational phantoms (in the 1960s–1980s) are mostly
related to health care physics with the goal to provide recommendations and guidance
on radiation protection. So, many stylized and voxel-based phantoms were generated
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according to the definition of the reference man by the International Commission on
Radiological Protection (ICRP) [41]. Mostly, these phantoms are integrated with
Monte Carlo methods to simulate radiation transport inside the body and to analyze
the energy and patterns of radiation interactions.

In medical radiological imaging applications of computational phantoms are
related to the evaluation of image reconstruction algorithms [58, 98], and image
quality optimization [24, 31]. 4D motion phantoms were used for the demonstration
of imaging artifacts related to cardiac and respiratory organ motions [71] and for the
development of reconstruction techniques in 4D PET [42, 87] and 4D CBCT [7].

In radiation therapy, computational motion phantoms were used for the investi-
gation of the spatial and temporal distribution of radiation in the patient body and
to gain insight into methods for the management of organ motions. Three effects
play a major role in radiation delivery to moving organs: dose blurring, interplay
effects and dose deformation [10]. Dose blurring (or smearing) takes place at the field
edges where the dose delivered to a point in the patient is smeared or reduced by the
motion of this point in and out of the radiation beam resulting in an enlarged beam
penumbra. It should be noted that the blurring results as a consequence of both intra-
and inter-fractional movements. The interplay effect can occur if the treatment deliv-
ery involves moving parts, such as multileaf collimators in IMRT. The third motion
effect, dose deformation, is related to the variation of the spatial dose distribution
due to the motion of interfaces between structures of different densities. Simulation
studies based on computational motion phantoms integrated with 4D Monte Carlo
methods [47, 59] have been used for the investigation of these effects because they
provide a precise and realistic ground truth with varying motion parameters, like
lesion localization, amplitude or frequency of breathing. Zhang et al. [97] used the
4D VIP phantom to study the dosimetric effects of respiratory gating and 4D motion
tracking for conformal treatment and IMRT treatment. McGurk et al. [47] investi-
gated IMRT dose distributions as a function of diaphragm motion, lesion size and
lung density using the 4D NCAT phantom.

Examples for other applications of computational phantoms in radiation therapy
are risk assessment for RT-induced secondary cancer [61, 92], optimal selection
of external beam directions [84], or assessment of organ doses in IGRT due to the
use of kilovoltage cone-beam computed tomography (kV CBCT) and mega-voltage
computed tomography (MV CT) [21].

10.2.3 Limitations of Computational Motion Phantoms

As shown in the last sections, computational phantoms designed to investigate the
interaction of radiation with the human body have a remarkable long way. Numerous
anatomically realistic computational phantoms were generated since the 1980s, how-
ever, the number of realistic computational phantoms incorporating organ motion is
limited.
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Computational motion phantoms developed so far suffer from limitations that
degrade the applicability of these models in radiotherapeutic scenarios. First, the
generation of these models is very time-consuming, requiring laborious steps for
segmentation, surface modeling and incorporation of organ motion. Then, anatomy
and motion information of these models are based on example data. Although some
phantoms allow to alter parameters like body size and weight [24], an adaptation of
these models to the individual patient anatomy is laborious and time-consuming. Fur-
thermore, they do not have the ability to realistically simulate motion variations that
may occur within the same individual or within a population [95]. Third, the motion-
related deformation, displacement and interaction of organs is defined geometrically.
This geometric definition does not fully take into account inner-organ deformations
and the biophysical organ contact mechanics. For example, the respiration-related
motion of abdominal organs is represented by a translation in the 4D NCAT phantom
and the inner-lung deformation appears to be simplified (see Fig. 10.3).

In this context, Xu et al. identified two main directions in future research related
to computational motion phantoms [95]: (1) the efficient generation of individual,
patient-specific models and (2) the incorporation of biophysical modeling techniques
to allow for realistic physics-based organ deformations. First steps to generate patient-
specific computerized phantoms were presented by Segars et al. and Tward et al. by
applying diffeomorphic registration algorithms to map a computational phantom to
patient-specific data sets [69, 79]. Using this technique it is possible to create a
detailed patient-specific model within 1–2 days. Biophysical modeling techniques
were discussed in Chap. 4. As pointed out there, biophysical models provide powerful
tools to simulate respiratory mechanics, however, recent studies show that in terms
of accuracy and applicability these models were outperformed by DIR algorithms in
motion estimation for individual 4D image data.

Fig. 10.3 Visualization of deformation fields showing the lung motion between end-inspiration and
end-expiration. Left deformation field generated with the 4D NCAT phantom. Right deformation
field estimated with DIR based on patient-specific 4D CT data (right)

http://dx.doi.org/10.1007/978-3-642-36441-9_4
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In the rest of this chapter, we will discuss an alternative approach to generate
respiratory motion models that have the potential to overcome some limitations of
classical computerized anatomical phantoms.

10.3 Generation of Population-Based Motion Models

Computational motion phantoms discussed in Sect. 10.2 consist of a single reference
data set or a small number of reference data sets build from example image data.
In contrast, population-based motion models aim to represent anatomical variations
and motion variations in a population of 4D images. These models consist of a
“mean" representation and a variation model describing variations in the population.
In medical image processing, this concept is used commonly for image segmentation
and classification with statistical shape models [26].

By the increasing accessibility of 4D imaging techniques in the clinic, 4D patient
data is more and more available, and the generation of population-based models of
organ motion becomes feasible. As shown in Sect. 10.2, the generation of a single full-
body motion model with a high level of anatomical detail is a time-consuming and
laborious work. Population-based models rely on automatic algorithms to process
a considerable amount of image data in the patient pool. With the availability of
automatic segmentation and registration algorithms in the last years, the generation
of such models was possible at least for a fraction of the body and a small number
of organs, e.g. lung and/or liver [18, 38, 73].

Four steps are needed to generate population-based motion models: (1) acquisition
of a set of 4D images, (2) the motion information is extracted from the 4D images,
and (3) correspondence between the different images is established to (4) compute
a statistical model of motion information in the data sets.

The 4D images can be acquired from different patients or from the same patient in
repeated sessions. Figure 10.4 visualizes the principal idea of statistical inter-patient
models. For intra-patient models the same four steps have to be performed and the
correspondence model has to account for pose variations of the patient in the scanner.

In contrast to the geometrical definition of organ motion in stylized or BREP-based
phantoms (see Sect. 10.2.1.1), the population-based approach generates a statistical
description of the organ motion including a mean and variance. In the context of
radiation therapy, such a model has the potential to allow for the estimation of uncer-
tainties introduced by inter- and intra-fractional respiratory motion variability (see
Sect. 10.4.3).

10.3.1 Variability of Respiratory Motion

Day-to-day and breath-to-breath variations of respiratory motion form an important
problem in RT. To cope with such inter- and intra-fractional motion variations, a
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Fig. 10.4 Principal idea of statistical inter-patient models: Given is a set of 4D images from different
patients, the motion information is extracted from the 4D images, and correspondence between the
different patient anatomies is established to define a common coordinate space. The computed
motion fields are transformed into the common coordinate space and a statistical model of the
motion information in the data sets is computed

number of approaches were developed to relate internal motion to external surrogate
signals, as skin motion (e.g. [65, 82]) or tidal volume and air-flow [43]. Those models
were discussed in Chap. 9 in detail. The majority of these models use a single 4D
data set representing a single breathing cycle and therefore, the representation of
intra- and inter-fractional variations is limited. If repeatedly acquired 4D images are
available for the patient, a population-based intra-patient model can be build from
the ensemble of motion data sets and can therefore cover a broader range of motion
patterns.

However, the availability of multiple 4D image data sets for a single patient is very
limited, and the questions raises whether motion information of different patients can
be combined to generate prior knowledge about respiratory lung motion. In Fig. 10.5,
the magnitude of respiratory lung motion between maximum inhale and maximum
exhale is visualized color-coded for different patients. As shown in this figure, there
is an anatomical variation regarding shape and size of the lungs and a variation in
magnitude and pattern of respiratory motion, but the overall pattern of respiratory
motion of different patient is similar: large deformations near diaphragm and small
deformations near the tip of the lung. Thus, inter-patient population-based modeling

http://dx.doi.org/10.1007/978-3-642-36441-9_9


10 Computational Motion Phantoms and Statistical Models 225

Fig. 10.5 Examples of computed breathing motion displacement fields. The magnitude of the
estimated lung motion between end expiration and end inspiration is visualized color coded (in mm).
The lung geometry and motion amplitude differ between patients, motion patterns appear to be
similar

approaches rely on the assumption, that breathing dynamics works similarly for all
patients and useful statistical information can be generated.

Accordingly, population-based models can be roughly divided into models derived
from ensembles of 4D images of the same patient or from ensembles of 4D images
from different patients. For models of the first category, 4D images have to be acquired
repeatedly for one patient, for example 4D CT data set repeatedly acquired during the
course of treatment were used in [38], or 4D CT images and additional 4D MR images
can be acquired before the treatment alternatively [8, 14, 36]. For models of the
second category, 4D images of different patients are combined to one motion model
with the advantage that no additional effort, costs and irradiation dose is needed for
each patient, and the pool of available data for model generation growth continuously.
All steps shown in Fig. 10.4 have to be performed for both types of models. However,
in the case of subject-specific models rigid or affine transformations can be used to
compensate for different positions of the subject in the CT or MR scanner, whereas
establishing correspondence between different subjects is a challenging task due to
anatomical variations and missing correspondences in the presence of pathological
structures.

10.3.2 Estimation of Motion Fields

Given is a pool of Np 4D images (from one or different patients) to generate the
population-based motion model. Each 4D image in the pool consists of a sequence
of N j 3D images Ip, j : Ωp → R (p = 1, . . . , Np) acquired at different phases
j = 0, . . . , N j − 1 of the breathing cycle, as introduced in Chap. 2.

For each 4D data set, the motion represented in the images has to be estimated.
Registration-based algorithms for motion estimation are discussed in Chaps. 4–7.
Depending on the choice of registration method, different representations of the
motion information are generated. Intensity-based registration approaches (Chaps. 6
and 7) compute dense motion fields where deformations are given for each voxel.

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_4
http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_7
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Surface- and feature-based registration approaches as introduced in Chap. 5 generate
point-based representations where displacements are given for distinct feature-
points or sampled points on the organ surface only. However, both representations
can be transferred into each other by sampling the dense motion field at a subset of
voxels or by an interpolation of sparse motion fields (see Chap. 5.4).

The computed motion fields for the p-th 4D image define transformations
Tp(x, t) : Ωp×R → Ωp of the specific coordinate system Ωp modeling the motion-
related organ deformation for a time t . In most approaches, these transformations are
given only for discrete time-points t j associated with a state j = 0, . . . , N j − 1 in
the breathing cycle. In surface- or landmark-based representations, the deformations
are known only for distinct points.

As discussed in Chap. 9, in most approaches, the organ deformations are expressed
with respect to a baseline image for a reference point in the breathing cycle, e.g. with
respect to Ip,0, and Tp(x, t j ) describes the organ deformation between breathing
phase 0 and phase j . The transformation Tp(x, t) is usually represented by dis-
placement vectors Tp(x, t) = x + up(x, t) (defined voxel-wise or for distinct points
only) and the statistical analysis of organ deformations is based on the displacement
vectors up(x, t j ) at discrete phases j . Other representations of organ deformations
are possible. McClelland et al. presents a time-continuous motion representation of
Tp(x, t) based on a B-spline approximation [46]. Ehrhardt et al. proposes the use
of diffeomorphisms for motion representation and statistics [18], and Klinder et al.
compares the application of explicit point coordinates, displacements, and fourier
descriptors for motion modeling [39]. The different representations have different
advantages and disadvantages and at present, it is not known in advance which is
the most suitable representation for a given problem. We will discuss the differences
in point-based representations by displacement vectors and voxel-based representa-
tions by diffeomorphisms in more detail in Sects. 10.4.1 and 10.4.2. Examples for
population-based motion models and their applied motion estimation algorithms and
motion representations are summarized in Table 10.1.

10.3.3 The Correspondence Problem

The motion-related organ deformation of each subject (data set) is described within
its own reference frame. This reference frame is defined by the imaging process,
i.e. the computed transformations Tp and Tq of two subjects p and q are defined with
respect to the underlying image spaces Ωp and Ωq . This is the case too, if the same
subject is imaged twice due to the different positions of the subject in the CT or MR
scanner.

To analyze the spatiotemporal variability in a population, we need to compare
the deformation of organ-shapes over time and across subjects. In order to com-
pare two deformation functions Tp and Tq anatomical correspondence between the
organ shapes has to be defined, i.e. the comparison of Tp(xp, t) and Tq(xq , t) only
makes sense if xp and xq refer to identical anatomical localizations. Furthermore,

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_9
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a temporal correspondence is needed this means Tp(xp, t j ) and Tq(xq , t j ) have
to refer to the same breathing state for given t j . Several choices can be made
to define temporal consistency, e.g. by (i) mapping selected time points in the
breathing cycle (e.g. end-expiration) and regular partitioning in between (phase-
based sorting), or by (ii) mapping according to the percentage lung volume change
(amplitude-based sorting), or by (iii) mapping according to a morphological con-
figuration, e.g. diaphragm position. The choice depends on the application purpose
of the breathing model and on quantities that can be measured during application.
Here, we assume that the temporal consistency is ensured during the image acquisi-
tion, e.g. by sorting into corresponding bins for all subjects (see Chaps. 1–3), or in a
preprocessing step, e.g. by using a method described by Sundaram et al. [76, 77].

Anatomical Correspondence

Statistical motion analysis in a pool of Np 4D data sets necessitate to establish corre-
spondence between all subjects. One approach is to extract corresponding landmark
positions in all subjects, as proposed by Siebenthal et al. and Arnold et al. for a liver
motion model [2, 73]. Klinder et al. propagate a structurally identical deformable
surface mesh to all patient data sets [38]. This surface mesh was generated by aver-
aging lung segmentations of training data sets [9] and is used for lung segmentation
and motion estimation simultaneously. Nguyen et al. generate a finite element mesh
of the liver from combined binary mask of training data sets. The finite element mesh
is fitted to each patient data sets using a FEM-based deformable surface registration
[51]. We refer to those approaches by implicit correspondence, because identical sets
of features (landmarks or surface meshes) are propagated to each 4D data set in the
population, and correspondence is given by the mapping of corresponding features.
But implicit correspondence alone is not sufficient for a statistical analysis. As shown
in Fig. 10.6, the orientation of structures inside the image space influences the direc-
tion of the displacement vectors. Therefore, it is necessary to bring the 4D images
in the population into a common coordinate system before a statistical analysis.

In contrast, explicit correspondence is defined by mapping functions Ψp→q and
Ψq→p = Ψ −1

p→q between the reference frames Ωp and Ωq computed by registra-

Fig. 10.6 Transformation of motion fields between two patient coordinate systems Ωp and Ωq .
Beside the anatomical correspondence, an adjustment and reorientation of the motion vectors is
performed with Eq. (10.2) to account for position, size, and shape variations

http://dx.doi.org/10.1007/978-3-642-36441-9_1
http://dx.doi.org/10.1007/978-3-642-36441-9_3
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tion algorithms. Because deformations in 4D image sequences are often expressed
with respect to the baseline image Ip,0, several approaches applying correspondence
between 4D image sequences of different subjects by a 3D registration of baseline
images Ip,0 and Iq,0 [12, 18, 56]. Some explicit correspondence methods select one
target to which all other subjects are registered or deformed, e.g. [25]. This, however
biases the registration result to the selected shape. Different strategies were proposed
to minimize this bias, e.g. by selecting a subject that lies closest to the mean shape
[52], or by evolving a mean shape [23, 29]. Other explicit approaches aim to take into
account the full temporal information to register two 4D image sequences. Peyrat et
al. [53] proposes a 4D–4D registration by computing deformations between any pair
of scans of two different subjects at the same time-point simultaneously via a multi-
channel co-registration. A more general approach proposed by Durrleman et al. does
not require that subjects are scanned the same number of times or at the same time
points, and computes spatial and temporal correspondences simultaneously [16].

It is obvious that anatomical correspondence for intra-patient models is eas-
ier to define, whereas inter-patient registration has to deal with high-dimensional
transformations and varying anatomies. A further shortcoming of current methods
for inter-subject correspondences is that the accuracy of these methods is widely
unknown. Although, a number of attempts exists to assess accuracy and robustness
of registration techniques for intra-patient registration and motion estimation, e.g. the
MIDRAS and EMPIRE10 studies [11, 49] (see Chap. 8), similar evaluation studies
for inter-subject registration are missing. One reason is the difficulty to define an
accurate ground truth: due to the anatomical variability, definition of a sufficiently
large number of corresponding landmarks between subjects is a challenging task. The
assessment of inter-patient registration methods is an ongoing topic of research, but
available evaluations suggest an accuracy in the order of the inter-observer variability
[27, 37].

Transformation of the Motion Fields Tp

The computed motion fields have to be transformed into a common coordinate system
before a statistical analysis to eliminate subject-specific orientation information (see
Fig. 10.6). A general formulation is given as follows: Given a transformation Tp :
Ωp → Ωp and a homeomorphism Ψp→q : Ωp → Ωq between the coordinate
systems Ωp and Ωq , then Tp→q : Ωq → Ωq is the topologically conjugate of Tp, if

Tp→q = Ψp→q ◦ Tp ◦ Ψ −1
p→q . (10.2)

Equation (10.2) is used to transfer the deformation Tp from image space Ωp to image
space Ωq . If y = Tp(x) ∈ Ωp and y′, x′ are the corresponding points in Ωq , then x′
is mapped to y′ by the transformation Tp→q : y′ = Tp→q(x′). The necessary inter-
subject transformation Ψp→q can be any invertible (diffeomorphic) transformation.
A schematic sketch to clarify this transformation is shown in Fig. 10.6.

http://dx.doi.org/10.1007/978-3-642-36441-9_8
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A common solution for the transformation of motion fields Tp is to compute
an affine alignment of the organ shapes to eliminate differences in orientation and
size [19, 25, 38], other approaches only eliminate orientation information using
rigid transformations [51, 73]. Although this is an adequate approach for intra-
patient models, anatomical variances between subjects are not adequately represented
by affine transformations and the resulting statistical deformation models will be
influenced by local anatomical variations in cases of population-based inter-subject
models. If explicit correspondences were computed by deformable registration, the
resulting transformations can be used in Eq. (10.2) to transform the motion fields,
too [18].

10.3.4 Model Computation

Assuming a common reference coordinate system Ωre f for spatial correspondence
and a temporal correspondence of all subjects in the data pool, statistics of the
deformations can be computed. The aim of the statistical analysis is to generate a
model capturing the mean and the variability in the pool of training data sets. Most
approaches use a principal component analysis (PCA) to generate such a model.

PCA-Based Modeling

Suppose that a set of Np subject-specific motion fields mapped into the reference
coordinate system are given: Tp→re f (x, t) : Ωre f ×R → Ωre f , (p = 1, . . . , Np),
where Tp→re f (x, t) = x + up→re f (x, t) is defined by displacement fields. For
PCA the motion fields have to be converted into a vectorial representation, therefore,
a spatial and temporal discretization is necessary. Assuming N j respiratory phases
besides the reference phase t0 and Nm defined sampling positions, a vectorial repre-
sentation of Tp→re f for a phase j is given by sampling the displacement fields and
concatenating the sample positions:

U p, j = [up→re f (x1, t j ), · · · , up→re f (xi , t j ), · · · , up→re f (xNm , t j )]T,

where each up→re f (xi , t j ) = [ux,p→re f (xi , t j ), uy,p→re f (xi , t j ), uz,p→re f (xi , t j )]
is the vector of its components. The phase-specific vectors can now be arranged in a
3Nm N j -dimensional motion vector for each of the Np 4D images

U p = [U p,1, · · · , U p, j , · · · , U p,N j ]T. (10.3)

The intra-subject modeling approaches discussed in Chap. 9 reflect the variability in
the motion fields between different phases of the respiratory cycle. In contrast, the
modeling approach discussed here aims to reflect the variability of the respiratory

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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motion (in all phases) between individuals. Given Np vectors U p, p = 1, . . . , Np,
a population mean is computed by averaging the displacements at each landmark
position

Ū = 1

Np

Np∑

p=1

U p, (10.4)

and a PCA is performed by computing eigenvalues and eigenvectors of the sample
covariance matrix

Σ = 1

Np − 1

Np∑

p=1

(U p − Ū)(U p − Ū)T. (10.5)

The eigenvectors represent the principal modes of variation φk and intuitively, each
eigenvalue λk represents how much variation or variance in the data is captured by
the corresponding eigenvector. In practice, the eigenvalues usually decrease very
fast, and a given motion vector U p can be approximated by a linear combination of
the eigenvectors corresponding to the largest eigenvalues (e.g. κ = 0.9):

U p ≈ Ū +
K∑

k=1

wkφk, with
K∑

k=1

λk ≥ κ

rankΣ∑

k=1

λk .

The size of the vectors U p depends on the number of breathing phases and sam-
pled point landmarks, this means the covariance matrix Σ can be very large with
dimensions 3Nm N j × 3Nm N j . However, the eigenvectors φk of Σ can be com-
puted efficiently, see e.g. [17], allowing for a large set of landmarks or yet to use
voxel-based representations with every image voxel as sampling point. The mean
lung motion generated from a voxel-based representation is shown in Fig. 10.7. As

Fig. 10.7 Visualization of the
mean lung motion from 12
subjects. The magnitude of the
mean deformation between
maximum inhalation and
maximum exhalation is shown
color-coded inside the lung.
The mean deformation model
shows a typical respiratory
motion pattern. See [18] for
details
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discussed in Sect. 10.3.2, other representations of motion information are possible,
and U p is composed of the chosen representatives in these cases, e.g. absolute point
coordinates or fourier coefficients [39].

Other Approaches

A number of population-based approaches are restricted to the computation of the
mean motion [18, 19, 51, 76]. Motion variabilities are represented by scaled versions
of this mean motion model. Interestingly, desirable accuracies were achieved using
those models for patient motion prediction [18, 51]. A continuous formulation of the
mean motion computation for diffeomorphic transformations was recently given by
Ehrhardt et al. [18] (see Sect. 10.4.2). In contrast to the PCA-based approach, spa-
tial discretization and vectorial representation can be renounced, and diffeomorphic
representations avoid the possibilities of singularities in the model-generated motion
fields.

Recently, He et al. presented the generation of a population-based model based
on Kernel Principal Component Analysis (K-PCA) [25]. This motion model was
used to estimate the lung motion from the motion of fiducial for patients during an
image-guided lung intervention.

An overview of population-based models of respiratory motion with applications
in radiation therapy is given in Table 10.1.

10.4 Applications of Population-Based Models

Statistical modeling of respiratory motion based on populations of 4D images is
capable of providing valuable prior knowledge in many fields of applications. In
this section, two examples of such models with possible applications in the fields
of radiation therapy are discussed. We present two conceptually different modeling
approaches and debate their applications for patient-specific motion prediction in the
radio-therapeutic context.

10.4.1 Statistical Modeling of Organ Motion Using Surface-Based
Registration

In this section, registration for both motion field estimation as well as for inter-
patient registration relies on surface-based registration. Sparse correspondences are
at first established by adapting a deformable surface mesh to the images. As the
mesh topology is preserved during adaptation, anatomical point correspondences
are assumed to be preserved. A dense motion field is finally obtained by thin-plate
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spline interpolation. The calculated registrations are then used to build a statistical
model. The general workflow follows the concept from Sect. 10.3.

10.4.1.1 Motion Estimation

Lung motion fields are derived from the 4D-CT images using the surface-based track-
ing technique proposed in [6] which is also explained in Chap. 5. For each 4D-CT
image, the lungs are at first segmented in one selected reference phase and a patient-
specific lung surface mesh is obtained by triangulating the thresholded image (cf. in
Sect. 5.3.5). The meshes cover the outer border of the lungs but also inside structures
as the surfaces of the pulmonary vessel tree and potential tumor surfaces. The sur-
face mesh is then tracked through all phases of the 4D-CT data set using deformable
mesh adaptation as described in Sect. 5.3.5. By propagating a topologically identical
patient-specific lung surface mesh through all phases, anatomical point correspon-
dences are assumed to be preserved. The trajectories of corresponding points of the
adapted meshes thus provide a sparse motion field, which is finally interpolated using
thin-plate-splines.

The method has been intensively validated, e.g. in [30], and shown to provide plau-
sible motion fields with a similar accuracy compared to other registration schemes.
Furthermore, as the tracking scheme allows for tangential motion, sliding at the rib-
lung interface can be handled. The output are continuous motion fields Tp(xp, t j )

between a selected reference phase q and all other phases j ∈ {1, 2, . . . , N j }.

10.4.1.2 Establishing Correspondences

To express the motion fields from different patients in one common reference sys-
tem, inter-patient correspondences need to be defined between the selected reference
phases of the various patients. However, establishing a dense anatomical correspon-
dence of the lungs between patients is difficult as inside structures like the airways or
the vessel tree show varying topologies across patients. For this reason, we estimate
the inter-patient correspondences on the basis of the outer surface of the lungs. In each
selected reference phase of each patient, an average shape model covering the outer
lung surfaces [9] is adapted. As the mesh is restricted during adaptation to be most
similar to the initial model, we again assume that vertex correspondences provide
sparse anatomical correspondences. Based on corresponding vertices on the outer
surface, a thin-plate spline interpolation provides dense transformations. Knowing
the NP continuous transformations Ψp→re f p ∈ {1, 2, . . . , NP } from NP patients
to the shape model space allows for representing the motion fields in one common
reference space.

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_5


234 J. Ehrhardt et al.

10.4.1.3 Statistical Motion Model Representation

For statistical modeling, a vectorial representation is chosen. Prerequisite is a set of
motion fields expressed in the common model space. In order to reduce the com-
putational effort, we subsample the model space by considering a reduced set of
vertices on the outer surface and a regular grid inside the lung model space sampled
by 5 mm isotropically. In total, we only consider the motion at around 1000 locations
per lung. Figure 10.8 illustrates the representation. To re-estimate the continuous
transformation, thin-plate spline interpolation based on the subset is again chosen.
The displacement of a set of Nm locations in model space can now be expressed
as defined in Eq. (10.3) resulting in a vector U p for patient p. This representation
can be considered as a deformation model that gives the deformation of a set of
landmarks over the breathing cycle. The set of Np corresponding vectors U p can
then combined in a matrix U = [U1|U2| . . . |U Np ] and statistical analysis, as, e.g.
principal component analysis (PCA) can be applied on the covariance matrix (see
Eq. (10.5)).

The statistics covered in U can finally be used to predict a motion field of a new
patient q. In order to perform motion prediction, the transformations from the model
space to the new patient and vice versa have to be known. A common assumption
is that a static CT of the new patient is given. After performing adaptation of the
average shape model to the new CT image, the necessary transformations can be
calculated as described above. Knowing the transformations allows for transforming
the statistical model into the new patient space. If no further information is known,
the best prediction that can then be made is to use the mean motion field calculated
from the statistical model. However, one could also assume that some sparse infor-
mation at a few locations is given, e.g. the diaphragm motion, and the rest of lung
motion is supposed to be predicted. In that case, we partition the vector Uq into
two parts Uq = [ yq

xq
], where yq gives the motion to be predicted and the xq gives

the information available during application to drive the model. Motion prediction

Fig. 10.8 Locations used for the representation of the motion model. To reduce the computational
effort, locations are taken from a selected subset on outer surface (a) as well as locations inside the
lungs on a regular grid sampled by 5 mm isotropically. In total, 1000 locations per lung are chosen
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based on a vectorial representation can formulated as a linear multivariate regression
problem

ypred,q = B · xq , (10.6)

where B can be learned from the statistical model and different methods can be
used to solve this problem, e.g. ridge regression, partial least squares or principal
component regression.

10.4.2 Statistical Modeling of Organ Motion Using Diffeomorphic
Image Registration

The model generation process described in this section follows the approach pre-
sented in [17, 18]. A statistical inter-subject model is generated, i.e. the population of
4D images was acquired from different patients, the transformations are represented
by dense vector fields, more specifically by velocity fields parameterizing diffeo-
morphisms, and the correspondence problem is solved explicitly by a deformable
registration between the subjects in the population.

A central part of this section is the discussion of approaches for diffeomorphic
image registration (Sect. 10.4.2.1) and statistics on diffeomorphic transformations
(Sect. 10.4.2.2). The workflow for the generation of the statistical motion model
follows the central steps discussed in Sect. 10.3.

10.4.2.1 Motion Estimation Using Diffeomorphic Transformations

Diffeomorphisms are globally one-to-one and differentiable mappings with a
differentiable inverse. Constraining transformations to be diffeomorphisms main-
tains the topology of structures and is therefore a natural choice for motion estima-
tion as the smoothness of anatomical features is preserved and connected structures
remain connected [5]. Diffeomorphisms prove their profitableness in the EMPIRE10
study for motion estimation, where 3 out of the 10 best registration algorithms were
diffeomorphic, including the 1st placed approach. Further advantages of diffeomor-
phic transformations arise in the statistical analysis of deformations which will be
discussed in the next sections.

Diffeomorphic transformations can be modeled as arising from an evolution over
unit time τ ∈ [0, 1], corresponding to the transport equations from continuum
mechanics [78]. If v : Ω × [0, 1] → Rd is a time–dependent velocity field, then the
diffeomorphism φ is initialized with the identity transform and evolves by:

∂

∂τ
φ(x, τ ) = v(φ(x, τ ), τ ), φ(x, 0) = x. (10.7)
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This term has a physical interpretation: If φ(x, τ ) = y then a particle placed at x
at time 0 ends at y at time τ subject to the vector field v which represents the time
and position dependent velocity of this particle. Given two images I1 : Ω → R and
I2 : Ω → R, the diffeomorphic registration problem can be phrased as minimization
problem with cost function E(T) [5]:

E(T) = αS(I1, I2, T) +
∫ 1

0
‖vτ‖2

V dτ (10.8)

s.t. T(x) =
∫ 1

0
v(φ(x, τ ), τ ) dτ ,

where ‖vτ‖2
V is an appropriate norm on the velocity field v(·, τ ), and S(I1, I2, T) is

an arbitrary (dis)similarity metric which evaluates the correspondence between the
two images, as introduced in Chap. 6. The registration approach in Eq. (10.8) is called
Large Deformation Diffeomorphic Metric Mapping (LDDMM) and has proven its
applicability for different image registration problems.

In recent works [3, 4], diffeomorphisms are parameterized by stationary vector
fields v(x, τ ) = v(x), i.e. the velocity fields remain constant over time. This approach
still results in deformations that are diffeomorphic and has the advantage over the
non-stationary setting that the resulting deformations can be computed rapidly and
memory efficiently. The solution of Eq. (10.7) for stationary velocity fields is given by
the group exponential map of the Lie group of diffeomorphisms: T (x) = φ(x, 1) =
Exp(v(x)). The exponential map can be computed efficiently by the scaling-and-
squaring algorithm [3]. Only a subgroup of diffeomorphisms can be parametrized in
this way, however, diffeomorphisms parameterized by stationary vector fields have
been shown to be versatile enough to describe the anatomical variability in different
applications [4, 28, 83].

The registration algorithm defined in Eq. (10.8) (restricted to static velocity fields)
is now used to compute the transformations Tp(x, t j ) for all subjects p = 1, . . . , Np

and respiratory phases j = 1, . . . , N j .

10.4.2.2 Establishing Correspondences

The central problem of inter-patient models is establishing the correspondence
between the different subjects. First, an appropriate reference frame is needed.
Because selecting one of the patient data sets induces a bias toward this anatomy, an
average shape atlas of the lung is generated by a common atlas generation method
[23]. Then, the diffeomorphic mappings Ψp→re f , p = 1, . . . , Np, are computed by
registering patient images representing the reference breathing phase Ip,0 to the atlas
image Ire f,0. Because inner lung structures show a high anatomical variability and
pathological structures are present in patient data sets, e.g. lesions, the outer lung
surfaces and major vessels are used to guide the registration. The smoothness con-

http://dx.doi.org/10.1007/978-3-642-36441-9_6
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strain of the non-linear registration propagate the transformation to the whole lung
area.

The resulting patient-to-atlas transformations Ψp→re f are used to transform the
estimated patient-specific motion fields to the atlas coordinate system by generating
the topological conjugate transformations Tp→re f (x, t j ) with Eq. (10.2).

10.4.2.3 Statistical Motion Model Representation

Statistics of transformations defining motion related organ deformations are neces-
sary to generate a statistical motion model. The representation of the transformation
has a decisive influence on the results of the statistical analysis. Many approaches use
a small deformation model, in which the spatial transformation is parametrized by
a displacement field u (see Sect. 10.3.4): T (x) = x + u(x). Although this additive
model is applied successfully for statistical model computation in many applications
[19, 38, 73] and efficient algorithms were developed, this parametrization has several
disadvantages. Applying vectorial statistics on displacement fields, i.e. assuming a
vector space with the usual additive structure, leads to inconsistencies, since e.g. the
inverse of x + u(x) cannot be approximated by x − u(x) for larger deformations
(see [4] for a detailed discussion). As a consequence, for example the mean of a
sample of invertible transformations is not necessarily invertible, or the mean of the
two transformations T and T −1 is not the identity.

Research in the field of Computational Anatomy has shown that diffeomorphisms
provide an excellent tool to analyze and quantify shape differences and to charac-
terize the biological variability of human anatomy [15, 20, 48], and some work has
been done in the last years to define the methodology for a statistical computation
framework on the manifold of diffeomorphic transformations [45, 80]. Recently,
Arsigny et al. [3] presented an efficient framework for computing statistics on dif-
feomorphisms parametrized by stationary velocity fields, commonly termed as Log-
Euclidean framework. Static velocity fields form a linear space, therefore the dis-
tance between two transformations T1(x) = Exp(v1(x)) and T2(x) = Exp(v2(x))

can be defined as the Euclidean distance between the associated velocity fields:
d(T1, T2) = ‖v1 − v2‖, and statistics on this subgroup of diffeomorphic transfor-
mations can be computed by Euclidean statistics on the associated static velocity
fields. Contrary to Euclidean statistics on displacement fields, the Log-Euclidean
framework always preserve the invertibility constraint, and is invariant with respect
to inversion, since T (x) = Exp(v(x)) ⇔ T −1(x) = Exp(−v(x)). On the other
hand, some theoretical problems exists, e.g. the metric linked to this distance is not
translation invariant, and only a subgroup of diffeomorphisms can be parametrized
in this way. However, experiments show satisfying results in different applications
[3, 18] and statistics can be computed efficiently.
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Using the Log-Euclidean framework the mean of transformations Tp→re f (x, t j ) =
Exp(vp→re f (x, t j ))

2 is given by:

T̄(x, t j ) = Exp

⎛

⎝ 1

Np

Np∑

i=1

vp→re f (x, t j )

⎞

⎠ . (10.9)

Ehrhardt et al. applied a scaling to the mean motion to represent motion variations
caused by the depth of breathing. Here a scaled version of the average velocity field
v̄ is used to compute the transformation T̃ = Exp (λ · v̄), where the scaling factor
λ is related to a one-dimensional surrogate signal, i.e. the tidal volume.

For a more detailed representation of the motion variability, a PCA can be applied
by sampling the velocity fields, assembling in the vectors

V p, j = [vp→re f (x1, t j ), . . . , vp→re f (xi , t j ), . . . , vp→re f (xNm , t j )]T,

and using the methods described in Sect. 10.3.4 for model computation. Because an
integration of the velocity field is necessary for the calculation of a transformation
(see Eq. (10.8)), the sampling of the velocity fields must be adequately dense, e.g.
at each voxel position, to allow for the reconstruction of the vector fields. Given a
set of weights wk for the first K principal components, a new transformation can be
computed using:

T̃ = Exp

(

V̄ +
K∑

k=1

wkφk

)

. (10.10)

If surrogate signals are available for the data sets in the patient pool, the methods
presented in Sect. 9.4.2 can be used to relate the motion model to acquired surrogate
signals and to compute the weights wk depending on new surrogate signals. In this
case, the number of principal components used, K , cannot exceed the number of
available surrogate signals.

It should be mentioned, that the statistical modeling of shapes and shape changes
has undergone significant development over the past twenty years, and diffeomorphic
transformations play a central role in this research during the past few years. Because
of the availability of time-resolved medical imaging data, the study of time dependent
data of biological shapes has become an emerging question of interest. However, a
variety of open problems—regarding theoretical and practical aspects—exist and
significant development in these fields can be expected in the future.

2 Note that in general iterative optimization methods are used to compute the static velocity field
of the composition Tp→re f = Ψp→re f ◦ Tp ◦ Ψ −1

p→re f .

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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10.4.3 Applications of Statistical Motion Models

Population-based models have been already designed for a number of applications. In
this context, motion compensation during radiotherapy has gained lots of attraction
to define accurate treatment margins, to calculate dose distributions and to plan and
guide gated or tracked treatments. Both models introduced in the previous section
have been designed for these purposes and can be used to predict the lung motion
including the tumor movement over the breathing cycle. After learning the model
from a set of training images, the model can be adapted to a new patient to pre-
dict the patient specific motion. The first step is thereby to adapt the model to the
patient-specific anatomy and to transfer the motion model to the patient space (see
Sect. 10.3.3). For this purpose, a static three-dimensional CT or MR scan is assumed
to be given that covers the patient’s anatomy. In order to predict to the patient-specific
motion, a surrogate signal is furthermore needed to drive the model, e.g. volume curve
provided by a spirometer or motion information at some selected locations, e.g. pro-
vided by a navigator. The motion indicator allows for taking into account variations
in motion amplitude and frequency, and techniques to predict internal motion by con-
sidering the information obtained from a surrogate signal are explained in Chap. 9.
The principal idea of model-based motion prediction is sketched in Fig. 10.9.

Fig. 10.9 Utilization of population-based models for motion prediction: The model is adapted
to the patient-specific anatomy (provided by a static three-dimensional CT or MR scan), and the
motion model is transferred to the patient space. A surrogate signal is used to drive the motion
model and to adapt the model to the individual breathing-state and amplitude

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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While first approaches indicate the benefit of motion models for motion prediction,
it has to be noted that to the best of our knowledge motion models have not been
integrated into current clinical applications. This is due to several reasons. The most
important one is probably the lack of thorough validation. Current evaluation is
usually performed in a rather synthetic set-up where the motion model is applied
to 4D CT or 4D MR images. Although this allows for detailed quantification by
comparing the predicted motion against the extracted motion fields from the 4D
image data, this can only be seen as a first proof of concept. The translation into the
clinical practice will most likely introduce several additional challenges, e.g. that the
prediction has to be performed over several breathing cycles with varying breathing
patterns or that the model-based prediction has to deal with different pathologies and
image protocols. Another drawback is that the integration of motion models may
change the clinical workflow, e.g. by acquiring additional data, which is difficult to
achieve. Finally, as prediction results have to be available in real-time, current motion
models have to be significantly improved in performance.

Although a thorough validation of population-based models is missing, first
studies exist to assess the prediction accuracies. Klinder et al. [38] applied population-
based motion models to retrospectively predict lung motion and to compare intra-
and inter-patient models. Using 267 4D CT data sets acquired from 36 patients, the
intra-patient model was build from repeated CT scans of the same patient, and the
inter-patient model was build from CT scans of different patients using the methods
described in Sect. 10.4.1. To drive the motion model during prediction the diaphragm
motion is assumed to be known. The study found that “intra-patient models outper-
formed the inter-patient models in all cases although much less samples were used
for training than in the inter-patient case”. The mean error of predicted inner-lung
landmarks between end expiration and end insparation was reported as 3.4mm for
the intra-patient and 4.2mm for the inter-patient study.

Similar error values were reported by Ehrhardt et al. [18] for an inter-patient
lung motion model build with the methods described in Sect. 10.4.2. The generated
model achieved mean landmark prediction error of 3.0 mm between EE and EI for
lungs with intact respiratory dynamics. It was further shown that the model-based
prediction precision is significantly lower for lungs affected by large tumors (4.0 mm).
In a second application, the model was applied to predict patient-specific lung tumor
motion and shows that prediction accuracy is degraded for tumors adhering to non-
lung structures. The authors suppose that population-based inter-patient models are
applicable only in cases of small lung tumors, non-adhering to outer-lung structures
(see Fig. 10.10). However, the number of 4D CT data sets used for model-building
and evaluation was small (17 4D CT data sets acquired from different patients),
and more substantial evaluation is necessary. Though, Werner et al. showed in a
preliminary study that this model can be used for model-based risk assessment in
RT [89].

Other applications for population-based motion models were proposed for the
prediction of respiratory liver motion [51, 54] and liver drift [73] in image-guided
liver radiation therapy. The landmark-based prediction accuracy for such models
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Fig. 10.10 Visualization of the internal target volume (ITV) of a patient with small non-adhering
lung tumor in a coronal (left) and sagittal (right) CT slice. The ITV was calculated from expert-
defined tumor segmentations in EI, EE, ME and MI (yellow contour) and from tumor positions
predicted by the average motion model (red contour) [18]

were specified in the range from 1.2 [54] to 3.3 mm [51] for respiratory liver motion
and between 0.6 and 2.3 mm [73] for liver drift models.

10.5 Summary and Discussion

Computational models of respiratory motion have numerous applications in radiation
therapy, e.g. to understand motion effects in simulation studies, to develop and eval-
uate treatment strategies or to introduce prior knowledge into the patient-specific
treatment planning. In this chapter, we discussed two types of respiratory motion
models: mathematical and geometrical defined motion phantoms based on example
data, and population-based statistical motion models. An advantage of population-
based models is that the modeled motion information describes directly the motion
variability in a training data set. However, these models rely on automatic motion
estimation algorithms and automatic registration methods to establish intra- or inter-
patient correspondences. Therefore, the accuracy and reliability of those methods
has to be investigated. Although some efforts were made to evaluate motion esti-
mation and intra-patient registration, inter-patient registration is still afflicted with
uncertainties and the accuracy is widely unknown. On the other hand, statistical
intra-patient models rely on repeatedly acquired 4D images increasing efforts and
costs in the clinical workflow.

In order to incorporate model-based prediction into the clinical practice, physi-
cians need to know the suitability and precision of a certain model for the concrete
patient depending on diagnosis, treatment strategy, tumor location etc. Therefore,
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one ongoing focus of research is the development of patient-tailored motion models
and the adaptation of these models to the specific breathing motion during treatment.
Here, the development of reliable non-linear registration algorithms plays a central
role.
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Chapter 11
4-Dimensional Imaging for Radiation
Oncology: A Clinical Perspective

Max Dahele and Suresh Senan

Abstract This chapter is concerned with tumor and organ motion. It is written
from a clinical perspective. It starts by putting motion into context and describing
some of the fundamentals of contemporary radiotherapy. Subsequent sections focus
on the use of imaging to detect motion (4-dimensional [4D] imaging), strategies
to incorporate 4D imaging into radiotherapy treatment (4D radiotherapy) and ways
in which motion can be managed and verified. It highlights a number of practical
clinical issues and touches on the impact of 4D technology on treatment outcomes.
The content is naturally selective and so the reader is provided with an extensive list
of references.

11.1 Introduction

Tumors and organs can be broadly divided into those that move and those that do not,
a distinction that is increasingly important for radiation dose escalation and high-
precision image-guided radiotherapy (IGRT). One of the most common reasons for
tumor and organ motion is breathing (respiration). Table 11.1 and Table 1.2 illustrate
respiration-induced organ and tumor motion in the thoracic and abdominal regions.

A tenet of modern RT is that the target should be accurately identified, following
which the high-dose treatment volume may be expanded into the surrounding tis-
sues in order to create the clinical and planning target volumes (CTV and PTV). In
Fig. 11.1 the different treatment-related volumes recommended by the International
Commission on Radiation Units and Measurements (ICRU) are illustrated. Although
the accurate identification of the gross tumor volume (GTV) is essential, it remains a
weak link in the radiotherapy treatment planning (RTP) process. Defining the GTV is
often difficult due to the lack of a sharply demarcated tumor boundary and it is subject
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Table 11.1 Examples of mobility of selected tumors and organs

Tumor or organ Motion and comments Reference

Lung tumor 4D CT studies show that the majority of lung
tumors move less than 1 cm in the cranio-
caudal direction

[71]

Mediastinal lymph nodes On 4D CT scans, nodes had a mean 3D motion
of 0.68 cm (0.17–1.64 cm). No association
was observed between 3D primary tumor
and nodal motion

[94]

Pancreatic tumor / pancreas On 4D CT scans the mean motion observed
was 0.55 cm (±0.23 cm) in supero-inferior
direction. Addition of a 1 cm margin
accounted for all GTV motion in 97 % of
patients

[35]

Liver tumor On cine MRI mean liver tumor motion in
patients without abdominal compression
was 11.7 mm (range 4.8–23.3 mm) in the
cranio-caudal direction

[25]

Kidney 4D CT studies have shown that motion is pre-
dominantly cranio-caudal and that there can
be large inter-patient variation. Mean mobil-
ity in one study was 9.8 mm (2.5–30 mm)
and 9 mm (2.5–20 mm) for the left and right
kidney, respectively

[136]

Esophagus In one 4D CT study, margins of 9 and 8 mm,
respectively, were needed to account for
all medio-lateral and dorso-ventral motion
of the distal esophagus. The corresponding
values for the proximal and mid-esophagus
were 5/5 and 7/6 mm, respectively

[23]

to inter-observer variation (Fig. 11.2). Tumor motion creates additional challenges,
and an important component of 4D RTP for motion-affected tumors is the definition
of an appropriate internal target volume (ITV). The ITV is then typically expanded
to create the planning target volume (PTV) which accounts for all uncertainties in
the treatment delivery process.

In this paradigm, the more uncertainty there is, the more expansion will be neces-
sary, with a corresponding increase in risk of damage to surrounding normal tissues
and decrease in the therapeutic ratio, where the therapeutic ratio is defined as:

Tumor control probability (TCP)

Normal tissue complication probability (NTCP)
.

It is therefore necessary to control and where possible reduce uncertainty in target
designation and treatment delivery at the level of the individual patient.

Historically, RTP in the thoracic and abdominal regions has used 2- or
3-dimensional images acquired under uncoached free-breathing conditions,
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Gross tumor
volume (GTV)

Gross extent of tumor on imaging and pos-
sibly also using additional information such
as clinical examination or direct visualization
(e.g. bronchoscopy)

The dark blue contour illustrates the GTV
in phase 0 of the 4D CT scan acquired for
treatment planning (the lesion shown is as it
appears on the average intensity projection
dataset, not phase 0).

Clinical target
volume (CTV)

CTV = GTV + margin for microscopic
disease. This margin may be informed by
radiology-pathology correlation studies. The
margin may be asymmetrical and there may
be more than one CTV in a plan

In this case, the lesion is being treated with
high-precision, high-dose stereotactic body
radiotherapy (SBRT) and no CTV margin has
been added (i.e. GTV = CTV).

Internal target
volume (ITV)

ITV = Internal margin (IM) + CTV, where
the IM includes variation in shape, size and
position of the CTV due to motion (e.g. as a
result of breathing)

The orange contour represents the ITV, which
in this case is the contour encompassing the
position of the GTV in all 10 phases of the
4D CT scan.

Planning target
volume (PTV)

PTV = ITV + margin for uncertainty in treat-
ment delivery (e.g. variation in patient posi-
tion, accuracy of treatment machine hardware
and imaging apparatus).

The red contour is the PTV, in this case a
5mm isotropic expansion of the ITV.

Treated volume Volume enclosed by the dose considered nec-
essary to achieve the aim of the treatment

The light green contour represents 100% of
the prescription dose, in this case 55Gy de-
livered in 5 fractions.

Irradiated
volume

Volume receiving a dose that is significant to
normal tissues

The light blue contour represents the 5Gy iso-
dose, in this case considered clinically rele-
vant for lung toxicity.

Organ at risk
(OAR)

Normal organ whose radiation tolerance in-
fluences the treatment plan

The dark green contour has been used to
denote the spinal canal which contains the
spinal cord.

Planning organ
at risk volume
(PRV)

PRV = OAR + margin to account for varia-
tion in spatial location of the OAR, including
positioning uncertainty during treatment

The pink contour represents a 5mm margin
around the spinal canal.

Fig. 11.1 Illustration and description of treatment volumes and concepts described in ICRU Report
62 [48]
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Fig. 11.2 An example of contouring variations by 3 clinicians who delineated a peripheral lung
tumor on a single phase from a 4D CT (red, green and blue contours) using information from
lung (left panel) and mediastinal (right panel) window/level settings. Illustrative differences in
interpretation of anatomical data are highlighted (green arrows). Blood vessels (red arrow) are
among the normal structures that can contribute to such inter-clinician variation

irrespective of whether the target tumor is moving or not. Once the GTV has been
delineated, standard margins are commonly added in order to account for motion.
However, the use of such generic margins does not usually take into account the
location of the target in its motion trajectory, and furthermore might under, or over-
estimate motion in individual patients with subsequent risks of missing the target
during treatment, or irradiating excessive normal tissue [4]. RTP based on the use of
conventional ‘fast’ CT images acquired at a random phase of the respiratory cycle
therefore risks introducing systematic errors into treatment planning and delivery. In
lung cancer, for example, such systematic errors may remain undetected if set-up at
the treatment unit does not include daily [44] or frequent visualization of the tumor, or
a robust surrogate/fidicual marker, and could occur if image-guidance is based solely
on orthogonal kilovoltage images of the bony anatomy [103]. This increases the risk
that the calculated tumor doses will not correspond to the delivered dose which
may impact on both TCP and NTCP. The recent availability of on-line soft-tissue
verification of tumor position can reduce the risk of systematic errors arising from
a non-representative RTP scan and allow for modification/adaptation in treatment
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planning margins. Such strategies also require that attention is paid to the location
of critical normal structures.

4-dimensional (4D) imaging permits patient-specific treatment planning by
incorporating temporal information about tumor and organ at risk (OAR) motion,
thereby allowing for the use of individualized margins. A general approach for inte-
grating 4D image information into the treatment planning workflow can be divided
into the following steps:

(i) acquisition of 4D images for radiotherapy planning,
(ii) target and OAR delineation with appropriate use of motion information from

4D imaging data and addition of appropriate margins,
(iii) generating a treatment plan with a dose distribution that adequately treats the

volume encapsulating the observed tumor motion, and
(iv) quality assurance to verify that the treatment plan can be robustly delivered.

These steps are discussed in the next sections and strategies to integrate tumor and
organ motion are reviewed. Strategies for respiratory motion management during the
radiotherapy treatment are reviewed in Sect. 11.6 and methods for imaging-based
on-line verification are discussed in Sect. 11.7. The rapid developments in image
acquisition and IGRT over recent years means that 4D CT is now widely considered
to be the standard for treatment planning in the chest and upper abdomen, and that on-
line volumetric positional verification with cone-beam CT (CBCT) is increasingly
used for image-guided treatment delivery. Both 4D CT and CBCT can be readily
integrated into clinical workflows.

11.2 4D Imaging for Radiotherapy Planning

Individual approaches to 4D imaging are briefly reviewed, and clinical examples
will largely focus on lung cancer, in particular early-stage non-small-cell lung can-
cer (NSCLC), where considerable work has been performed on 4D imaging. The
most common contemporary imaging technique for identifying tumor motion is 4D
computed tomography (4D CT). In other approaches, additional spatio-temporal
images are acquired beside the 3D planning CT to identify the extent of tumor and
organ motion. Usually, in these approaches a co-registration of the additional images
with the planning CT is necessary either as an integral part of the image acquisition
technique (e.g. PET/CT) or by using registration algorithms as described in Chaps. 5
and 6. Note that depending on the 4D imaging strategy used, and the extent of image
acquisition, the final set of treatment planning images may or may not include 4D
information about organs at risk in addition to the target. In some scenarios this will
be an important clinical consideration and if there is no 4D information about OAR
motion, then alternative strategies (such as the application of an appropriate PRV
margin) may be necessary in order to design an acceptable treatment plan.

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_6
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11.2.1 Multiple Conventional CT Scans

Acquiring multiple fast CT scans at random during the same session allows for a
better assessment of breathing motion than a single scan. There are several possible
approaches to this. In breath-hold end tidal CT, 3 fast scans may be acquired, one
in free breathing and one each during quiet end inspiratory and expiratory breath-
hold [118]. Alternative techniques involve the acquisition of multiple scans at random
points in the breathing cycle while the patient is in the treatment position. The
initial scan typically includes all of the required cranio-caudal volume for treatment
planning purposes, whilst subsequent scans are limited to the region of the tumor. All
the scans are co-registered to each other, and the GTV can then be contoured on each
scan separately. These contours can be combined on the full-length scan, which is
used for treatment planning, to generate an internal target volume (ITV). Underberg
et al. compared the ITV from a single respiration-correlated 4D CT scan (ITV4DCT)
to one derived from 6 conventional CT scans (ITV6CT) in treatment planning for
stereotactic lung RT [128]. This study found that the ITV4DCT was comparable to, or
larger than the ITV6CT, suggesting that the former more reliably identified the true
extent of tumor motion. The same study also evaluated expansion of the GTV derived
from a standard CT scan by an isotropic margin of 10 mm. It found that although this
lead to a PTV that was on average twice the size of that formed by a 3 mm expansion
of the ITV4DCT and ITV6CT there was nonetheless incomplete geometric coverage
of the two tumors showing most mobility. This study highlights the potential benefits
of systematically accounting for tumor motion, reducing in some cases both the risk
of tumor miss and the volume of normal tissue in the PTV.

11.2.2 Fluoroscopy

Fluoroscopy can allow selected tumors to be imaged in more than one dimension and
the data to be used in several different ways. Clinical examples include (1) combin-
ing digital fluoroscopy loops with digitally-reconstructed radiographs from a conven-
tional CT scan in order to derive a patient-specific ITV [119], (2) following CT-based
RTP using generic treatment planning margins, fluoroscopy can be performed using
a conventional simulator in order to verify that the planning margins adequately
encompass tumor motion, (3) use of on-line/on-board kilo- or mega-voltage (kV or
MV) fluoroscopic imaging to verify tumor motion and the adequacy of the PTV
and dosimetric tumor coverage immediately prior to daily treatments. All the above
can be performed with or without implanted fiducial markers. Although they may
be easier to identify on fluoroscopy than the tumor itself, fiducial markers are not
widely used in patient care as they introduce additional risks for the patient and may
present logistical and technical challenges [116]. In practice therefore, while selected
peripheral lung tumors may be visualised with fiducial-free fluoroscopy, this is less
often the case for moving tumors located more centrally in the thorax (which even
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if seen, may only be partially visible), and for lesions within the abdomen. This
has resulted in guidelines that have cautioned against using fluoroscopy alone as a
primary method with which to characterize lung tumor motion for RTP [114].

11.2.3 Slow CT

This technique differs from conventional fast CT in that the period of scanner rotation
is slowed down, for example to 4 s, which is often long enough to capture respiratory
tumor motion during a full respiratory cycle. This results in a blurred image that
can be registered to a conventional CT for RT planning. Lagerwaard et al. compared
conventional CT and slow CT scans of peripheral lung tumors and reported that the
latter better accounted for motion, generating larger and more reproducible target
volumes [60]. A subsequent study evaluated the number of slow CT scans required for
treatment planning by comparison with a reference target volume derived from a total
of 3 fast and 3 slow CT scans [22]. This found that a single slow CT scan with a 5 mm
isotropic expansion was sufficient to cover 99 % of the reference volume. Phantom
studies have shown that modern CT scanners with more limited ability to slow down
the gantry rotation time (e.g. to 1.5 s) can still be used to capture information about
target motion [18]. A drawback of slow CT is the fact that central tumors, and
lesions adjacent to the mediastinum and diaphragm may be poorly visualized using
this approach.

11.2.4 4-Dimensional CT (4D CT)

While combinations of conventional CT scans can be used to approximate tumor
motion, they may be susceptible to motion artifact. Several authors have now
described methods for generating 4D CT images that oversample the same anatomi-
cal location during respiration and then ‘sort’ or ‘bin’ images that have been allocated
to the appropriate respiratory phase based, for example, on matching either the inter-
nal anatomy or an external respiratory signal (see [92, 109, 137] and Chaps. 2 and 3).
4D CT has now become the preferred modality for imaging tumor motion in routine
clinical practice. This approach allows for discrete image sets to be generated for
individual respiratory phases, as well as average and maximum intensity projection
datasets (AIP, MIP respectively). However, 4D CT images are prone to imaging
artifacts (see Chap. 2). These artifacts may arise due to higher motion velocity [84],
greater motion amplitude or variations in breathing patterns [61, 97, 112], incorrect
binning of images and missing images [1]. Such artifacts can affect the image qual-
ity and fidelity of the AIP and MIP and may affect the target delineation [12, 13].
A greater variability in CT number (Hounsfield units) than is seen with conventional
CT has also been reported [123]. In 50 patients undergoing 4D CT for thoracic or
abdominal radiotherapy, Yamamoto et al. reported artifacts in 90 % in the region of

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
http://dx.doi.org/10.1007/978-3-642-36441-9_2
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diaphragm or heart (4.4–56 mm in size), and 6 of 20 patients exhibited at least one
artifact in a lung or mediastinal tumor. They concluded that significant improvement
was still needed in 4D CT imaging [147].

It is important, therefore, that 4D CT workflows should include an evaluation of
the respiratory signal at the time of imaging and also the quality of the 4D CT images
(see Fig. 11.3). This should ideally be performed prior to the patient coming off the
CT couch and leaving the facility, so that they can be rescanned if excessive artifacts
are observed.

Strategies to reduce the variability in breathing pattern include respiratory coach-
ing. Combined audio-visual (AV) signals are one way of trying to regularize breathing
however not all patients may be able to comply with this. Indeed Neicu et al. found
that approximately half of the patients studied could not simultaneously follow audio
and visual prompts [86]. For those patients that are coached, differences in breathing
amplitude can be expected between coached and free-breathing conditions [98] indi-
cating that if it is used for 4D CT planning then coaching should also be used during
treatment. In an early study on AV coaching, Kini et al. found that audio coach-
ing tended to improve the breathing frequency and visual coaching the amplitude,
although each was somewhat at the expense of the other [54]. Audio coaching has
also been shown to improve the correlation, reproducibility and phase shift between
lung tumor motion and abdominal marker displacement, again perhaps at the expense
of an increase in the depth of breathing and absolute tumor motion [82]. Differences
in ITV position exceeding 5 mm between coached and uncoached 4D CT scans have
been detected in up to 56 % of mobile lung tumors, with both end-inspiration and end-
expiration positions susceptible to displacements [40]. In practice, the requirement
for consistent coaching between 4D CT and treatment delivery [40], time, complexity
and equipment has probably reduced the widespread uptake of this technique.

Fig. 11.3 4D CT images of the thorax acquired under uncoached, free-breathing conditions using
a 16-slice CT scan and a cine CT technique. Typical artifacts (arrows) are seen in the region of the
mediastinum (left) and diaphragm (right)
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11.2.5 Positron Emission Tomography (PET)

PET imaging often involves the acquisition of data over several minutes in the same
position, which means that a moving tumor will produce a blurred image. It has
been postulated that PET images may define the motion envelope of the tumor. Iden-
tifying this envelope with a high degree of certainty and spatial confidence is an
ongoing challenge in PET imaging. An early paper on this topic described a phan-
tom study of moving spheres imaged with conventional CT and PET [14]. Uniform
PTV margins added were 7.5 mm to the PET-based target and 7.5, 10 and 15 mm to
the CT-based target. The CT images were prone to distortion and underestimated the
motion envelope while the PET targets reflected the shape of the spheres and over-
estimated the true envelope. The 7.5 mm PET margin was reported to be adequate to
avoid a geographic miss, whereas the CT-target required 15 mm margin that would
have translated into more normal tissue being treated in-vivo. A key drawback of
PET is that it suffers from limited spatial resolution and there is persisting uncer-
tainty in how to segment the motion envelope of the tumor. Not surprisingly there-
fore, a great variety of approaches have been described for PET-based contouring
[88, 144]. The challenges of knowing what represents the ground truth and in estab-
lishing appropriate segmentation parameters for mobile and non-mobile tumors, has
led to an increasing interest in radiology-pathology correlation studies for PET and
other imaging modalities [21, 77]. Many tumors have dominant motion in one direc-
tion (e.g. cranio-caudal) and it has been demonstrated that the size of the target,
extent of motion, velocity and background activity may all affect PET images [107].
Despite this, most PET segmentation algorithms use isotropic segmentation meth-
ods to segment moving targets on 3D PET images, which it has been demonstrated
can ‘lose’ PET data when the target is moving [27, 70]. We feel that anisotropic
segmentation merits further evaluation as a means of detecting motion envelopes.

Key limitations of PET imaging must be acknowledged in order to ensure appro-
priate clinical use of this modality. The ability of PET to be used to guide biological
sub-volume boosting or dose-painting has been studied by Perrin et al. who felt that
with the available imaging quality ‘simple’ techniques seemed possible at intermedi-
ate contrast levels, which they defined as a tumor-background ratio of about 10 [96].
The advent of 4D PET [85] with attenuation maps derived from 4D CT has made it
possible to recover some of the ‘lost’ metabolic information from a moving tumor.
However, several issues remain unresolved such as the optimum number of phases
to use, which represents a balance between reducing the amount of motion in any
given phase by increasing the number of phases, at the expense of an increased signal
to noise ratio [8, 85, 95]. The optimum integration of 3 and 4D PET-CT imaging
into radiation treatment planning is still uncertain, and the specific role of metabolic
imaging is likely to vary between tumor sites and whether they are mobile or not. At
the present time, PET cannot be recommended as a primary modality for the routine
identification of tumor motion in RTP.
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11.2.6 4D Cine Magnetic Resonance Imaging (MRI)

Cine MRI has been used by a number of authors to image tumor motion at anatomical
sites including pancreas, liver, bladder, cervix and prostate [16, 33, 75]. 4D 1.5 Tesla
(1.5 T) fast low angle shot (FLASH) MRI has also been used to characterize complex
breathing motion in patients with diaphragmatic paralysis due to lung cancer [24].
A recent investigation studied the ability of 4D CT, 4D MRI and 4D CBCT to detect
nodule size and displacement in a dynamic ex-vivo lung model [9]. All modalities
were found to have underestimated lesion displacement, and both 4D MRI and 4D
CBCT overestimated lesion size. Kirilova et al. used T2-weighted single shot fast
spin echo MRI sequences to image liver tumor motion in 3 dimensions, but this
approach did not correlate well with fluoroscopic images of cranio-caudal diaphrag-
matic motion [55]. This, together with other studies, highlights the challenges of
integrating multi-modal imaging studies acquired at different time points under dif-
ferent conditions, and in determining tumor motion with high levels of certainty. In
terms of the relationship of tumor motion to anatomical surrogates, 3T cine MRI
imaging of the pancreas has shown that the position of the tumor correlates poorly
with that of the diaphragm (and abdominal wall), which can lead to inadequacies
with gating based on these structures [30]. This study also demonstrated that tumor
motion was greater than expected, requiring margins of 20, 7, 10 and 4 mm in inferior,
superior, anterior and posterior directions to achieve 99 % geometric target coverage.
Cine fast gradient echo MRI has also been used to show that lung blood vessels (used
an internal surrogate for lung structures) have a variable correlation with different
skin surface sites. The strength of correlation was influenced by the locations of the
internal and external surrogates and the breathing pattern [57].

11.2.7 Comparison of 4D Imaging Methods

Multiple methods of imaging tumor motion have been described prompting sev-
eral questions including (1) are there cautionary notes with any of these imaging
modalities and (2) is one of them superior to the others?

When tumor motion in all directions on 4D CT in 29 patients was compared with
motion assessed in antero-posterior projection using fluoroscopy, the latter method
resulted in a mean ITV that was 52 % larger, with 4D CT generating a larger ITV
in only 3 patients [134]. This study again demonstrated some of limitations of fluo-
roscopy, which did not allow motion to be evaluated in at least one direction in 8 of
29 patients. Underberg et al. found that a single 4D CT produced a PTV (ITV + 3 mm)
that was comparable to or larger than that derived from a combination of 6 conven-
tional fast CT scans (again with a 3 mm PTV margin) in patients with stage I NSCLC,
indicating that the 4D CT more completely accounted for tumor motion [128]. This
study highlighted the potential of 4D CT to simultaneously account for tumor motion
and, in some patients, also reduce normal tissue irradiation. Nakamura et al. have
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looked at whether slow CT captures 4D CT motion, finding that even when tumor
motion is less than 8 mm, it may not be able to do so [83]. In situations where no
4D CT is available a combination of end-tidal breath-hold images may best describe
tumor motion [118]. In relation to this, Hunjan et al. have evaluated the accuracy
of end-tidal image acquisition when guided by the location of an external abdomi-
nal marker and concluded that relying solely on an external abdominal marker as a
surrogate for the extremes of free breathing may be subject to error [47]. The same
group have recently reported that the absolute difference between mean free breath-
ing and breath hold marker displacement did not correlate well with the absolute
difference between GTV centroid positions on free breathing 4D CT and breath-hold
images, again highlighting the potential limitations of using external surrogates of
tumor motion [46]. Although they represent an improvement over conventional fast
CT and generic margins, some uncertainty still needs to be assumed when imaging
tumor motion with current methods including 4D CT.

There are currently no clinical outcome data to indicate the superiority of one
method of imaging motion over another. Lung stereotactic body radiotherapy often
involves treating relatively small tumors in patients who are unfit to undergo surgery
because of medical morbidity including chronic obstructive pulmonary disease
(COPD) [59]. High radiation doses are used (e.g. 3 fractions of 18 Gy or 5 frac-
tions of 11 Gy), which indicates a need for precise and accurate treatment in order to
limit the dose to organs at risk (OAR) and reduce the likelihood of geographic miss.
The information from selected publications on the treatment planning methods and
motion management strategy can be contrasted with reported clinical outcomes (see
Table 11.2). In summary, local control rates in excess of 90 % have been reported
after stereotactic lung RT for relatively small, early-stage lung tumors, and control
rates are comparable across a variety of treatment planning and delivery methods,
including those that use generic planning margins and image-guidance based on
surrogate anatomy. This therefore makes it difficult to currently ascribe superiority
to one technical approach over another on the basis of clinical outcome. Possible
responses to this could include (1) differences in the rates of local recurrences were
masked by the high rates of non-cancer mortality due to extensive co-morbidity in
treated patients, (2) the studies were not designed to detect gains from using a spe-
cific technology, or (3) the use of very high doses may have been forgiving of any
imperfection in accounting for motion or inaccuracy in treatment delivery, which
could mask the benefit from individual technologies.This final point contrasts with
some reports suggesting that at lower biological doses, the transition from 2D RT
to 3D conformal RT (CRT), while using similar conventional dose-fractionation
schedules for stage I non-small cell lung cancer (NSCLC), and from 3D CRT to 4D
CT/intensity modulated RT (IMRT) in locally advanced NSCLC, may be associated
with improvements in clinical outcome, including patient survival [29, 66].

In contrast, review of non-clinical end-points suggest an apparent advantage to
specific technologies frequently used in lung SBRT, such as the use of tumor-based
matching for on-line volumetric guidance, or treatment planning with heterogeneity
correction [121, 146]. Determining the contribution of technological advances, such
as optimal motion management, to clinical outcomes can therefore be difficult. One
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view is that the paradigm shift in radiation treatment is primarily radiobiological
or related to improvements in combined modality therapies, and that one of the
real (although perhaps less tangible) benefits of technological advances has been
to enhance the confidence of the clinical team in delivering such treatments and
increase their uptake into mainstream clinical practice as well as helping to extend
the application of effective dose-fractionation schedules to ever more challenging
situations (e.g. where the tumor is in closer proximity to critical structures) [34].

11.3 Target Delineation in 4D RTP

In this section, we discuss target delineation (GTV and ITV) in 4D RTP based on
4D CT images. In many of the the following examples relating to studies carried out
for the treatment of early stage lung cancer, no CTV margin is used, and so the ITV
contour represents the GTV plus an internal margin.

A number of approaches are in use for contouring the target volume [120],
including

(1) contouring a GTV in all 10 phases, and then combining contours of all phases
to define the ITV,

(2) contouring of only end-inspiration and end-expiration images in order to derive
a motion encompassing volume,

(3) presenting the 4D CT images as a maximum intensity projections image (MIP),
reflecting the maximum data value for a given pixel in all phases of the 4D CT
and then contouring the tumor edge as it appears on the MIP, and

(4) a modified MIP approach that involves modifying the ITV contour derived from
the tumor edge as it appears on the MIP images, with information from all 4D
CT phases, or selected phases that represent extremes of motion.

Note that these methods cannot all be considered equal. For example, it is important
to note that the extremes of motion may not be represented by extremes of the
breathing cycle, and that the maxima of cranio-caudal, medio-lateral and antero-
posterior motion may be located in different phases. Evaluating early stage lung
tumors in different 4D CT phases, Wu et al. concluded that the major effect of
respiration on lung tumors was translational, as the addition of rotation or deformation
had little impact on registration metrics such as the overlap index [143].

The increased anatomical detail provided by 4D CT imaging also allows the mobil-
ity of mediastinal lymph nodes and organs at risk such as the esophagus and kidneys to
be identified and where necessary taken into account during treatment planning [23,
94, 136]. Although the use of a planning organ at risk volume (PRV) was conceptu-
alized in ICRU report 62 to incorporate uncertainties in OAR localization and shape,
it is currently less clear how best to evaluate and trade-off dose-volume histograms
predicated on constructs such as the PRV and OAR volumes defined using 4D CT
imaging, for example if the time spent by an OAR at the extreme of motion is very
short, or there is uncertainty over the consequences of partial organ irradiation [104].
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Can MIP images adequately reproduce the ITV from all 10 phases of the breathing
cycle? This issue was addressed using 4D CT images from 12 patients with stage
I lung cancer and a phantom study which reported a ratio between 10-phase GTV
and MIP of 1.04 [130]. The former study was in early-stage NSCLC and suggested
that the MIP was a quick and fairly reliable way to identify tumor motion. For more
advanced tumors and in patients with irregular breathing, however, the MIP may be
less reliable and risks underestimating the ITV defined by using all 10-phases [80]. In
practice, the MIP may be viewed as a way of approximating the motion envelope that
can subsequently be refined by incorporating additional information from individual
respiratory phases. This is consistent with the findings of Rietzel et al. [108] and
Ezhil et al. [28]. The latter found that in 27 patients with stage I or III NSCLC
the ITV derived from the MIP and modified by using all 10 phases of the 4D CT
agreed most closely with the ITV defined from all 10 respiratory phases, which was
underestimated by using the MIP or the 0 and 50 % respiratory phases alone. The
MIP may be unreliable for example where the tumor is close to chest wall, blood
vessels, diaphragm or mediastinal structures (denser, mobile structures). Although
an ITV derived from MIP-modified identifies an approximate motion envelope, it
does not help to identify microscopic disease, which means that in some instances
an additional margin for the CTV may be considered desirable. In addition there is
no guarantee that the motion of the tumor during treatment will be the same as it was
when the planning 4D CT was acquired.

Inter-observer variations and reproducibility of target volume delineation are key
factors contributing to overall quality of treatment [115], and this remains the case
in the 4D CT era [72]. This provides an impetus to the development of automated
contouring for target volume delineation. The use of deformable registration as intro-
duced in Chaps. 5–7 to auto-propagate a single GTV may reduce inter-clinician
variations in generating ITV’s for peripheral lung tumors [132]. Automated con-
touring or registration-based contour propagation is impeded by the aforementioned
possible imaging artifacts in 4D CT datasets. Ehler et al. presented a system to
auto-segment the GTV using 4D CT with up to 15 % phase binning errors [26]. Fur-
ther, challenges for auto-segmentation include identifying structures when they have
inherently indistinct boundaries or the imaging modality used for treatment planning
has low resolving power for the structure in question and cannot differentiate it well
from surrounding tissues. This means that such contours still need to be verified by
the clinician (see Fig. 11.4).

With the variation in patient breathing and localisation, can a single planning
study adequately describe tumor motion? Studies addressing this point have reached
varying conclusions. For example, a study on the motion of implanted fiducial mark-
ers in 20 patients undergoing single fraction stereotactic RT for pancreatic cancer
found that neither the mean, nor the maximum motion during treatment was pre-
dicted by the 4D CT planning study [78]. When 4 separate 4D CT studies, one every
10 min, were performed in 10 patients with lung metastases, increased uncertainty
in tumor location was observed in patients with poor respiratory function, and lower
lobe tumors [38]. Van der Geld et al. evaluated the reproducibility of 4D CT by
comparing 2 uncoached scans acquired during quiet breathing at the same session

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_7
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Fig. 11.4 Example showing the use of deformable registration for tumor segmentation. A single
manual GTV contour at end inspiration (white contour) was successfully deformed to each of the
other phases of 4D CT (green contours). The blue contour encompasses the manual contours of
a single observer who has delineated the GTV on all 10 phases of the same 4D CT. Differences
between the green and blue contours (yellow arrow) are seen on the end-inspiration data set (left
panel) at the cranial extent of contours propagated using deformable registration and the manually
derived contour. Inspection of the end-exhale image of 4D CT (right panel) shows a region of
increased CT density (red arrow) which was incorporated by the clinician, but not by the software-
based registration. This highlights the need for clinicians to verify all automated contours

in 26 patients with stage I lung cancer [133]. In 19 % of their patients, the centre of
mass of PTV was displaced by at least 2 mm, but a treatment plan optimized for one
PTV provided at least 90 % coverage of the other in all but one patient, which led
to the conclusion that a single 4D CT scan was sufficient for lung tumors. A study
evaluating the centre of mass displacement of the PTV using repeat, uncoached 4D
CT for small, stage I tumors, reported an average 3-dimensional displacement of
2 mm, with 98 % of the PTV on repeat 4D CT covered by the initial prescription
isodose [39]. It is clear that motion during treatment may vary from that at planning
which makes tools that image true intrafraction motion desirable. This is especially
so if they can be combined with intuitive user-interfaces that identify when tumor
coverage is no longer adequate.

11.4 Generation of Treatment Plans

While a detailed discussion of treatment planning is beyond the scope of this chapter,
selected considerations follow. External beam treatment planning using simple con-
formal fields, or static field or volumetric IMRT is concerned with the design of dose
distributions to adequately cover the PTV and (relatively) spare OARs (Fig. 11.1).
The trade off between target coverage and OAR dose will largely be determined
by the geometry of these structures, the prescribed dose/fractionation and desired
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PTV coverage, and the dose limits that are placed on the OARs. In some cases it
may be necessary to define OAR volumes using 4D CT motion information and so
if the excursion is large (such as can happen for example with the stomach) then
the volume to be avoided during RTP may be substantially more than appreciated
on a single 4D CT phase. In practice while 4D CT can be used to delineate OARs,
determining dose-volume constraints for 4D OAR volumes is subject to uncertainty.
When calculating the dose to the PTV or OARs, current treatment planning systems
in common use do not explicitly account for the effects of motion during the dose cal-
culation and optimization process (e.g. dose blurring or interplay—see below). The
dose distribution of the plan can affect the positioning tolerance during treatment.
It is necessary therefore to take into account the treatment delivery process during
planning. For example, if the patient will be positioned on the basis of the tumor,
then if tumor position is variable relative to a given OAR (such as can occur with
a mobile lung tumor and the spinal cord), then a safety margin (PRV) needs to be
included in the treatment planning process and the appropriate OAR dose constraint
applied to this structure. This means that if the OAR is located within the PRV at the
time of treatment, then it will receive an acceptable dose. For this to be determined
there needs to be an on-line check of the OAR as well as the tumor position. The
design of high quality treatment plans often relies on experienced planners. How-
ever, what constitutes and optimal plan and establishing whether such a plan has been
delivered by the planning system, remains the subject of ongoing research. There is
increasing interest in planning automation and in designing ‘intelligent’ approaches
to treatment planning that exploit the experience acquired from prior plans and in
some cases clinical outcome data.

11.5 4D Dose and Quality Assurance (QA)

The above-mentioned examples illustrate how treatment volumes derived using 4D
CT are often smaller and reduce the dose delivered to normal organs. Use of 4D
imaging should in theory translate into an improved therapeutic ratio but clinical
data to support this are currently rather limited [66]. In connection with this, fully
4D treatment planning software is not commercially available at present. However,
a common clinical approach of using the 4D CT-derived average intensity projection
(AIP) for planning lung stereotactic body radiotherapy (SBRT) with conventional
planning software has been shown to agree with the cumulative tumor dose from 10
individual breathing phases suggesting that current treatment planning methods are
reasonably accurate [3]. Nonetheless, verifying dose delivery in 4D and accounting
for the effects of blurring, interplay and changes in the shape of the dose distribution
that can occur during treatment (see below), is typically not a feature of current
approaches to routine clinical QA.

With increasing use of IMRT technologies, including volumetric modulated arc
therapy (VMAT), there has been some concern over the possibility of dosimetric
uncertainty when applying treatments that contain spatio-temporal variations in
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dose-delivery to a target that is itself mobile. The impact of motion on dose
distribution depends on several factors including the type of dose distribution and
delivery method, for example an open field, conformal plan with relatively homo-
geneous dose or an intensity modulated radiotherapy (IMRT) plan with a more het-
erogenous distribution and the amount of motion (dose blurring); the interaction
between target motion and changes in the size and location of the beam aperture
(interplay); and differences in the internal anatomy between treatment planning and
delivery (which can alter the shape of the dose distribution). Current limitations in
dosimetry make these challenging issues to resolve.

Court et al. used a novel IMRT quality assurance (QA) method to evaluate the
interplay between RapidArc volumetric modulated arc therapy (Varian Medical Sys-
tems, Palo Alto, CA, USA) and tumor motion [20]. They found that when motion
was limited to ≤1 cm fewer than 15 % of pixels had a daily dose error of more than
5 % whereas for 2 cm motion the error could be more than 5 % for 40 % of pixels. It is
relevant that by using a combination of logfile analysis and Monte Carlo simulation,
calculated and measured RapidArc doses have been demonstrated to agree to within
2.1 % [126].

Motion interplay has also been identified as a potential issue with helical tomother-
apy [17]. Using GafChromic EBT film and the Quasar phantom (Modus Medical
Devices Inc., London, ON, Canada) our group has studied the interplay effect for
high dose per fraction stereotactic lung radiotherapy delivered with RapidArc and
found in a phantom study that under sinusoidal conditions, within the limitations
of film dosimetry, interplay did not appear to significant when treatment was deliv-
ered with 2 arcs and collimator rotation [42, 91, 131]. In this study the number of
breathing cycles per arc was 16–20, leading to the suggestion that in this aspect,
RT delivery over many breaths may be analogous to conventional treatments with
many shorter fractions, and therefore also associated with a possible averaging out of
spatial differences in dosimetry. How sensitive this is to the increased dose rates now
possible with next-generation linear accelerators, and potential for reduced delivery
times, remains to be seen.

It is appropriate to acknowledge that some uncertainty in delivered dose to the
tumor and OAR is always accepted in radiation oncology. This is implicit for example
when using a gamma factor analysis (representing a quantitative comparison of two
dose distributions) with 3 % dose and 2 mm distance to agreement criteria or using
4D CT in which phase assignment discrepancies have been observed in about 40 %
of scans [81]. From the available data the uncertainty in dose delivery might be
increased when using highly modulated treatment plans to treat mobile targets over
a small number of fractions [56]. This dosimetric uncertainty also applies to normal
tissue dosimetry which might be just as, or even more important than tumor doses in
certain clinical situations, especially as new technologies are being used to treat ever
more challenging tumor-OAR geometries [31]. In clinical practice end-to-end QA
and summary evaluations of uncertainty in delivered dose and treatment accuracy
may be valuable to the user and may make it possible to express the expected tumor
and critical OAR dose as a more meaningful probabilistic range, rather than a single
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figure and then often to decimal places, that gives an overly precise impression of
the treatment process.

Quality assurance plays a critical role in the successful implementation of new
technologies [6, 69]. Specific methods are now commercially available for 4D QA
and it is likely that these will be increasingly applied to technologies such as 4D CT
and IMRT-type delivery to moving targets [135, 148]. Recognizing the importance of
overall treatment quality to outcome, standardized QA metrics could be an advantage
and they are also likely to become an important factor whenever there is a need to
compare images taken on different machines, or when using different image sets
for treatment planning, including for example when conducting multi-centre clinical
trials that incorporate 4D CT imaging, this is analogous with recent work on PET-CT
[11, 45, 50, 65, 84, 99].

11.6 Motion Management

Various approaches to studying tumor motion in the thorax and upper abdomen
indicate that respiration is largely responsible for mobility (see Table 11.1), but other
contributors include peristalsis and the heart beat. While the motion of most tumors
is relatively limited encompassing all motion during target delineation and treatment
planning may be acceptable. However, it is important to note that in some patients a
motion-encompassing protocol can generate a large PTV, which may be associated
with a higher risk of normal tissue toxicity. Although it is then reasonable to consider
other respiratory motion management strategies, reasons for not using these include
(1) the perception of marginal improvements in therapeutic index, (2) patients being
unable to tolerate certain available interventions, (3) potential for significant impact
on patient and departmental workflow, and (4) the lack of tools for verifying the
accuracy of active interventions, which might increase the risk of geographic miss
during delivery.

The threshold above which additional interventions for tumor motion should be
considered will depend in any given patient on factors such as the available tech-
nologies and tools for motions management, anatomic tumor location, proximity to
critical structures, risk of complications and treatment intent. Although this was not
specifically defined in the European Organization for the Research and Treatment
of Cancer (EORTC) recommendations for lung cancer [114], American Association
of Physicists in Medicine (AAPM) suggests that some form of motion management
should be considered for a tumor motion of 5 mm or above [52]. If active interven-
tion is deemed necessary, then there are several categories of technique for mitigating
motion, which may broadly be characterized as follows (1) physical motion reduc-
tion (e.g. abdominal compression), (2) effective motion reduction (e.g. respiratory
gating), (3) motion compensation (e.g. dynamic multi-leaf collimator [MCL] tumor
tracking). These have been comprehensively reviewed [52] and some examples are
discussed in the following paragraphs.



11 4-Dimensional Imaging for Radiation Oncology: A Clinical Perspective 269

11.6.1 Physical Motion Reduction

11.6.1.1 Abdominal Compression

Abdominal compression can be applied in several ways, including with an adjustable
compression plate, in order to restrict diaphragm motion and limit the depth of breath-
ing. This has been shown to reduce supero-inferior and overall motion of lower lobe
lung and liver tumors on 4D CT [43]. The mean overall motion was reduced from
13.6 mm to 8.3 mm and 7.2 mm with medium and high-level compression respec-
tively. Pancreas motion was also controlled by abdominal compression. One study
found that the abdominal compression plate was rated more comfortable by patients
than the BodyFIX® (Elekta AB), was more effective in reducing lung lesion motion
and faster to set up [41]. But both systems reduced motion compared to free breath-
ing. In patients receiving stereotactic lung RT abdominal compression was found to
be associated with more variation in time spent on the treatment machine and also
with more inter- and intra-fraction variability in changes in tumor amplitude [10].

11.6.1.2 Breath-Hold

Active breathing is suspended during breath-hold, limiting tumor movement. Breath-
hold can be voluntary, or performed with mechanical assistance (e.g. Active Breathing
Coordinator, Elekta AB) and used with or without monitoring. Breath-hold tech-
niques should be reproducible so that the target and OAR location is predictable,
however some residual spatial uncertainty should be anticipated. Active Breathing
Coordinator (ABC) was tolerated in 83 % of patients undergoing radical radiotherapy
for NSCLC and the reduction in PTV size translated into an 18–25 % reduction in
lung metrics that included mean lung dose and V20 [93]. ABC is clinically feasible.
It is recommended that potential patients have a minimum breath hold time of 15 s
prior to commencement [76].

11.6.1.3 Coached Breathing

Coaching typically uses audio and/or visual prompts to manipulate the breathing pat-
tern. It may improve the relationship between lung tumor and abdominal wall motion,
which may be important for some gating methods (see below), but tumor excursion
may be increased [82]. The method of coaching should remain consistent through-
out treatment [40] and coaching should ideally be combined with (volumetric) image
guidance for verification purposes.
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11.6.2 Effective Motion Reduction

Respiratory gating aims to synchronize treatment delivery with a specific part of
the breathing cycle (the gating window) on the assumption that the tumor will reli-
ably be located within the high-dose treatment volume. Typically the gating window
represents a period during breathing when the tumor moves least, and/or the normal
anatomy is in a favorable position. The start and finish of the gating window is usually
signified by user-defined displacement or respiratory phase parameters (amplitude or
phase-based gating respectively). It is apparent that depending on the patient, breath-
ing and tumor motion characteristics, treatment technique and verification, there may
be appreciable uncertainty associated with the use of gating. This makes it desirable
to be able to verify target position during, or at the beginning/end of the gating win-
dow. The reduction in lung irradiation achieved with respiratory gating in patients
with early stage NSCLC may be most apparent in those tumors with 3D mobility of
≥1 cm [129]. More effective reduction in PTV margins and optimal target coverage
are achieved by combining respiratory gating with image-guided set-up [51, 87].
Gated delivery alone cannot be used to advocate margin reduction [58]. The rela-
tionship between tumor motion and surrogates may be unreliable. There is a growing
body of literature on temporo-spatial tumor surrogates. A specific combination of
surrogate anatomical markers identified on 4D CT may be advantageous [73] how-
ever the integrity of the tumor-surrogate relationship needs to be monitored during
treatment as there are data showing that the phase relationship between the tumor and
marker may vary on a daily basis [53]. Phase-based gating may be more susceptible
to variation in the breathing pattern than displacement gating [111].

11.6.3 Motion Compensation

This section briefly discusses motion compensation by tracking. The essence is that
if a tumor moves, then provided that the motion can be accurately tracked, directly or
indirectly, then it is possible to begin to investigate whether the delivery of radiation
can be ‘slaved’ to the tumor. Strategies being investigated for this include dynamically
changing the aperture in the multi-leaf collimator to account for tumor location,
moving the treatment couch that the patient is lying on, relative to the treatment
beam, in order to account for tumor motion, and moving the beam delivery system in
a manner that is synchronized with target motion and location. Accurately identifying
the motion of targets within the body, in real-time, is challenging. Implanting fiducial
markers to aid tracking is in clinical use, but ultimately, non-invasive strategies are
inherently more attractive.

Tracking with implanted fiducials may be prone to uncertainty if the location
of the markers is suboptimal, for example too far away from the tumor [49], or
they are in place for too long a period [145]. Marker design needs to be tailored to
the host tissue to minimize the risk of displacement and maximize the accuracy of
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the guidance system. Systems that require the implantation of only a single fiducial
for accurate tracking would be preferable to multiple markers and these are being
evaluated [117].

Fiducial-free tracking requires that the tumor is visible. Lung tumor tracking using
an electronic portal imaging device (EPID) was possible in only 47 % of treatment
beams used in patients undergoing stereotactic body radiotherapy, demonstrating
one of the challenges with this approach [106]. Cone beam CT may improve tumor
visualization and can be used to reconstruct the tumor trajectory [64]. The potential
of other technologies, including digital tomosynthesis (DTS) is being investigated.

Although IMRT treatment plans incorporating 4D CT volumes and sensitive to
changes in tumor position can be designed [124] such plans are based on treatment
planning, rather than real-time tumor motion data. Because these may be different,
this runs the risk that there will be differences between the planned and delivered dose.
The ability to respond to real-time tumor tracking is one response to this. Although
this is a feature of the Cyberknife system [2], various strategies are being evaluated for
application on conventional linear accelerators, including motion compensation with
a robotic treatment couch [142] and dynamic multi-leaf collimator (DMLC) tracking.
A research system has been reported that combines electromagnetic marker tracking
with DMLC tracking, it has a reported target-MLC response latency of 220 ms,
sub-2 mm accuracy for lung motion and sub 1 mm accuracy for prostate motion in
phantom studies [113].

11.7 On-line 4D Verification

Given the potential for time-related patient or organ-specific motion and the uncer-
tainty that surrounds the use of surrogates (as discussed in Chap. 9), intra-fraction
monitoring becomes an important part of the treatment process when highly confor-
mal techniques and small uncertainty margins are used. A reliable imaging of the
tumor location and motion during treatment would be desirable as it could provide an
opportunity to respond to differences in planning and real-time displacement. This
may range for example from interrupting treatment until the correct conditions are
re-instated, to real-time adaptation of treatment delivery. Again, while the focus has
been on tumor identification and motion, any real-time ‘on-the-fly’ intervention or
change in the treatment plan would need to ensure that normal tissue constraints and
cumulative dose limits were not violated.

Most treatment units in routine clinical use are currently not able to directly image
tumor motion during beam-on time (either with or without fiducial markers). The
Cyberknife is an exception in that it is a commercially available treatment unit that
does possess the capability to perform real-time tumor tracking [2]. Several strategies
are being explored that could be applied to a conventional linear accelerator to deliver
real-time tumor tracking during radiation beam-on with the aim of increasing the
accuracy of treatment delivery. It is noted that to date there is an absence of clinical
data to show that such an approach is associated with an improvement in clinical

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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outcome over other motion management strategies (Table 11.2). At the present time
therefore postulated improvements in clinical outcome due to a specific technology
may be predicated on dosimetric or theoretical evaluations, which may be more or
less appropriate depending on the claims being made.

Although the duration of treatment has been considered a risk factor for intra-
fraction organ/target or patient motion [103], some recent data offer an alternative
view. For a mobile target represented by a hepatic tumor, a study of 29 patients
undergoing stereotactic liver RT found that the change in liver motion amplitude
based on repeated end-inhale/end-exhale kilovoltage cone beam CT images, showed
no obvious relationship with treatment time for most patients [15]. For a relatively
immobile target such as spinal vertebra, pre-, mid- and post-treatment cone beam
CT imaging from 31 single fraction stereotactic spine treatments revealed found that
intra-fraction motion was unrelated to the total treatment time [32].

Most treatment plans assume that the tumor motion trajectory will remain the
same throughout treatment without explicitly quantifying patient-specific variability
in breathing pattern, or assigning a specific margin for this purpose [19]. Rather,
it becomes one of possible sources of uncertainty in treatment delivery that are
accounted for by the overall PTV margin. The creation of robust intensity-modulated
treatment plans that are more resistant to the effects of motion is one practical
response to tumor motion, such techniques, however, are still in development [89,
138, 139].

11.7.1 Imaging Techniques for Advanced On-line Treatment
Verification

The development of on-board, on-line imaging tools that will quantify and verify 4D
intra-fraction tumor and patient motion is an active area of research [141]. Ideally, the
tumor itself will be imaged during beam delivery, given the uncertainty of surrogates
and a desire to avoid implanting markers. Future developments will perhaps involve
the use of software that will rapidly evaluate the discrepancies and determine whether
conditions are acceptable to continue with beam delivery or not. Some techniques
for real-time acquisition of positional and motion data are discussed further in the
final section of this chapter.

11.7.1.1 Cone Beam CT (CBCT)

On-line set-up using CBCT-based tumor match has been shown to be more accu-
rate than using bony anatomy as a surrogate [74] (see Fig. 11.5). The tumor vol-
ume on CBCT was shown to localize the 4D CT-derived ITV within 1 mm and
8.7 % in a phantom study [140]. Tumor motion results in CBCT artifacts and 4D
CBCT has been developed and validated in order to improve imaging of mobile
tumors [122]. Improved image quality [63] means that CBCT can be used for dose
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Fig. 11.5 On-line imaging with cone-beam CT (CBCT) captures information about tumor motion.
In these two examples (left and right), the apparent extent of the tumor on CBCT is shown to be in
good visual agreement with the extent of tumor and high risk region (red arrow) identified on the
10 phase 4D CT that was used for treatment planning (yellow contour)

calculation/treatment planning [105] and deformable image registration can be used
to further enhance the application of CBCT to high precision image-guided therapeu-
tics [90]. Megavoltage CT (MVCT) is more resistant to streak artifact and can also
be used for dose calculation/treatment planning [100, 102]. Both CBCT and MVCT,
have been used to reconstruct and estimate the delivered dose, which may be useful
for example, in calculating doses to tumor and organs at risk and for performing
adaptive RT [62, 79].

11.7.1.2 Digital Tomosynthesis (DTS)

DTS acquires volumetric images using data from a limited arc of, for example, 30◦.
4D capability has been added to DTS to improve the visualization of moving targets
and aid in imaging the tumor trajectory and quantifying tumor displacement during
the respiratory cycle. On-line DTS is not yet in routine clinical use. It has been
reported that 4D DTS agreed with 4D CBCT to within about 2–3 mm, the same
order of magnitude as the inter-observer repeatability of the measurements [110].

11.7.1.3 Fluoroscopy

Markerless fluoroscopic tracking has been further refined in response to the lim-
itations of indistinct tumor boundaries, external surrogates and a desire to avoid
implanting fiducial markers (see Fig. 11.6). Recent work has used methods such
as principle component analysis, regression models, artificial neural networks and
support vector machine, for example to evaluate and use the optimum anatomic sur-
rogates [67, 68]. Although fluoroscopy has not been considered an optimal modality
with which to establish tumor motion for the purpose of treatment planning, it is
nonetheless being used or evaluated as a tool for on-board treatment verification.
Rigorous evaluation will be needed to ensure that it is able to perform this task with
sufficient accuracy.
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Fig. 11.6 On-line kilovoltage fluoroscopy showing displacement between end-expiration (left) and
end-inspiration (right) of the diaphragm (green arrow, in this case measured at ∼3 cm) and a point
on the fluoroscopic tumor edge (e.g. red arrow, ∼2.8 cm). Contours of the spinal canal (yellow
arrow) and the motion-encompassing 4D CT tumor volume (blue arrow) have been superimposed,
showing that not all the tumor is visualised on fluoroscopy

Fig. 11.7 A megavoltage fluoroscopy image showing sufficient contrast to identify different struc-
tures. In this case, the left and right pictures have had the contrast inverted and landmarks such as
the spinous processes of vertebrae (green arrow) and surrogates for tumor motion, for example the
carina (red arrow), can be seen

On-line megavoltage (MV) fluoroscopy has been developed to the point that it can
be used in the clinic to evaluate tumor motion and verify the adequacy of ITV/PTV
constructs [125] (see Fig. 11.7).
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11.8 Conclusions

Recent developments have reduced the uncertainty around target identification,
localization and dosimetry, even though clinical data showing the contribution of any
specific development to individual or group patient outcome is limited. 4D imaging
of mobile tumors in the chest and upper abdomen is now widely considered to be
preferable to conventional scans. Nonetheless, there is still significant work to be
done to improve target designation, real-time target visualization/positional verifi-
cation during radiation delivery, minimizing OAR doses and accurately quantifying
the delivered dose to both the tumor and OAR. The successful implementation of
4D imaging into routine clinical treatment requires workflows that acknowledge
and deal with possible motion artifacts, and an approach to evaluating the optimum
combination of different imaging strategies [37]. Patients who stand to benefit most
from specific imaging modalities need to be identified in order to better manage
clinical workloads. Improved physical and functional integration of different imag-
ing modalities is necessary, for example to have concordance of multiple isocentres
including that of the treatment beam. Similarly, it is essential to have improved dis-
play of multi-modal images, and a clinical operating environment that is conducive
to on-line decision making. As technologies are being developed and refined, robust,
transparent and consistent means of evaluation are required and although it often
represents a significant challenge, reliable impact analysis is also desirable. Relying
on phase III studies to provide the necessary ‘gold-standard’ data to support a tech-
nology may not be optimal, given for example, the challenges of patient accrual
to such studies, and the probability of further technological advances during their
course, rendering the technology under evaluation obsolete [7, 101].
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Chapter 12
Respiratory Motion Prediction in Radiation
Therapy

Sastry Vedam

Abstract Active respiratory motion management has received increasing attention
in the past decade as a means to reduce the internal margin (IM) component of
the clinical target volume (CTV)—planning target volume (PTV) margin typically
added around the gross tumor volume (GTV) during radiation therapy of thoracic
and abdominal tumors. Engineering and technical developments in linear accelera-
tor design and respiratory motion monitoring respectively have made the delivery
of motion adaptive radiation therapy possible through real-time control of either
dynamic multileaf collimator (MLC) motion (gantry based linear accelerator design)
or robotic arm motion (robotic arm mounted linear accelerator design).

12.1 Necessity for Respiratory Motion Prediction

The accuracy and precision of radiation delivery with either system is directly depen-
dent on the ability of the system to “adapt” to the constantly changing relationship
between target position and beam position. Success of such adaptation depends on
the nature of the typical time delay between sensing a change in target position and
actuating a system response to such a change. Linear accelerators (both gantry and
robotic arm based); being complex systems, require a finite amount of time for adap-
tation, referred to as latency. During such time, the target continues to move, thereby
causing a perennial lag in the system response to change in the target position, as
seen in Fig. 12.1.

Predicting the position of the target in advance is therefore considered as an
approach to minimize positioning errors due to the lag in system response. The
ultimate goal of prediction is to ensure that the radiation beam encompasses the target
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Fig. 12.1 Illustration of the effect of system latency on the target localization accuracy (from Sharp
et al. [13])

Fig. 12.2 Necessity for predicting respiratory motion, illustrated in the framework of a MLC based
linear accelerator design (from Vedam et al. [15])

as it moves throughout the respiratory cycle. Figure 12.2 illustrates the necessity for
predicting respiratory motion within the framework of an MLC based gantry mounted
linear accelerator design.
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12.2 Understanding Respiratory Motion Prediction

Respiratory motion in radiation therapy is typically monitored through mainly two
approaches: (a) Direct tumor tracking or (b) Indirect tumor surrogate tracking.
Direct tumor tracking is usually implemented through on board imaging systems
that track the position of the tumor through radiographic/fluoroscopic imaging or
electromagnetic transponder tracking. Such approaches, more often than not, involve
implantation of fiducials into or in the vicinity of the tumor volume. Indirect tumor
surrogate tracking involves monitoring the position of internal or external anatomy
based surrogates that have an established position correlation with respect to the
actual tumor motion throughout the respiratory cycle. An example of an external
surrogate is chest/abdominal wall motion. The lung/diaphragm interface is consid-
ered a good internal surrogate for certain thoracic and abdominal tumors. All of the
above approaches provide the input data necessary for predicting respiratory motion.

In order to understand the concepts behind respiratory motion prediction, it is
useful to introduce and define some basic terminology. The following terms represent
the various parameters that will find mention in all of the predictive models that will
be discussed henceforth.

Sampling Rate

Sampling rate refers to the frequency at which respiratory motion data is sensed or
acquired. It is usually quantified in terms of samples/sec or Hz. Faster sampling rates
result in greater resolution of respiratory motion, thereby inspiring higher confidence
in the accuracy/precision of respiratory motion monitoring. Direct tumor tracking,
being a typically resource intensive process yields slower sampling rates (of the order
of 10 samples/sec) as compared to indirect tumor surrogate tracking, which can yield
near real time (30 samples/sec) sampling rates.

Latency

Adaptive systems require a finite amount of time to sense and react to changes in
the sensed parameter, which presently, is respiratory motion. Such a time interval
is usually indicative of the lag in the response of the system to the change in respi-
ratory tumor position, and is therefore defined as latency. It is usually quantified in
milliseconds or seconds.

Signal History/Training Length

Predicting respiratory tumor position at a future time instant is always based on
respiratory motion information collected from the past. The duration of such past
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Fig. 12.3 Illustration of the prediction parameters, signal history length and response time relative
to the current data point in the respiratory motion trace (from Vedam et al. [15])

motion history used for prediction is referred to as signal history length or training
length. It is usually quantified in milliseconds or seconds.

Response Time

The time interval in advance for which the prediction of respiratory tumor position
is made is referred to as response time. It is usually quantified in milliseconds.

Figure 12.3 provides an illustration of the above parameters in the context of
respiratory motion prediction.

12.3 Respiratory Motion Prediction Models

In increasing order of complexity, predictive filter algorithms span the range from the
simpler stationary linear filter models to the highly complex adaptive nonlinear filter
models [15]. Several predictive models have been studied recently for the purpose
of image guided and adaptive radiotherapy. The following sections provide a brief
insight into some of these predictive models.
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For any given random sequence {x} = xact (tn)n=1,m at a given time instant tn ,
prediction provides an estimate x pred(tn + Δ)of {x}, ahead by an interval Δ. The
prediction x pred(tn + Δ)is based on a number of previous values of the sequence,
referred to as signal history window; the length of which is referred to as signal
history length SHL, as seen in the equation below:

x pred(tn + Δ) = f {xact (tn), xact (tn−1), ..., xact (tn−SH L)} (12.1)

Depending on how one employs the chosen signal history for prediction, several
different approaches are available to obtain the predicted position at a time instance
in the future.

12.3.1 Parametric Models

If one makes assumptions about the functional form of the respiratory signal, these
functions can be used to guide a prediction algorithm. This approach has been stud-
ied by Vedam et al. [15]; employing a sinusoidal model to predict external chest
wall position. They found that the sinusoidal model did reduce the geometric error
introduced by the response time compared with no prediction; adaptive prediction
models performed better in reducing the geometric uncertainty.

12.3.2 Empirical Algorithms

In this approach, the prediction is based on a combination (linear/non linear) of prior
inputs from some past history of the respiratory motion signal, as shown below:

x pred(tn + Δ) =
SH L∑

i=1

ci xtn−i (12.2)

where x pred(tn + Δ)is the predicted position in advance by a time Δ, {c} is the
vector of filter coefficients and xtn−i represents a vector of past respiratory motion
signal inputs. In such a formulation, the problem of optimal prediction is essentially
a problem of optimization of the filter coefficient vector {c}. For stationary input
signals with known statistics, the optimal {c} values are given by the Yule-Walker
equations [1], or a least mean squares algorithm approach, resulting in what is referred
to as linear filtering/prediction.

In the case of real-time respiratory motion, such statistics may not be completely
available. Therefore, linear adaptive filtering is employed for determining optimal
values of {c}, which are further used for prediction, according to Eq. (12.2). In
adaptive filtering, coefficient vector {c} is updated after each prediction x pred (tn+Δ)
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through a correction term that is proportional to the prediction error ε(tn + Δ) of
the most recent prediction, thereby introducing a feedback that attempts to minimize
prediction error ε(tn). Linear prediction and adaptive linear prediction methods have
been studied by Sharp et al. [13], Vedam et al. [15] and Murphy et al. [5].

Other increasingly complex approaches to empirical algorithms have been exam-
ined. McCall et al. [4], have employed a dual component model to separate the
respiratory motion pattern into periodic and non periodic components. The periodic
component is usually a representative mean respiratory motion trace, estimated from
a set of recent respiratory motion data. The non periodic component, which is the
difference in between the respiratory signal and the magnitude of its corresponding
periodic component, is described as an auto regressive moving average (ARMA)
model. Ren et al. [8], have also employed a variation of the above ARMA model to
predict respiratory motion. To account for instability inherent in respiratory motion
patterns, they have employed an iterative least mean squares approach to adapt the
ARMA coefficients in order to minimize prediction errors.

Ruan et al. [10], have reported on a comprehensive approach to respiratory motion
prediction based on local regression models. Their approach addresses the problem
in three stages. These include (a) capturing representative system dynamics or deter-
mine a representative state of a portion of the input respiratory motion data, (b)
developing a local regression based training model to train the predictor from pre-
vious observations of respiratory motion and (c) iteratively adjusting the weights
of coefficients in the training model to incorporate any residual fading temporal
correlations.

12.3.3 Kernel Density Approximation (KDE)

KDE [9] is essentially a probabilistic approach to address the problem of respiratory
motion prediction. A simplistic description of KDE is as follows. In this statistical
method, the PDF of the input respiratory motion data is considered. Each training
sample for the model is therefore an output in the PDF. The problem of prediction in
this case is to estimate a conditional distribution of outputs for a given set of inputs
and then apply the conditional distribution to predict the output for subsequent input
respiratory motion data points. Ruan et al. [11], further improved on the above work to
address the problem of predicting in three dimensions. Prinicpal component analysis
was applied to construct a low dimensional feature space to enable KDE with limited
training data. This is useful especially in situations where there is a limited training
data set and prediction is still necessary along multiple co-ordinate dimensions, as is
seen for example with the Cyberknife robotic arm mounted linear accelerator system
during tumor tracking delivery.
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12.3.4 Kalman Filtering

Another approach, based on a combination of using source models and empirical
sampling, is referred to as Kalman filtering. In other words, it is a method to esti-
mate the internal state of a linear dynamic system. As an example, Sharp et al. [13]
have used Kalman filtering to generate an optimal estimate for the current state of
the system by combining a previous estimate, its covariance, and the current mea-
surement. From such an estimated state, the future value of the input signal was
predicted. This predicted value was then used to constantly update the internal state
of the dynamic system. Murphy et al. [5] have also reported on nonlinear Kalman
filtering in their work on predicting respiratory motion. Putra et al. [7], have pre-
sented an interacting multiple model (IMM) filter that employs Kalman filtering as
the basis for two individual models that characterize respiratory tumor motion based
on constant velocity and constant acceleration. The IMM filter then combines the
predictions of the individual Kalman filters to predict respiratory tumor motion.

12.3.5 Neural Network Models

Artificial neural networks have the unique feature that allows them to modify their
response to their environment [2]. The networks are usually made aware of their
environment through an initial training process. Once trained, the response is fairly
insensitive to minor variations (usually noise and distortion) in the input and, there-
fore, can better adapt and respond to the actual patterns of the input. Another advan-
tage of developing such a neural network framework is its adaptability to function as
both a linear and nonlinear filter, thus providing us with an integrated approach that
is inclusive of all classes of predictive filters. A schematic of the various building
blocks of an artificial neural network are as shown in Fig. 12.4.

The training algorithm updates the weight matrix iteratively during each epoch
or instance of training to minimize a network performance function. Performance
functions can range from simple mean square error (average squared error between
the network and the target-training outputs) to more complex algorithms such as the
Levenberg-Marquardt algorithm that can increase the speed of convergence.

Activation functions alter the output from the neuron layer to provide a final net-
work output. These functions may be simple linear functions or complex nonlinear
functions. One may think of an activation function as defining a gain (linear/nonlinear)
for the artificial neuron.

Isaksson et al. [3] have developed and compared the performance of an artifi-
cial neural network trained using the Levenberg-Marquardt method, combined with
a sigmoid activation function, with a least mean squares-based adaptive filtering
approach. Yan et al. [16] have also used neural networks to predict internal positions
from a combination of internal markers and external respiratory signals.



292 S. Vedam

Fig. 12.4 Schematic illustration of the building blocks of an artificial neural network

12.4 Quantifying Errors in Respiratory Motion Prediction

The prediction process, irrespective of the actual predictive filter algorithms men-
tioned above, is not always perfect. Consequently, tumor/surrogate positions pre-
dicted by the prediction algorithm do not always match the corresponding actual
anticipated positions. Such a discrepancy in position due to imperfect prediction
leads to geometric errors. Geometric errors further lead to discrepancies in dose
delivered to the tumor, thus leading to dosimetric errors.

It is therefore important to establish a framework to understand and evaluate
geometric errors from prediction for all of the models described in sections above.

12.4.1 Simple Standard Deviation (1σ)

Prediction error can be quantified by obtaining the standard deviation of the instan-
taneous differences between the predicted and actual respiratory motion position of
the tumor within a respiratory motion monitoring session.

Thus, for a prediction time series
x pred(tn + Δ) = f {xact (tn), xact (tn−1), ..., xact (tn−SH L)}, the instantaneous

error in prediction is given by [15]

ε(tn + Δ) = x pred(tn + Δ) − xact (tn + Δ). (12.3)

The inherent assumption here though is that both the prediction error and the respi-
ratory motion pattern for which such prediction is made are approximately normally
distributed.
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12.4.2 Normalized Root Mean Square Error (nRMSE)

nRMSE represents, as it states, the normalized root mean square error between the
predicted and actual respiratory motion position of the tumor within a respiratory
motion monitoring session. The normalization ensures that the output of the predic-
tion process scales with the input, or in other words, the performance of the predic-
tion algorithm should be independent of absolute magnitude of the input respiratory
motion signal. Thus,

n RM SE =
√ ∑

i (Di − Pi )2
∑

i (Di − μz)2 (12.4)

where Di is the i th observation of respiratory position, Pi is the prediction estimate
of the i th observation and μz is the mean of all observations [3].

12.5 Effect of Sampling Interval, Signal History Length
and Response Time on Prediction Error

Regardless of the type of prediction model being used, a finite prediction error always
exists. The objective of all prediction models is however to minimize the prediction
error when compared to errors that could arise due to system latencies during real
time tracking without any prediction. Shirato et al. [14] have reported a latency
of 0.09 s between fiducial recognition and initiation of respiratory gated irradiation
for a gantry mounted MLC based linear accelerator. Schweikard et al. [12], have
reported a corresponding latency on the order of 0.3 s for a robotic arm mounted
linear accelerator. Poulsen et al. [6], in their detailed analysis of system latency for a
gantry mounted MLC based linear accelerator have reported latencies ranging from
350 to 1400 ms for sampling intervals ranging from 150 to 1000 ms. Thus, the choice
of prediction model should be based on the specific system latency that requires
attention.

Indirect tumor/surrogate tracking systems typically have a significantly smaller
sampling interval than direct tumor tracking systems that usually employ some form
of medical imaging. Therefore, it can be said that indirect tumor tracking systems
could benefit from simpler predictive algorithms while direct tumor tracking systems
require the more complex predictive models to reduce system latencies.

Sharp et al. [13] investigated the effect of sampling interval on prediction error
and found that in general prediction error decreased with reduced sampling interval.
In almost all predictive models, prediction errors either increase or reach a plateau the
further ahead in time that the prediction is made for. The gradient of the magnitude
of increase in prediction error with respect to the response time is usually steeper
for simpler predictive models that do not properly account for the non stationary
nature of respiratory motion. As seen in Fig. 12.5, Vedam et al. [15], have reported
prediction errors of <2 mm for response times <0.4 s for adaptive linear prediction.
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Fig. 12.5 Illustration of the impact of response time and signal history length on prediction error
for a simple parametric (sinusoidal) model based filter and a more complex adaptive filter (from
Vedam et al. [15])

However, for response times >0.4 s, these models prove to be progressively less
accurate.

Isaksson et al. [3], have been able to achieve a nRMSE value of <60 % for response
times as further into the future as 0.8 s, using adaptive neural networks. Putra et al.
[7], have reported similar results of prediction error on the order of 2 mm for response
times of around 0.6 s, with their IMM approach. Ruan et al. [9], were able to achieve
nRMSE values of ranging from 0.6 to 0.4 for sampling rates ranging from 5 to 30 Hz
and also for response times up to 1 s in the future using the KDE approach.

The effect of signal history length on the prediction error on the other hand is not
entirely straight forward. The manner in which data from the signal history is applied
in any given predictive model has a bearing on its effect on prediction error. Longer
signal history lengths typically imply that more of the signal history is considered for
modeling the prediction. However, this also could include more noise (especially in
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the case of highly irregular respiratory motion), thereby resulting in greater prediction
error. Another effect is that, with longer signal history lengths, the response of the
system to high frequency changes in respiratory motion (irregular motion in other
words) could be delayed. It can also be appreciated that the more complex predic-
tive models do address such instability in the respiratory motion, thereby yielding
robust predictive models that minimize uncertainties during dynamic tumor tracking
delivery.

12.6 Summary

Respiratory motion management in general and tumor tracking delivery in partic-
ular have received increased attention as viable modes of radiation delivery for
thoracic and abdominal tumors that exhibit significant respiratory tumor motion.
Advances in on board imaging and respiratory motion monitoring technology
have signaled the potential for such approaches to track moving targets. Res-
piratory motion prediction is a critical component that ensures the accuracy of
dynamic delivery of radiation for real time tracking applications. Initial predic-
tive approaches, such as the ones based on parametric modeling and empiri-
cal filters, were made simplistic assumptions of the characteristics of underlying
respiratory motion patterns. As a result, their resultant prediction accuracy was
found to be acceptable only within a limited “look ahead” or response time into
the future. This greatly limited the applicability of such models in online pre-
diction applications. Further advances through approaches such as Kalman filter-
ing and adaptive neural networks brought about better prediction accuracy over
a longer range of “look ahead” or response times into the future. Despite such
advances, most of these approaches did not explicitly account for the temporally
stochastic nature of human respiratory motion; a phenomenon described as non-
stationarity. Such non-stationarity introduced instabilities in the prediction model,
thereby reducing prediction accuracy in certain situations where sudden changes
in respiratory motion patterns occurred. The advent of approaches such as KDE
and empirical modeling with explicit accounting of non-stationarity has currently
yielded reliably accurate models of respiratory motion prediction for “look ahead”
or response times that are practically reasonable (>1 s into the future). Typical sys-
tem latencies encountered during dynamic target tracking based radiation delivery
are estimated to be of the order of 300 ms. It is evident that sufficient technol-
ogy exists currently for implementing respiratory motion prediction during online
target/tumor tracking based radiation delivery. Such advances have also therefore
greatly improved the robustness of dynamic delivery of radiation through real time
tracking.
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Chapter 13
Estimation of Lung Ventilation

Kai Ding, Kunlin Cao, Kaifang Du, Ryan Amelon, Gary E. Christensen,
Madhavan Raghavan and Joseph M. Reinhardt

Abstract Since the primary function of the lung is gas exchange, ventilation can be
interpreted as an index of lung function in addition to perfusion. Injury and disease
processes can alter lung function on a global and/or a local level. MDCT can be used
to acquire multiple static breath-hold CT images of the lung taken at different lung
volumes, or with proper respiratory control, 4DCT images of the lung reconstructed at
different respiratory phases. Image registration can be applied to this data to estimate
a deformation field that transforms the lung from one volume configuration to the
other. This deformation field can be analyzed to estimate local lung tissue expansion,
calculate voxel-by-voxel intensity change, and make biomechanical measurements.
The physiologic significance of the registration-based measures of respiratory func-
tion can be established by comparing to more conventional measurements, such as
nuclear medicine or contrast wash-in/wash-out studies with CT or MR. An impor-
tant emerging application of these methods is the detection of pulmonary function
change in subjects undergoing radiation therapy (RT) for lung cancer. During RT,
treatment is commonly limited to sub-therapeutic doses due to unintended toxicity to
normal lung tissue. Measurement of pulmonary function may be useful as a planning
tool during RT planning, may be useful for tracking the progression of toxicity to
nearby normal tissue during RT, and can be used to evaluate the effectiveness of a
treatment post-therapy. This chapter reviews the basic measures to estimate regional
ventilation from image registration of CT images, the comparison of them to the
existing golden standard and the application in radiation therapy.
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13.1 Introduction

Regional lung ventilation is the term used to characterize the volume of fresh gas per
unit time that enters or exits the lung at the acinar (gas exchange) level. Disruption of
regional ventilation can reflect alterations to airways (physiological or pathological),
alterations in parenchymal mechanics, changes to the muscles of respiration, body
posture effects and inhaled gas properties. Thus, measures of regional lung mechanics
may serve as a sensitive test of the major status of the respiratory system and may
be considerably more sensitive and informative than a global pulmonary function
tests (PFTs) such as spirometry testing, diffusion studies and body plethysmography.
PFTs provide a global measure of airflow obstruction and/or restriction but provide no
regional information about the lung function. In addition, they are known to be relative
insensitive to early lung disease and to small changes in the severity of lung disease [1]
since they are essentially an integral of the regional changes. To study the regional
lung function, various imaging modalities have been developed. Positron emission
tomography (PET) and single photon emission CT (SPECT) can provide regional
ventilation assessment [15] or even local ventilation/perfusion ratio (V ′/Q′), but
their application is constrained by low spatial resolution. Hyperpolarized helium-3 or
xenon-129 MR has been developed for functional imaging of pulmonary ventilation
and it avoids the concern about ionizing radiation [2, 16, 23]. Xe-enhanced CT (Xe-
CT) measures regional ventilation by observing the gas wash-in and wash-out rate
on serial CT images [3]. Xe-CT time series are usually acquired at the same phase
over several respiratory cycles with switching from room air to xenon (wash-in) or
from xenon to room air (wash-out). By fitting the lung density increase (wash-in)
or decrease (wash-out) over the time to single compartment exponential model, one
can measure the time constant (the inverse of specific ventilation) required to reach
the lung density equilibrium. But both the helium-3 and xenon gas based imaging
modalities require expensive and complex equipments to either hyperpolarize or
harvest the gas, which are only available in few medical centers.

Recent advances in multi-detector-row CT (MDCT), 4D CT respiratory gating
methods, and image processing techniques enable us to study pulmonary function
at the regional level with high resolution anatomical information compared to other
methods. As discussed in Chaps. 2 and 3, MDCT can be used to acquire multiple sta-
tic breath-hold CT images of the lung taken at different lung volumes, or to acquire
4DCT images of the lungs with spiral scanning using a low pitch and retrospec-
tively reconstructed at different respiratory phases with proper respiratory control
[18, 20, 24]. Image registration can be applied to these data to estimate a deforma-
tion field that transforms the lung from one volume configuration to the other. This
deformation field can be analyzed to estimate local lung tissue expansion, calculate
voxel-by-voxel intensity change, and make biomechanical measurements. When
combined with image segmentation algorithms [8, 9, 11, 25], functional and biome-
chanical measurements can be reported on a lung, lobe, and sublobar basis, and can
be used to interpret regional lung function relative to specific segments of bronchial
tree. Such measurements of pulmonary function have proven useful as a planning

http://dx.doi.org/10.1007/978-3-642-36441-9_2
http://dx.doi.org/10.1007/978-3-642-36441-9_3
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tool during RT planning [31] and may be useful for tracking the progression of toxi-
city to nearby normal tissue during RT and can be used to evaluate the effectiveness
of a treatment post-therapy [6].

Early studies using CT to study regional air volume changes have proved to
enhance our understanding of normal lung function. Several groups have proposed
methods that couple image registration and CT imaging to study regional lung func-
tion. Guerrero et al. have used optical-flow based registration to compute lung ven-
tilation from 4DCT [13, 14] with intensity-based ventilation measure. Christensen
et al. used image registration to match images across cine-CT sequences and estimate
rates of local tissue expansion and contraction [5] using a Jacobian-based ventilation
measure. In addition, as shown in Sect. 13.2, the intensity-based and Jacobian-based
ventilation measures are based on the assumption that the regional lung volume
change is due solely to air content change, which may not always be a valid assump-
tion [7]. Other factors, such as blood volume change, may also contribute to the
regional lung volume change.

Radiation induced pulmonary diseases can change the tissue material properties
of lung parenchyma and the mechanics of the respiratory system. In patients such
as lymphoma, esophageal and breast cancer with reasonable functional reserve, this
damage is often insignificant. However, lung cancer patients with marginal pul-
monary function are at increased risk for developing symptomatic pulmonary dys-
function secondary to radiation [22]. The regional functional lung imaging offers
the opportunity to optimize the radiation therapy planning that preferentially avoid
the functioning lung regions, thus potentially reducing the physiological damage.
3D conformal radiotherapy (3D CRT), intensity modulated radiotherapy (IMRT)
and volumetric modulated arc therapy (VMAT) have been previously studied for the
functional avoidance and showed less damage to the highly functioning lung regions
when appropriate avoidance structures derived from the functional imaging were
assigned to the planning system [22, 29, 31]. Furthermore, the functional lung imag-
ing can also be applied during the lung cancer radiation therapy to help the decision
for the adaptive radiation therapy.

This chapter reviews the basic measures to estimate regional ventilation from
image registration of CT images, the comparison of them to the existing golden
standard and the application in radiation therapy.

13.2 Image-Registration-Based Estimates of Regional
Lung Ventilation

The lung ventilation (air volume change) and perfusion (blood/tissue volume change)
are the two main components of lung volume change. In order to study lung ventila-
tion, which is part of the lung volume change, we wish to find the motion of all tissue
inside the lung due to the interactions with each other caused by the change of the
transpulmonary pressure. The motion of the lung tissue, can be expressed in the form
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of spatial function of each region of the lung if the mapping of the region between
different conditions can be found. Therefore, the problem can be stated as: Given
images of the lungs in two or more different conditions, find the region mapping
between the different conditions.

The problem statement brings us into the realm of image registration. Image
registration is the task of finding a spatial transform mapping one image into
another. Many image registration algorithms have been proposed and various features
such as landmarks, contours, surfaces and volumes have been utilized to manually,
semi-automatically or automatically define correspondences between two images as
described in Chaps. 5, 6 and 7. The basic components of the registration framework
and their interconnections are shown in Fig. 7.1 of Chap. 7. As mentioned in Chap. 7,
with the image registration displacement field, functional and mechanical parameters
such as the regional volume change and compliance, stretch and strain, anisotropy,
and specific ventilation can be evaluated.

Let I1 and I2 represent two 3D image volumes to be registered. The vector x =
(x1, x2, x3)

T defines the voxel coordinate within an image. The algorithm finds the
optimal transformation T that maps the (moving image) I1 to the fixed image I2
by minimizing the cost function defined by the user such as the combination of the
similarity and the regularity. The transformation T is a (3×1) vector-valued function
that maps a point T(x) in the fixed image to its corresponding location in the moving
image.

In X-ray CT based images, because the gray scale is linear between air and lung
tissue, the measured Hounsfield units (HU) in the lung CT images can be assumed
as a function of tissue and air content. In other words, this assumes that the lung
consists only of structures equal in opacity to either air or lung tissue. Following the
air-tissue mixture model by Hoffman et al. [17], from the CT value of a given voxel,
the tissue volume can be estimated as

Fig. 13.1 Example of a region under deformation T(x) from moving image to fixed image. V1 and
V2 are tissue volumes in the regions. V ′

1 and V ′
2 are air volumes in the regions. Region volumes

ν1 = V1 + V ′
1 and ν2 = V2 + V ′

2

http://dx.doi.org/10.1007/978-3-642-36441-9_5
http://dx.doi.org/10.1007/978-3-642-36441-9_6
http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_7
http://dx.doi.org/10.1007/978-3-642-36441-9_7
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V (x) = ν(x)
I (x) − HUair

HUtissue − HUair
= ν(x)β(I (x)), (13.1)

and the air volume can be estimated as

V ′(x) = ν(x)
HUtissue − I (x)

HUtissue − HUair
= ν(x)α(I (x)), (13.2)

where ν(x) denotes the volume of volume element x and I (x) is the intensity
of a voxel at position x. HUair and HUtissue refer to the intensity of air and
tissue, respectively. Here, we assume that air is −1000 HU and tissue is 0 HU.
α(I (x)) = HUtissue−I (x)

HUtissue−HUair
and β(I (x)) = I (x)−HUair

HUtissue−HUair
are introduced for nota-

tional simplicity. Notice that α(I (x)) + β(I (x)) = 1.
Figure 13.1 shows an example of a cubic shaped region under deformation T from

moving image to fixed image. The region volumes are ν1 and ν2. The volumes can
be decomposed into the tissue volume fraction and air volume fraction based on the
mean voxel intensity within the cube. The small white sub volumes inside the cubes
represent the tissue volume V1 and V2. Air volumes are represented by V ′

1 and V ′
2

(in blue). As the ratio of air to tissue decreases, the CT intensity of a voxel increases.
The mean cube voxel intensities for the moving, I1, and fixed images, I2, are functions
of the ratios of air to tissue volumes within the cubes.

13.2.1 Definition of Regional Lung Ventilation

After we obtain the optimal warping function T(x), we can calculate the regional
ventilation, which is equal to the difference in local air volume change per unit time.
The commonly-used ventilation measure is the specific ventilation sV which takes
the initial air volume into account. The sV is equal to the specific air volume change
sVol per unit time. Or in other words, in a unit time,

sV = sVol = V ′
1(T(x)) − V ′

2(x)

V ′
2(x)

. (13.3)

Three different approaches for estimating (13.3) are described below:

13.2.2 Specific Air Volume Change by Specific Volume Change
(SAJ)

The SAJ regional ventilation measure is based on the assumption that there is no tissue
volume within the moving or fixed volumes, and thus any local air volume change
is equal to the local volume change. Figure 13.2 illustrates such an assumption.
Compared with the general condition in Fig. 13.1, the region volume now is pure
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Fig. 13.2 Example of a given region under deformation T(x) from moving image to fixed image,
with the assumption of no tissue volume (V1 = V2 = 0). V ′

1 and V ′
2 are air volumes

air volume, or equivalently, ν1 = V ′
1 and ν2 = V ′

2. In this case, the specific air
volume change is equal to specific volume change. Since the Jacobian tells us the
local volume expansion (or contraction), the regional ventilation can be measured
by:

S AJ = ν1(T(x)) − ν2(x)

ν2(x)
= J (x) − 1. (13.4)

Previously, SAJ has been used as an index of the regional function and was
compared with Xe-CT estimates of regional lung function [25] which is the local
ventilation time constants calculated by observing the gas wash-in and wash-out rates
on serial CT images. Regional lung expansion, as estimated from the Jacobian of
the image registration transformations, was well correlated with xenon CT specific
ventilation [8, 25] (linear regression, average r2 = 0.73).

Since the SAJ does not depend on the air-ratio which may not be available in
some modalities, it can be applied to non-X-ray CT images, such as hyperpolarized
He-3 MRI [10], as long as the regional transformation of the lung tissue is known.

13.2.3 Specific Air Volume Change by Corrected Jacobian (SACJ)

Starting with (13.4) and expressing the air volumes V ′
1(T(x)) and V ′

2(x) using the
air-tissue mixture model (13.1) and (13.2), we obtain the corrected Jacobian measure
of region air volume change, SACJ,

S AC J = V ′
1(T(x)) − V ′

2(x)

V ′
2(x)

(13.5)

= V ′
1(T(x))

V ′
2(x)

− 1 (13.6)

= ν1(T(x))α(I1(T(x)))

ν2(x)α(I2(x))
− 1 (13.7)
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The notation I1(T(x)) is interpreted as the image I1(x) deformed by the
transformation T(x) and is computed using linear interpolation. The deformed vol-
ume element ν1(T(x)) is calculated using the Jacobian J (x) times the volume element
ν2(x), i.e., ν1(T(x)) = J (x)ν2(x). The specific air volume change is then

S AC J = J (x)
α(I1(T(x)))

α(I2(x))
− 1 (13.8)

= J (x)
HUtissue − I1(T(x))

HUtissue − I2(x)
− 1 (13.9)

If we assume that pure tissue is 0 HU, then specific air volume change is

S AC J = J (x)
I1(T(x))

I2(x)
− 1. (13.10)

Compared to Eq. 13.4, the term I1(T(x))
I2(x)

is a correction factor that depends on the
voxel intensities in the moving and fixed images. The SAJ is a special case of SACJ
where tissue volume is assumed to be 0, or the air volume fraction α(I1(T(x))) =
α(I2(x)) = 1. The SACJ measure is illustrated in Fig. 13.1, and represents the most
general case of where there is both tissue volume and air volume change within the
region.

13.2.4 Specific Air Volume Change by Intensity Change (SAI)

The intensity-based measure of regional air volume change SAI can be derived
from the SACJ by assuming that tissue volume is preserved during deformation, or
equivalently, that the tissue volume difference �V (x) = V1(T(x)) − V2(x) = 0.
Under this assumption, V1(T(x)) = V2(x) and we have

ν1(T(x))β(I1(T(x))) = ν2(x)β(I2(x)), (13.11)

and

ν1(T(x)) = ν2(x)
β(I2(x))

β(I1(T(x)))
, (13.12)

Since ν1(T(x)) = J (x)ν2(x), with above equation, we have

J (x) = β(I2(x))

β(I1(T(x)))
(13.13)

= I2(x) − HUair

I1(T(x)) − HUair
. (13.14)
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Substituting the above equation into Eq. 13.9, yields

S AI = I2(x) − HUair

I1(T(x)) − HUair

HUtissue − I1(T(x))

HUtissue − I2(x)
− 1 (13.15)

= I2(x)HUtissue + HUair I1(T(x)) − I1(T(x))HUtissue − HUair I2(x)

(I1(T(x)) − HUair )(HUtissue − I2(x))
(13.16)

Finally, if we assume that pure air is −1000 HU and pure tissue is 0 HU, then

S AI = 1000
I1(T(x)) − I2(x)

I2(x)(I1(T(x)) + 1000)
(13.17)

which is exactly the result from Simon [26], Guerrero et al. [14], and Fuld et al. [12].
Figure 13.3 illustrates the assumption with no tissue volume change in SAI. In

Fig. 13.3 as the region volume changes from ν1 to ν2, the tissue volume inside the
cube remains the same (V1 = V2).

13.2.5 Difference of Specific Air Volume Change (DSA)
and Difference of Tissue Volume (DT)

To investigate the relationship between the measurements of specific air volume
changes and the tissue volume change, we can calculate the difference between
Eqs. (13.9) and (13.16) and define the difference of specific air volume change (DSA)
between SACJ and SAI, and the difference of tissue volume (DT) as:

DS A = |S AC J − S AI | (13.18)

Fig. 13.3 Example of a given voxel under deformation T(x) from moving image to fixed image,
with the assumption of no tissue volume change. Notice the tissue volume V1 = V2 under this
assumption. V ′

1 and V ′
2 are air volumes
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DT = |V1(T(x)) − V2(x)| (13.19)

= |ν1(T(x))β(I1(T(x))) − ν2(x)β(I2(x))| (13.20)

= |J (x)ν2(x)β(I1(T(x))) − ν2(x)β(I2(x))| (13.21)

=
∣
∣∣∣ν2(x)

J (x)(I1(T(x)) − HUair ) − (I2(x) − HUair )

HUtissue − HUair

∣
∣∣∣ (13.22)

Again, if we assume that air is −1000 HU and tissue is 0 HU, then the tissue volume
difference is:

DT =
∣∣
∣∣ν2(x)

J (x)(I1(T(x)) + 1000) − (I2(x) + 1000)

1000

∣∣
∣∣ (13.23)

13.3 Compare Registration Based Regional Ventilation
with Gold Standard

The physiologic significance of these registration-based measures of respiratory func-
tion can be established by comparing to more conventional measurements, such
as nuclear medicine or contrast wash-in/wash-out studies with CT or MR. Xenon-
enhanced CT (Xe-CT) measures regional ventilation by observing the gas wash-in
or wash-out rate on serial CT images [3, 21, 28]. Xe-CT imaging has the advantage
of high temporal resolution and spatial resolution and reflects a measure of fresh
gas delivery to the gas exchange units of the lung. Although the dynamic Xe-CT
method comes along with limited Z-axis coverage, expense of Xe gas, and difficul-
ties of implementation, it serves as the gold standard of regional ventilation and can
be used to compare with registration-based measures of regional lung function in
animal studies for validation purposes.

Another gold standard is comparing through the registration validation metric.
As described in Sect. 8.2.1.1, a registration validation metric such as target registra-
tion error (TRE) assess through anatomical landmarks is usually used to measure
registration accuracy quantitatively. The registration-based measures of respiratory
function introduced are based on the transformation result from the image registra-
tion, therefore, registration validation metric can indirectly validate the accuracy of
the ventilation measures. In addition to TRE, Jacobian is another important metric
that can be used to assess the folding of the transformation of the lung tissue. Any
transform indicating local folding is not allowed.

Figure 13.4 shows an example of the distribution of the landmarks in sheep lung
for both a volume near end expiration (EE) and a volume near end inspiration (EI)
images. The coordinate of each landmark location is recorded for each image data set
before and after registration. To locally compare the regional ventilation measures,
the corresponding region of Xe-CT image at the initial end expiration scan EE0
in the EE is divided into approximately 100 non-overlapping cubes with size of
20×20×20 mm. The average regional ventilation measures (SAJ, SACJ and SAI) are

http://dx.doi.org/10.1007/978-3-642-36441-9_8
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(a) (b)

Fig. 13.4 3D view of the landmarks in: a EE with EE0 and b EI. The dark region below the carina
in (a) is the EE0 and the spheres are the automatically defined landmarks

compared to the corresponding average sV measurement from Xe-CT images within
each cube. Figure 13.4a shows the location of the EE0 (Xe-CT) slab overlaid on the
EE image. The correlation coefficients between any two estimates (SAJ-sV, SACJ-sV
or SAI-sV) are calculated by linear regression. Our goal is to validate and compare
the measures used to estimate regional lung ventilation from image registration by
comparing them to Xe-CT ventilation. Two types of data were acquired for each
animal: a 4DCT scan and a Xe-CT scan. In order to make our comparisons under the
same physiological conditions, each animal was scanned and mechanically ventilated
with the same respiratory rate, tidal volume (TV) and positive end-expiratory pressure
(PEEP) during the two types of scans. The data sets from the 4D CT scan were
reconstructed in volumes at eight phases of the respiratory cycle. For this study we
focus on the data sets from two of the phases, a volume near end expiration (EE) and
a volume near end inspiration (EI). For the Xe-CT scan, 45 distinctive partial lung
volumetric scans were performed at volume near end expiration, or the initial end
expiration scan (EE0) to the last expiration scan (EE44).

Figure 13.5a shows a comparison between the registration-derived indices of ven-
tilation and the Xe-CT estimated sV in cube-shaped regions of interest for animal
D. The corresponding Xe-CT regions in the EE are divided into about 100 cubes.
Figure 13.5b is the Xe-CT estimate of sV. Figure 13.5c, d and e are the corresponding
registration ventilation measures SAJ, SACJ and SAI. The regions with edema are
excluded from the comparison. Figure 13.5b, c and d all show noticeable similar gra-
dient in the ventral-dorsal direction. Notice that the color scales are different in each
map and are set based on the range of values from the appropriate plot in Fig. 13.6.

Figure 13.6 shows scatter plots comparing the registration ventilation measures
and the Xe-CT ventilation sV in all four animals. The SACJ column shows the
strongest correlation with the sV (average r2 = 0.82). The SAJ, which is directly
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(a)

(b) (c)

(d) (e)

Fig. 13.5 Comparison of the regional ventilation measures for animal D. a EE with color coded
cubes showing the sample region. b, c, d and e color map of the sV, SAJ, SACJ and SAI. Note
that the color scales are different for (b)–(e), and are set based on the range of values from the
appropriate plot in Fig. 13.6
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Fig. 13.6 Small cube ROIs with size 20×20×20 mm results for registration estimated ventilation
measures compared to the Xe-CT estimated ventilation sV in scatter plot with linear regression in
four animals. The first column is the SAJ versus sV. The second column is the SACJ versus sV. The
third column is the SAI versus sV
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Table 13.1 Comparison of ventilation measures between SACJ and SAI in small cube ROIs with
size 20 × 20 × 20 mm

Animal Correlation Correlation with sV Number of SACJ versus SAI
pair (r value) samples p value

A SACJ versus sV 0.88 83 p <= 0.0001
SAI versus sV 0.65

B SACJ versus sV 0.93 119 p <= 1.18e−6

SAI versus sV 0.77
C SACJ versus sV 0.89 86 p <= 0.0075

SAI versus sV 0.78
D SACJ versus sV 0.92 110 p <= 0.0017

SAI versus sV 0.83

Table 13.2 Comparison of ventilation measures between SAJ and SAI in small cube ROIs with
size 20 × 20 × 20 mm

Animal Correlation Correlation with sV Number of SAJ versus SAI
pair (r value) samples p value

A SAJ versus sV 0.86 83 p <= 0.0005
SAI versus sV 0.65

B SAJ versus sV 0.89 119 p <= 0.002
SAI versus sV 0.77

C SAJ versus sV 0.78 86 p <= 0.5
SAI versus sV 0.78

D SAJ versus sV 0.92 110 p <= 0.0017
SAI versus sV 0.83

related to Jacobian as SAJ = J−1, also shows good correlation with the sV (average
r2 = 0.75). The intensity-based measure SAI shows the lowest correlation with the
sV (average r2 = 0.58).

Table 13.1 shows the results of comparing the r values from SACJ versus sV and
SAI versus sV. All four animals show that the correlation coefficient from SACJ
versus sV is significantly stronger than it from SAI versus sV. Similarly, Table 13.2
shows the results of comparing the r values from SAJ versus sV and SAI versus
sV. The registration ventilation measure SAJ also shows a significantly stronger
correlation with sV than SAI. Comparing the r values from SACJ versus sV and SAJ
versus sV as in Table 13.3, only animal B and C show that the SACJ has significantly
stronger correlation with sV than SAJ. To compare two correlation coefficients, the
Fisher Z-transform of the r values is used and the level of significance is determined.

Figure 13.7 shows the scatter plots between DSA (the absolute difference of the
value between the SACJ and SAI) and the DT (the absolute difference of the tissue
volume) with linear regression in all four animals (average r2 = 0.86). From the
Eqs. (13.9) and (13.16), we know that the SAI measurement assumes no tissue volume
change in a given region being registered, which may not be valid assumption in
all lung regions. Figure 13.7 shows that as the tissue volume change increases, the
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Table 13.3 Comparison of ventilation measures between SACJ and SAJ in small cube ROIs with
size 20 × 20 × 20 mm

Animal Correlation Correlation with sV Number of SACJ versus SAJ
pair (r value) samples p value

A SACJ versus sV 0.88 83 p <= 0.302
SAJ versus sV 0.86

B SACJ versus sV 0.93 119 p <= 0.035
SAJ versus sV 0.89

C SACJ versus sV 0.89 86 p <= 0.007
SAJ versus sV 0.78

D SACJ versus sV 0.92 110 p <= 0.5
SAJ versus sV 0.92

difference between the measures of regional ventilation from SACJ and SAI increases
linearly in all four animals. It indicates that the lower correlation of SAI with sV
compared with SACJ with sV may be caused by the tissue volume change between
two volumes.

13.4 Application: Detecting Changes in Lung Function
in Subjects Following Radiation Therapy

Radiation induced pulmonary diseases can change the tissue material properties of
lung parenchyma and the mechanics of the respiratory system. In patients such as lym-
phoma, esophageal and breast cancer with reasonable functional reserve, this damage
is often insignificant. However, lung cancer patients with marginal pulmonary func-
tion are at increased risk for developing symptomatic pulmonary dysfunction sec-
ondary to radiation [22] due to unintended toxicity to normal lung tissue. Reducing
the frequency of occurrence and magnitude of normal lung function loss may benefit
from treatment plans that incorporate relationships between regional and functional
based lung information and the radiation dose. The 3D functional lung imaging offers
the opportunity to optimize the radiation therapy planning that preferentially avoid
the functioning lung regions, thus potentially reducing the physiological damage.
3D conformal radiotherapy (3D CRT), intensity modulated radiotherapy (IMRT)
and volumetric modulated arc therapy (VMAT) have been previously studied for the
functional avoidance and showed less damage to the highly functioning lung regions
when appropriate avoidance structures derived from the functional imaging were
assigned to the planning system [22, 29, 31]. Furthermore, the functional lung imag-
ing can also be applied during the lung cancer radiation therapy to help the decision
for the adaptive radiation therapy. During the treatment course, the radiation dose
needed to control the tumor is well above that which causes toxicity to the normal
lung tissue. Increase of tumor control could be achieved by delivering substantially
higher radiation doses to the tumor [19], which is optimally achieved with radiation



13 Estimation of Lung Ventilation 311

0.00 0.02 0.04 0.06 0.08 0.10

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

DT (1/inspiration)

D
S

A
 (

1
/in

sp
ir
a

tio
n

)

y = 4.845x + 0.002

r2 = 0.88

0.00 0.02 0.04 0.06 0.08 0.10

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

DT (1/inspiration)

D
S

A
 (

1
/in

sp
ir
a

tio
n

)

y = 5.056x − 0.001

r2 = 0.893

(b)(a)

0.00 0.02 0.04 0.06 0.08 0.10

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

DT (1/inspiration)

D
S

A
 (

1
/in

sp
ir
a

tio
n

)

y = 4.284x + 0.004

r2 = 0.889

0.00 0.02 0.04 0.06 0.08 0.10

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

DT (1/inspiration)

D
S

A
 (

1
/in

sp
ir
a

tio
n

)
y = 4.387x + 0.008

r2 = 0.839

(c) (d)

Fig. 13.7 Linear regression analysis between DSA and DT. a–d DSA (the absolute difference of
the value between the SACJ and SAI) compared to DT (the absolute difference of the tissue volume)
in animals A, B, C and D

therapy schemes that planned and delivered adaptively during the treatment course
to reduce toxicity. Various imaging modalities can be used for functional lung imag-
ing. Positron emission tomography (PET) and single photon emission CT (SPECT)
can provide regional assessment [15], but their application is constrained by low
spatial resolution. Hyperpolarized helium-3 MR has been developed for functional
imaging of pulmonary ventilation and it avoids the concern about ionizing radiation
[2, 16, 23]. Xe-enhanced CT (Xe-CT) measures regional ventilation by observing
the gas wash-in and wash-out rate on serial CT images [3]. But both the helium-3
and xenon gas based imaging modalities require expensive and complex equipments
to either hyperpolarize or harvest the gas, which are only available in few medical
centers.

Our goal is to measure changes in lung function by comparing regional lung
volumes at end-inspiration and end-expiration before and after treatment. Figure 13.8
shows a block diagram of the entire process. Five image data sets are used in the
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Fig. 13.8 Figure shows the five images (EEPRE, EIPRE, EEPOST, EIPOST, and FBPRE) that are
analyzed during the processing. Transformations T1 and T2 register end inspiration (EI) to end
expiration (EE) data and can be used to assess local lung function via the Jacobian (JAC) of the
transformations. PRE and POST indicate before and after RT. The difference (DIFF) between
the pre- and post-treatment Jacobian data can be used to look for changes in pulmonary function.
Transformations T3 and T4 map the Jacobian data into the coordinate system of the FBPRE (planning
CT) image, which allows direct comparison with the radiation treatment dose distribution (RTDD).
FBPRE and RTDD are in the same coordinate system since the FBPRE scan is used to create the
dose plan. (Shaded boxes indicate CT image data; white boxes indicated derived or calculated data;
thick arrows indicate image registration transformations being calculated; thin solid lines indicate
other operations.)

processing. A “free breathing” pretreatment (FBPRE) fan beam CT scan for treatment
planning is acquired prior to RT using an ungated protocol with the subject breathing
quietly during the scan. The FBPRE image is used during the treatment planning
process as the fixed data set; all radiation dose calculations and daily localization
procedures are registered to the FBPRE CT coordinate system. A 4DCT scan is also
acquired prior to RT, and CT data sets are reconstructed at ten distinct phases of
respiration. For this study we focus on the data sets from two of the phases, a volume
at end expiration (EEPRE) and a volume at end inspiration (EIPRE). A second 4DCT
study was acquired one year after RT and used in this study as “post” RT scans for
analysis of post-RT changes (EEPOST and EIPOST).

Nonlinear image registration is used to define four transformations on these data
sets. Table 13.4 summarizes these four transformations. Transformations T1 and T2
are defined between respiratory phase points on the 4DCT, and are used to estimate
local lung expansion. Transformations T3 and T4 are used to convert the lung expan-
sion data into same coordinate system as the RT dose map, and are used to compare
changes in lung expansion with delivered RT dose.

Since S AJ = ν1(T(x))−ν2(x)
ν2(x)

= J (x) − 1 and it is independent of potential noise
from the CT HU values, here local lung function is assessed via the Jacobian (JAC) of
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Table 13.4 Summary of image registrations performed to detect RT-induced changes in lung func-
tion. Names of images and transformations refer to those given in Fig. 13.8

Transformation
name

Image transformed Used to Algorithm used

T1 EIPRE → EEPRE Calculate pre-RT lung
expansion map (Jaco-
bian of T1)

SICLE [4]

T2 EIPOST → EEPOST Calculate post-RT lung
expansion map (Jaco-
bian of T2)

SICLE [4]

T3 EEPRE → FBPRE Transform pre-RT Jaco-
bian into RT dose
planning system coor-
dinate system for com-
parison

SICLE [4]

T4 EEPOST → FBPRE Transform post-RT Jaco-
bian into RT dose
planning system coor-
dinate system for com-
parison

Elastix-NRP [27]

the transformations T1 and T2 which register end inspiration (EI) to end expiration
(EE) data.

The Jacobian of the transformation T1 (JACPRE) describes the volume changes
from EIPRE to EEPRE and the Jacobian of transformation T2 (JACPOST) describes
the volume changes from EIPOST to EEPOST. To compare these changes, the Jaco-
bian of T1 and the Jacobian of T2 were mapped to the FBPRE coordinate system
with transformations T3 and T4, respectively. Additional details on the registration
algorithms and other processing steps are given below.

Figure 13.9 shows the color-coded pulmonary function images and function
change image DIFF for two subjects. The first column shows the pulmonary function
map before RT. The second column shows the pulmonary function map after RT. Note
that the color scales for these images are different for the different subjects because
of differences in tidal volume. For example, in subject A, green and blue indicate
normally functioning (expanding) lung tissue with a Jacobian value greater than 1.1,
while orange and red regions show decreased lung function with a Jacobian value
less than 0.95. Both function images are mapped to FBPRE using transformations
T3 and T4. The pulmonary function change images are shown in column three. In
the difference images, blue regions represent increased pulmonary function and the
red regions represent decreased pulmonary function. The rightmost column in the
figure is the planned radiation dose distribution, in units of Grays (Gy). The spatial
map of functional changes in column three can be visually compared to the regions
receiving the highest radiation doses (column four).

For subject A, the most dramatic change in pulmonary function is seen in the
treated left lung (right side of figure), demonstrating changes from significant expan-
sion (green and blue) before RT to little or no expansion (orange to red) after RT
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(a) Subject A

(b) Subject B

Fig. 13.9 The pulmonary function change compare to the planned radiation dose distribution. The
dose map, pulmonary function and pulmonary function change are overlaid on the FBPRE. The first
column is the pulmonary function before RT. The second column is the pulmonary function after
RT. The third column is the pulmonary function change from the subtraction of the previous two
images. The fourth column is the planned radiation dose distribution. In the third column, the red
arrows show regions with decreased pulmonary function and the blue arrows show regions with
increased pulmonary function
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in high dose regions. Notice that more regions in the left lung have increased lung
function (blue) following RT than the right lung. However, the right lung (left side
of the figure) also shows modest changes in lung function while receiving modest
radiation (<8 Gy). The Jacobian change ranges from −0.15 to 0.1 with a mean value
of −0.02 in the right lung and from −0.22 to 0.23 with a mean value of −0.02 in
the left lung. It is consistent with our expectation that the left lung (ipsilateral lung,
where the radiation dose is targeted) has larger change of pulmonary function than
the right lung (contralateral lung, where the radiation dose is much lower). The simi-
lar mean value of Jacobian change in both lungs may be caused by the small volume
of the tumor in subject A. For subject B, the first and second columns show modest
changes in pulmonary function before and after RT for the untreated left lung, while
there is large increase in pulmonary function in the treated right lung following 13
of 37 fractions of RT. The third column in subject B also indicates that the rim of the
tumor shows an increase in lung function induced by the decrease in tumor volume.
The Jacobian change ranges from −0.40 to 0.39 with a mean value of −0.03 in the
contralateral lung and from −0.25 to 0.50 with a mean value of 0.11 in the ipsilateral
lung. This change in function might have been concealed if purely nonrigid image
registration algorithms were used to estimate T4. The correlation coefficients (linear
regression) for pulmonary function change and the radiation dose were calculated for
each patient and each lung. For the subject A, the r value is −0.19 in the ipsilateral
lung and −0.14 in the contralateral lung. For subject B, the r value is −0.37 in the
ipsilateral lung and 0.25 in the contralateral lung. Therefore, the correlation between
the pulmonary function change and radiation dose for the whole lung is very weak
and other factors such as treatment location may play a role in this relationship.

Using 4DCT and image registration the regional lung function can be measured
by Jacobian before and after radiation therapy. Changes in regional lung function
before and after RT can be compared with the radiation dose distribution by trans-
forming the pulmonary function maps into the same coordinate system as that of
the computed dose distribution. This provides a framework to examine the relation-
ship between lung function change, delivered dose, and treatment location within
the lung. Establishing a quantitative measurement of the pulmonary function change
before and after RT may greatly accelerate the studies of the relationship between
RT treatment and resultant changes in pulmonary function. Furthermore, this could
translate into clinically relevant data for future treatment planning schemes that avoid
increased functional injury to the lungs [30].
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Chapter 14
Respiratory Motion Correction in Cone-Beam
CT for Image-Guided Radiotherapy

Simon Rit, David Sarrut and Jan-Jakob Sonke

Abstract Cone-beam CT has been integrated with the linear accelerator for
image-guided radiotherapy, i.e., the accurate assessment and correction of the target
position prior to treatment delivery. The slowness of these cone-beam CT scanners,
which rotate at less than 1 rpm, induces respiratory motion artifacts if the patient can
breath freely during the acquisition. As in conventional CT, several techniques have
been proposed to correct for these artifacts. Respiration-correlated cone-beam CT
assumes that respiratory motion is periodic to sort the cone-beam projection images
in subsets according to a respiratory signal, and reconstructs from each subset the
corresponding phase of the respiratory cycle, resulting in a 4D cone-beam CT image.
A more advanced solution is motion-compensated cone-beam CT which necessitates
an estimate of the respiratory motion during the cone-beam acquisition to compen-
sate for the respiratory motion during the reconstruction from all the cone-beam
projection images. This chapter is an overview of these recent developments for
correction of respiratory motion in cone-beam CT for image-guided radiotherapy.

14.1 Introduction

In the past decades, several advances in hardware and software have greatly improved
the ability of radiotherapy to conform the dose to the target and to spare organs
at risk (OARs) with sharp doses, e.g., intensity modulated radiotherapy (IMRT)
and particle therapy. At the same time, these improvements have increased the risk
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of treatment errors and pushed for the development of image-guided radiotherapy
(IGRT), i.e., guidance in the treatment room by means of imaging.

Many imaging devices have been developed for use in radiation treatment rooms.
Currently, the most popular are flat panels mounted in front of the X-ray MV treat-
ment beam or in front of an additional X-ray kV source dedicated to imaging. These
X-ray imagers acquire 2D projection images that can be used in several ways. Ini-
tially, they have been used as is for setup verification using 2D/3D rigid registration
[31]. Subsequently, reconstruction software has been developed to reconstruct a 3D
computed tomography (CT) from a sequence of projection images acquired during
a gantry revolution [20]. These images are referred to as cone-beam CT images due
to the geometry of the X-ray beam.

Cone-beam CT images capture the position and the anatomy of the patient during
the treatment fractions which is essential information in many clinical scenarios.
Before treatment delivery, it can be used for patient re-positioning in order to accu-
rately treat the target while ensuring that organs-at-risks are spared [58]. Additionally,
it can be used to evaluate anatomical deformations between fractions, recalculate and
accumulate the delivered dose [19] and adapt the initial treatment plan [51]. In each of
these scenarios, 3D/3D rigid or deformable registration is required between the plan-
ning CT and the cone-beam CTs. An overview of 3D/3D deformable registrations is
available in Part II of this book.

The characteristics of the panels and the X-ray sources may differ between cone-
beam CT systems. However, the majority shares two essential characteristics with
respect to the problem of respiratory motion. First, the flat panel acquires frames
fast enough (a few frames per second) to assume that breathing motion artifacts in
projection images are neglectable [47]. Second, the imager is attached to the gantry of
the linear accelerator which limits the speed of the rotation to about 1 rpm. Therefore,
the acquisition of the projection images lasts a few breathing cycles which produces
motion artifacts during the reconstruction of 3D cone-beam CT images.

Respiratory motion artifacts in 3D cone-beam CT images impair the anatomy
representation in the thorax and the upper-abdomen which can reduce their clinical
value. For example, motion blur hampers accurate tumor localization of lung tumors
[42]. With the advent of 4D radiotherapy, described in Chap. 11, it was natural to
investigate the management of respiratory motion in cone-beam CT. This chapter
summarizes the effect of breathing motion on cone-beam CT and the different solu-
tions that have recently been developed to correct for breathing artifacts.

14.2 Problem Description

The problem explored in this chapter is breathing motion in cone-beam CTs acquired
with IGRT scanners attached to the gantry of linear accelerators. The X-ray source
follows a circular trajectory parameterized with the gantry angle β(t) ∈ [0, 2π)

which is a function of the acquisition time t ∈ T ⊂ R. One acquisition consists of a

http://dx.doi.org/10.1007/978-3-642-36441-9_11
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set of projection images g( y, t) with y ∈ R
2 the coordinates of the 2D flat panel for

the projection image acquired at time t .
In dynamic tomography, the spatial distribution of tissues changes during the

acquisition due to patient movements so the sought CT f is a function of space and
time, i.e., f : Ω × T → R with Ω ⊂ R

3 the field-of-view and f (x, t) the voxel
intensity at point x ∈ Ω and time t ∈ T . Assuming a monochromatic beam, no
scattering and an ideal flat panel, the relationship between g and f is given by the
Beer-Lambert law

g( y, t) = I0 exp

(

−
∫

L y,t

f (x, t)dx

)

(14.1)

with I0 the intensity of the X-ray source and L y,t the straight line segment going
from the X-ray source to the flat panel pixel with coordinates ( y, t).

Reconstructing f from an acquisition g is the inverse problem of tomography.
Because the dynamic tomography f is a 3D+t function and the set of cone-beam
projection images g is a 2D+t function, the reconstruction of f is only possible based
on a model of the breathing motion during the cone-beam acquisition.

14.2.1 Static Cone-Beam Reconstruction

The simplest solution is to assume that the scanned object is static during acquisition,
i.e., f (x, t) = f (x, 0), ∀x ∈ Ω, ∀t ∈ T . The acquisition protocol is then designed
to acquire enough projection images for the reconstruction of the 3D cone-beam CT
image from the 2D+t sequence. Many solutions have been proposed to the problem
of cone-beam CT reconstruction for circular trajectories but none of them is exact
since the acquisition does not satisfy Tuy’s data sufficiency condition [57]. So far,
the preferred algorithm for circular cone-beam CT has been Feldkamp, Davis and
Kress (FDK) algorithm [15], the popularity of which stems from its simplicity and
its efficiency. The reader is referred to the extensive literature on the subject for its
mathematical description and details on its implementation, e.g., [21]. Briefly, the
FDK algorithm is a filtered backprojection algorithm. The filtered projections are
obtained with a ramp filter applied to the weighted projection images

g̃( y, t) =
∫

R

(∫

R

− ln

(
g( y, t)

I0

)
w2D( y)e−i2π( y·u)ρdρ

)
ei2π( y·u)ν |ν|dν

where w2D : R
2 → R is a 2D weighting function which depends on the scanner

geometry, u ∈ R
2 is the unit vector of the flat panel coordinate system orthogonal

to the rotation axis of the scanner and · is the dot product. This formula converts
the measured projection values g( y, t) to attenuation values using Eq. 14.1, weights
the attenuation images with a 2D function w2D and applies a ramp filter in the
direction u. The two integrals correspond to the Fourier transform and its inverse in
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Fig. 14.1 Cone-beam CT images of the same patient using static cone-beam CT image
reconstruction. Left Reconstruction from breath-hold acquisition of 95 projection images.
Right Reconstruction from free-breathing acquisition of 670 projection images

the direction u. The final solution is obtained with the weighted backprojection of
the filtered projections

f (x) ≈
∫ 2π

0
w3D(x,β)g̃

(
y′(x,β)

)
dβ (14.2)

where w3D : R
3 × T → R is a 3D weighting function which depends on the scanner

geometry and y′ : R
3 × T → R

3 the projection function, i.e., y′(x,β) are the
coordinates of the projection of point x at angle β(t) in the coordinate system of the
flat panel.

The breathing of lung patients is one of the main sources of motion in the field-
of-view, together with cardiac motion [47]. One solution is to ask the patients to
hold their breath during acquisition [5, 56, 60] (Fig. 14.1). However, the rotation
speed of cone-beam CT scanners attached to the gantry of linear accelerators is at
maximum 1 rpm which generally requires interrupted acquisitions for lung cancer
patients. Moreover, in the context of IGRT, this solution is only useful when the
breath-hold is reproduced during the radiation delivery. It is often preferred to let the
patient breath freely during treatment and, consequently, during the cone-beam CT
acquisition as well for consistency of tumor position between image guidance and
treatment.

14.2.2 Breathing Artifacts

Breathing motion impacts static cone-beam CT reconstruction because projection
images are not consistent with static objects in the field-of-view. The backprojection
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of FDK algorithm (Eq. 14.2) implies that the impacted region encompasses every
part of the field-of-view which superimposed on a part that moved during cone-
beam acquisition in one or more projection images. The movement results in streaks
tangential to the moving object in the X-ray directions which are typical of inconsis-
tent or missing data. The periodicity of breathing motion tends to blur out the streaks
near the moving parts, resulting in blurred moving objects, e.g., the diaphragm in
Fig. 14.1.

The consequences of breathing artifacts in cone-beam CT for IGRT have not
been fully investigated yet. In [17], the authors argue that blurred cone-beam CT
images are generally sufficient for the localization of the tumor when registered on
a corresponding reference image, e.g., the blurred 3D CT average computed from
a conventional 4D CT. Another contradictory study [42] has obtained a significant
difference between static and motion-corrected cone-beam CT with up to 5 mm
difference on average between tumor localization with static and motion-corrected
cone-beam CT. Moreover, improved image quality is beneficial for adaptive RT
requiring (automatic) segmentation, deformable registration and dose accumulation.
Anyhow, breathing artifacts were deemed preoccupying enough to trigger many
investigations in the past few years on respiratory motion correction techniques for
cone-beam CT. Two of them are described in the following: respiration-correlated
cone-beam CT and motion-compensated cone-beam CT.

14.3 Respiration-Correlated Cone-Beam CT

Respiration-correlated cone-beam CT is very similar to conventional respiration-
correlated CT described in Part I of the book. It is assumed that breathing motion
is periodic, i.e., that the patient regularly recovers the same position during data
acquisition. This periodicity is described with the phase or the amplitude of a respi-
ratory signal which is typically one-dimensional. Respiration-correlated cone-beam
CT consists in selecting projection images acquired at corresponding positions in
the respiratory cycle using the respiratory signal. The selected subset of projection
images is then used to reconstruct the 3D cone-beam CT image of the respiratory
phase using a static reconstruction algorithm (Sect. 14.2.1). Repetition of the process
at successive respiratory phases results in a 4D cone-beam CT image describing the
respiratory motion of the patient over one respiratory cycle (see Sect. 14.5.1 for
its estimation). Table. 14.1 provides an overview of the literature on respiration-
correlated cone-beam CT.

The respiratory signal is a key component of respiration-correlated cone-beam CT
which varies between studies (Table. 14.1). As in conventional CT, external devices
can be used to record a signal which must be synchronized with the acquisition,
e.g., thoracic belts with a pressure sensor or surfacic infrared markers with a dedi-
cated camera. However, cone-beam CT has an advantage over conventional CT: the
full field-of-view Ω is covered by the X-ray beam at every projection image. There-
fore, the whole sequence of projection images contains distinct motion information
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Table 14.1 Overview of the literature on respiration-correlated cone-beam CT with scanners
attached to the gantry of a linear accelerator

Author Year Respiratory signal Reconstruction
algorithm

Sonke et al.
[42, 45, 52–54]

2005 Processing of projection images
(Fig. 14.2)

FDK

Li et al. [28, 29] 2006 External radiopaque marker
tracked in projection images

FDK

Purdie et al. [38] 2006 Processing of projection images FDK
Dietrich et al. [14] 2006 Abdominal belt FDK
Chang et al. [9, 10] 2006 Infrared external marker FDK
Lu et al. [30] 2007 Infrared external marker FDK
Leng et al. [24, 25] 2008 Infrared external marker FDK, MKB, PICCS
Maurer et al.

[33, 34]
2008 Infrared external marker FDK for tomosynthesis

Rit et al. [43] 2009 Processing of projection images FDK, SART
Bergner et al. [2, 3] 2009 Processing of projection images FDK, AAPC, MKB,

PICCS, ASD-POCS
Chen et al. [11, 12] 2010 Processing of projection images FDK
Santoro et al. [49] 2010 Infrared external marker FDK for tomosynthesis
Qi et al. [39, 40] 2011 Infrared external marker FDK, PICCS, MKB

The reconstruction algorithms refer to Feldkamp, David and Kress (FDK) [15], McKinnon-Bates
(MKB) [35], Prior Image Constrained Compressed Sensing (PICCS) [24], Simultaneous Algebraic
Reconstruction Technique (SART) [1], AutoAdaptive Phase-Correlation (AAPC) [3], Adaptive
Steepest Descent Projection Onto Convex Sets (ASD-POCS) [50]. Note that studies on digital
tomosynthesis (DTS) are included in this review because DTS corresponds to the reconstruction
from a partial cone-beam acquisition

and it has been proposed to extract the respiratory signal from projection images.
The advantage is that the signal is based on the motion of internal structures, it is
perfectly synchronized with the projection images and no additional hardware is
required.

Among the solutions for the extraction of the respiratory signal from the projection
images, the Amsterdam shroud [44, 54, 64] is now used clinically for the on-the-fly
reconstruction of 4D cone-beam CT images. The method consists in sequentially
applying basic processing filters on each 2D cone-beam projection image to obtain
the 2D image called the Amsterdam shroud by its authors. The axes of the Amsterdam
shroud are the projection index horizontally, i.e. time, and the cranio-caudal posi-
tion vertically (Fig. 14.2). This processing allows to highlight the moving structures
which are perpendicular to the cranio-caudal axis, mainly the diaphragm domes. The
respiratory signal is clearly visible in this image and it can be extracted with a simple
correlation between consecutive columns.

The selection of a subset of projection images for static reconstruction poses a data
sufficiency problem in respiration-correlated cone-beam CT. Without modification of
the acquisition protocol or the reconstruction algorithm, large angular gaps between
consecutive projection images of the selected subset produce streak artifacts. The
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Fig. 14.2 Example of algorithm for respiratory signal extraction from projection images, the
Amsterdam shroud [54, 64]. Top Each projection image is processed with a derivative filter in
the v direction and projected horizontally by taking the sum in the u direction. Bottom The process
is repeated for each projection and produces the columns of a 2D image from which the respiratory
signal can be extracted

problem lies in the relation between the length of the breathing cycle and the rotation
speed, and the frame rate of the flat panel has little influence on this matter. Two solu-
tions have been investigated to handle this problem. First, the angular gaps can be
decreased by modifying the acquisition with a slower rotation [30, 34, 54] or multiple
rotations [33]. Otherwise, several authors have attempted to develop specific recon-
struction algorithms to reduce the amount of artifacts (Table 14.1). A comparative
study has recently shown that image improvement must be cautiously analyzed for
clinical use [2].

Respiration-correlated imaging enables the estimation of breathing motion during
treatment fractions of lung [52, 53] and upper-abdominal targets [7, 8]. The first
clinical system for 4D cone-beam CT recommended a gantry rotation speed four
times slower than regular 3D cone-beam CT and a dose per projection divided by
four to maintain the same total dose per cone-beam acquisition [54]. These settings
were a trade-off between acquisition time and image quality (Fig. 14.3). The increase
in acquisition time, the decrease in image quality and the residual motion artifacts due
to the incorrectness of the periodicity assumption have pushed for the development
of motion compensation techniques.
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Static Respiration-correlated Respiration-correlated Motion-compensated

(end-exhale) (end-inhale) (average position)

Fig. 14.3 Coronal (top) and axial (bottom) slices at the isocenter of, from left to right, the 3D cone-
beam CT [15], the end-exhale and the end-inhale frame of the respiration-correlated 4D cone-beam
CT [54] and the motion-compensated cone-beam CT [45]. The patient was a lung cancer patient
treated with stereotactic body radiotherapy [53]. A sequence of 1318 projection images acquired
over 200◦ in 4 min was used with an imaging dose of about 2 cGy. The average respiratory period
of the patient during the acquisition was 3.5 s

14.4 Motion-Compensated Cone-Beam CT

Motion-compensated cone-beam CT is the domain of tomography which aims at
finding the dynamic tomography f from the sequence of projection images g using
an estimate of the deformation of the objects in the field-of-view during acquisition.
There are two challenges in motion-compensated CT reconstruction: (1) to estimate
the deformation during the cone-beam acquisition and (2) to incorporate the esti-
mate in the reconstruction. Table 14.2 provides an overview of the state-of-the-art on
motion-compensated cone-beam CT for IGRT. The problem of motion estimation is
described in the next section. This section briefly summarizes the different solutions
to the reconstruction problem assuming a known motion estimate.

Using the dynamic particle model of [16], let Φ : Ω × T → Ω be the motion
estimate with Φ(x, t) the spatial position of the particle at time t which was at
position x at a chosen reference time tr ∈ T . The estimation of Φ is discussed in
the next section. Motion-compensated reconstruction assumes a link between two
instants of the dynamic tomography, e.g.,

f (x, t) = f (Φ(x, t), tr ) = fr (Φ(x, t)) (14.3)

where fr : Ω → R is the frame of the dynamic tomography f at instant tr .
Additionally, mass preservation can be enforced using the determinant of the Jacobian
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Table 14.2 Overview of the literature on motion-compensated cone-beam CT with scanners
attached to the gantry of a linear accelerator

Author Year Motion model Motion estimation Reconstruction

Zeng et al. [61, 62] 2005 B-splines 2D/3D registration with
periodicity constraint

–

Li et al. [26, 27] 2006 B-splines 4D CBCT and 2D/3D
registration

FDK

Rit et al. [42, 43, 45] 2009 Optical flow based 4D CT correlated with the
Amsterdam shroud

FDK, SART

Zhang et al. [63] 2010 Principal component
analysis

4D (CB)CT and surrogate
signal in projection
images

FDK

Pengpan et al. [36, 37] 2011 Translations of large
organs

Electrical impedance
tomography

SART

The reconstruction algorithms refer to Feldkamp, David and Kress (FDK) [15] and Simultaneous
Algebraic Reconstruction Technique (SART)

of the deformation [13, 22] but mass preservation is not always a valid assumption
in lungs due to the blood flow (see Chap. 13). Using Eq. 14.3 in Eq. 14.1, we obtain

g( y, t) = I0 exp

(

−
∫

L y,t

fr (Φ(x, t))dx

)

. (14.4)

Equation 14.4 is the inverse problem of motion-compensated reconstruction, i.e.,
the reconstruction of the frame fr at time tr of the dynamic CT f from a known set
of projections images g and the deformation Φ. In contrast to respiration-correlated
cone-beam CT, only the single 3D CT fr is reconstructed, e.g., the time-weighted
average in Fig. 14.3. Other instants of the dynamic tomography f can be subsequently
obtained by warping fr at any other time using the motion estimate Φ. Both analytic
and iterative algorithms have been proposed to solve this problem.

Analytic reconstruction algorithms are often preferred because they are computa-
tionally more efficient than iterative algorithms. However, current analytic algorithms
for motion compensated reconstruction can only compensate a limited class of defor-
mations: the deformations that transform the set of convergent lines L y,t at each time
t ∈ T (Eq. 14.1) into another set of convergent lines at the reference time tr [13].
This class of deformations includes time-dependent affine transformations [48] but
does not include respiratory motion. Therefore, other approximate algorithms have
been proposed [16, 22, 27, 46, 55]. Most of them only modify the backprojection of
the FDK algorithm [15] with a warped backprojection, i.e., the composition of the
deformation Φ with the backprojection (Eq. 14.2):

fr (x) ≈
∫ 2π

0
w3D(Φ(x, t),β)g̃( y′(Φ(x, t),β))dβ. (14.5)

http://dx.doi.org/10.1007/978-3-642-36441-9_13
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Fig. 14.4 Axial slices (top)
and difference with the gold
standard (bottom) of two
motion-compensated cone-
beam CT reconstruction
algorithm applied to the
same simulated sequence of
projection images. Resid-
ual streaks are visible in the
motion-compensated FDK
algorithm (Eq. 14.5 derived
from [15]) whereas motion-
compensated Simultaneous
Algebraic Reconstruction
Technique [1] fully corrects
for streak artifacts. From Rit
et al. [43]

Motion-compensated FDK Motion-compensated SART

The motion-compensated reconstruction of a real sequence with an approximate
estimate of the deformation is provided in Fig. 14.3.

Alternatively, one can numerically solve the motion-compensated reconstruction
problem using iterative algorithms. Typically, one disposes of a vector g of measured
samples of − ln(g/I0) and seeks for the vector fr of samples of fr . Using a forward
operator, i.e., a discretization of Eq. 14.1, one links fr and g with the system of linear
equations

fr = Ag (14.6)

where A is the so-called system matrix. In motion-compensated reconstruction,
A accounts for the breathing deformation Φ in addition to the linear attenuation
(Eq. 14.1) and, more specifically, for the deformation of the regular lattice of sam-
ples fr . Many techniques have been proposed to compute A and solve the system of
linear equations from the measurements g for a variety of modalities [6, 18, 41, 43]
and it has been observed that, as in many other situations, iterative algorithms benefit
from their flexibility. Indeed, contrary to motion-compensated analytic reconstruc-
tion, there is no mathematical difficulty in solving Eq. 14.6 as long as there is enough
projection images, which explains the better image quality of motion-compensated
CT images reconstructed with iterative methods compared to approximate analytic
algorithms [43] (Fig. 14.4). However, the computation time is prohibitive for use
during the treatment fractions and only approximate analytical solutions are usable
for online IGRT [45].



14 Respiratory Motion Correction in Cone-Beam CT for Image-Guided Radiotherapy 329

14.5 Motion Estimation for Motion-Compensated
Cone-Beam CT

Motion-compensated reconstruction requires an estimate of the respiratory motion Φ

during the acquisition. Generally, if one excludes the external respiratory surrogates
(Chap. 9) and additional modalities [36, 37], the only images acquired in the treatment
room are the cone-beam projection images, in which case the respiratory motion Φ

must be estimated from the cone-beam sequence g. However, estimating Φ from g
without prior information is very challenging because it mixes an inverse problem
(Eq. 14.1) with a registration problem (Eq. 14.3). Use of prior images and/or motion
models is mandatory (Table 14.2).

14.5.1 Use of 4D Cone-Beam CT Images

A simple solution is to assume periodicity of breathing and to use the 4D respiration-
correlated cone-beam CT images to estimate the respiratory motion. The same algo-
rithms as the ones developed for conventional 4D CT, described in Part II of this book,
may be used for this purpose. For example, Li et al. [27] used B-splines deformable
registration. However, the quality of 4D cone-beam CT images (Fig. 14.3) necessar-
ily limits the accuracy of the registration. The challenging image quality has lead to
the development of more robust models, e.g., the model of Zhang et al. [63] based on
Principal Component Analysis (PCA) of deformable registrations correlated to sur-
rogate respiratory signals, similar to those described in Part III of the book. Moreover,
the periodicity assumption is known to be partly invalid, causing residual motion arti-
facts in 4D cone-beam CT images, and it is preferable to estimate pseudo-periodic
motion.

14.5.2 Use of Prior 3D CT Images

Another solution is to use other images of the same patient acquired prior to treatment,
e.g., a 3D CT image without breathing artifact such as a breath-hold CT image [62]
or a phase of a 4D CT image [59], and to handle the problem as a 2D/3D deformable
image registration problem [31].

The similarity measure of 2D/3D deformable registration is generally defined in
the 2D space between the measured projection images and the Digitally Computed
Radiographs (DRRs) of the prior CT, i.e., the digital computation of projections
g from the prior CT f in Eq. 14.1. In theory, this is a unimodal problem and one
could use the Sum of Squared Differences (SSD) [26, 32, 61]. However, it is usually
preferred to use more robust similarity measures, e.g., the normalized correlation
coefficient [59, 62], due to imaging artifacts such as scatter and beam-hardening.

http://dx.doi.org/10.1007/978-3-642-36441-9_9
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The parametrization of the deformation is an essential component of 2D/3D
deformable registration. In theory, spatio-temporal free form transformations can
be used without any modeling specific to breathing [61] but only a rough estimate of
a full 3D+t deformation Φ can be computed from a 2D+t sequence g. It is therefore
preferable to use a better modeling of the motion. For example, Zeng et al. [62] have
used 4D B-splines registration with an additional pseudo-periodicity assumption.

14.5.3 Use of Prior 4D CT Images

4D respiration-correlated CT images are routinely acquired for treatment planning in
most 4D treatment strategies [23]. As it has been described in this book, 4D CT allows
patient-specific modeling of the breathing motion. Therefore, it has been proposed
to use a prior model of breathing to estimate the respiratory motion. Ideally, the
model is tailored to have an adequate number of degrees of freedom for the amount
of input projection images g. For example, it has been proposed to assume similar
motion during cone-beam CT acquisition as during planning CT acquisition and
to use the phase of the respiratory signal to correlate the breathing motion with
the prior estimate on-the-fly, i.e., during cone-beam acquisition [45]. This solution
allows online motion-compensated cone-beam CT reconstruction (Fig. 14.3) which is
attractive for IGRT. In [59], these strong assumptions have been relaxed by registering
a phase/amplitude model using a 2D/3D deformable image registration technique.
Better modeling and more precise registration are still under investigation.

14.6 Discussion and Conclusion

This chapter was a summary of the state-of-the-art in the handling of respiratory
motion in cone-beam CT for IGRT. The field is relatively new since cone-beam
CT scanners have been integrated to linear accelerators in the early two thousands
[20]. Mainly two directions have been investigated so far, respiration-correlated and
motion-compensated cone-beam CT.

Respiration-correlated is a pragmatic solution which had already proven efficient
for 4D CT (Part I) although it is inherently limited by the periodicity assumption
of the breathing cycle. One difficulty is its need to acquire more data than static
cone-beam CT to obtain similar image quality, but adapted acquisition protocols are
already in clinical use and new reconstruction algorithms for handling the problem
of the undersampling of projection images might further improve image quality
(Table 14.1).

Motion-compensation is a seducing alternative solution which accounts for the
fact that all acquired projection images are a representation of the same patient
and can therefore be used together in the reconstruction of a higher quality 3D cone-
beam CT image. But we have pointed out the difficulties in estimating the respiratory



14 Respiratory Motion Correction in Cone-Beam CT for Image-Guided Radiotherapy 331

motion and in reconstructing the image. Among the proposed solutions (Table 14.2),
an approximate solution was deemed sufficiently efficient for clinical use [42, 45].
This book, which has covered the problem of motion modeling and estimation in
many aspects along its chapters, could be a source of inspiration for improving motion
estimation during cone-beam CT acquisition.

Clinical use of 4D cone-beam CT has already found several applications. On the
one hand, it allows evaluating the evolution of breathing motion during the course
of the radiation treatment which has already been investigated for both lung [4, 52]
and liver targets [7]. But, more importantly at first, it allows accurate measurement
of the time average position of the target, the variability of which would require large
margins without image guidance [52, 53]. In the future, 4D cone-beam CT will also
find applications in adapting the treatment when the patient breathing has evolved
during the course of the treatment with a significant impact on the delivered dose.
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Stress, 67
normal stress, 67
shear stress, 67

Stress tensor, 67
Cauchy stress tensor, 67
first Piola-Kirchhoff stress tensor, 67
second Piola-Kirchhoff stress tensor, 68

Stretch
maximal, 150
minimal, 150
regional, 149

Stretch tensor, 149, 152
Structure tensor, 89
Sum of absolute differences, 109
Sum of squared differences, 108, 116, 130
Support vector regression, 204
SURF descriptor, 89, 92
Surface distance metric, 170
Surface mesh, 94
Surrogate data matrix, 200, 202
Surrogate signal. See Respiratory signal
Surrogate vector, 197, 200, 201, 203

T
Table speed, 27
Target delineation, 255, 263
Target overlap, 169
Target position, 13, 285
Target registration error, 163, 305
TCP, 250
Template tracking, 194
Temporal derivative surrogate signal, 191, 197
Temporal resolution, 44
Therapeutic ratio, 252
Thin-plate spline, 99, 164
Thoracic cavity, 64
Tidal volume, 46, 224, 313
Time-delayed surrogate signal, 191, 197
Tissue density, 178
Tissue volume, 132, 300
Tissue volume change, 299
Tissue volume fraction, 301
Tomosynthesis, 271
Tomotherapy, 267
Tracked treatment, 188, 270
Training length, 288
Trajectory analysis, 173
Transformation, 105, 117, 226

affine, 136, 230
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B-spline, 137, 194
deformable, 105
diffeomorphic, 194
elastic, 137
fluid, 137
global, 106
local, 106
of motion fields, 229
parametrization, 136, 330
semi-local, 106
spline-based, 137
topologically conjugate, 229

Transformation model, 106
Transpulmonary pressure, 299
TRE, 141, 305
Treatment delivery

4D, 2
Treatment plan, 7
Treatment planning, 256, 263

4D, 2, 255, 263
margins, 253, 263

Treatment volumes, 253
Tumor motion, 11
Tumor tracking, 270

direct, 287
DMLC-based, 271
implanted fiducials, 270, 287
real-time, 271
surrogate, 287

U
Ultrasound imaging, 191

V
Validation metric, 160
Validation studies, 161
Variation model, 223
Velocity field, 137, 194, 235

stationary, 236, 237
Ventilation, 138, 300
Ventilation imaging, 14
Ventilation metric, 14
Vessel bifurcation, 88
Vessel centerline, 166
Vessel segmentation, 167
Vessel tree, 162, 166
Vesselness, 88, 133, 134
VIP-Man phantom, 218–221
Visceral pleura, 64
Volumetric modulated arc therapy (VMAT),

266, 299, 310
Volumetric overlap, 169, 170

X
X-ray imaging, 191, 192
XCAT phantom, 219, 220
Xe-CT, 138, 142, 298, 305
Xe-CT ventilation, 15, 142, 306

Y
Young’s modulus, 69
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