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## Preface

In recent years, we have seen rapid emergence of topological insulators and superconductors. The field is an important advance of the well-developed band theory in solids since its birth in the 1920s. The band theory or Fermi liquid theory and Landau's theory of spontaneously broken symmetry are two themes for most collective phenomena in many-body systems, such as semiconductors and superconductors. Discovery of the integer and fractional quantum Hall effects in the 1980s opens a new window to explore the mystery of condensed matters: topological order has to be introduced to characterize a large class of quantum phenomena. Topological insulator is a triumph of topological order in condensed matter physics.

The book grew out of a series of lectures I delivered in an international school on "Topology in Quantum Matter" at Bangalore, India, in July 2011. The aim of this book is to provide an introduction of a large family of topological insulators and superconductors based on the solutions of the Dirac equation. I believe that the Dirac equation is a key to the door of topological insulators. It is a line that could thread all relevant topological phases from one to three dimensions and from insulators to superconductors or superfluids. This idea actually defines the scope of this book on topological insulators. For this reason, a lot of topics in topological insulators are actually not covered in this book, for example, the interacting systems and topological field theory. Also I have no ambition to review rapid developments of the whole field and consequently no intention to introduce all topics in this introductory book.

I would like to express my gratitude to my current and former group members, and various parts of the manuscript benefited from the contributions of Rui-Lin Chu, Huai-Ming Guo, Jian Li, Hai-Zhou Lu, Jie Lu, Hai-Feng Lv, Wen-Yu Shan, Rui Yu, Yan-Yang Zhang, An Zhao, Yuan-Yuan Zhao, and Bin Zhou. Especially I would like to thank Hai-Zhou Lu for critically reading the manuscript and replotting all figures. I benefited from numerous discussions and collaborations with Qian Niu, Jainendra K. Jain, Jun-Ren Shi, Zhong Fang, and Xin Wan on the relevant topics. I am grateful
for the support and suggestions from Lu Yu while writing this book. Some of the results in this book were obtained in my research projects funded by Research Grant Council of Hong Kong.

Hong Kong, China<br>Shun-Qing Shen<br>June 2012
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## List of Abbreviations

$\begin{array}{ll}\text { ARPES: } & \text { angle-resolved photoemission spectroscopy } \\ \text { BCS: } & \text { Bardeen-Cooper-Schrieffer } \\ \text { BdG: } & \text { Bogoliubov-de Gennes } \\ \text { DOS: } & \text { density of states } \\ \text { ESP: } & \text { equal spin pairing } \\ \text { FQHE: } & \text { fractional quantum Hall effect } \\ \text { HH: } & \text { heavy hole } \\ \text { IQHE: } & \text { integer quantum Hall effect } \\ \text { LH: } & \text { light hole } \\ \text { NMR: } & \text { nuclear magnetic resonance } \\ \text { PHS: } & \text { particle-hole symmetry } \\ \text { QAHE: } & \text { quantum anomalous Hall effect } \\ \text { QSHE: } & \text { quantum spin Hall effect } \\ \text { STM: } & \text { scanning tunneling microscopy } \\ \text { TAI: } & \text { topological Anderson insulator } \\ \text { TKNN: } & \text { Thouless-Kohmoto-Nightingale-Nijs } \\ \text { TRS: } & \text { time reversal symmetry }\end{array}$
Note: elementary charge: $-e$ ( $e$ is positive)

## Chapter 1 <br> Introduction


#### Abstract

Discovery of topological insulators is a triumph of topological orders in quantum matters. The confirmed topological phases include superfluid liquid ${ }^{3} \mathrm{He}$, integer and fractional quantum Hall effect, and topological insulators.


Keywords Hall effect • Quantum Hall effect • Quantum spin Hall effect • Topological insulator • Superfluids • Dirac equation

### 1.1 From the Hall Effect to Quantum Spin Hall Effect

In 1879 , the American physicist Edwin H. Hall observed an effect that now bears his name: he measured a voltage that arises from the deflected motion of charged particles in solids under external electric field and magnetic field [1]. Consider a two-dimensional sample subjected to a perpendicular magnetic field $\mathbf{B}$. When charged particles go through the sample, the particles deflect their motion due to the Lorentz force and accumulate near the boundary. As a result the charge accumulation at the boundary produces an electric field $\mathbf{E}$. In equilibrium, the Lorentz force on a moving charged particle becomes zero:

$$
\begin{equation*}
\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B})=0 \tag{1.1}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity of the particle and $q$ the charge of the particle. The voltage difference between the two boundaries is $V_{H}=E W$ ( $W$ the width of the sample), and the electric current through the sample is $I=q \rho_{e} \nu W$ ( $\rho_{e}$ is the density of the charge carriers). The ratio of the voltage to the electric current is known as the Hall resistance:

$$
\begin{equation*}
R_{H}=\frac{V_{H}}{I}=\frac{B}{q \rho_{e}} \tag{1.2}
\end{equation*}
$$

which is linear in the magnetic field $B$. In practice, the Hall effect is used to measure the sign of charge carriers $q$, that is, the particle-like or hole-like charge carrier, and the density of charge carriers $\rho_{e}$ in solids. It can be also used to measure the magnetic field.

In the following year after his discovery, Hall measured the Hall resistance in ferromagnetic or even in paramagnetic metal in a magnetic field and observed that the Hall resistance could have additional contribution other than the linear term in magnetic field [2]. It could be proportional to the magnetization $M$ in a ferromagnetic metal, that is, the Hall effect persists even in the absence of a magnetic field. An empirical relation is given by

$$
\begin{equation*}
R_{H}=R_{O} B+R_{A} M, \tag{1.3}
\end{equation*}
$$

which has been applied to many materials over a broad range of external field. The second term represents the contribution from the magnetization $M$. This part of resistance cannot be simply understood as a result of the Lorentz force on a charged particle. It has taken almost one century to explore its physical origin. The main reason seems to be that this effect involves the topology of the band structure in solids, which had been just formulated in the 1980s. In 1954, Karplus and Luttinger [3] proposed a microscopic theory and found that electrons acquire an additional group velocity when an external electric field is applied to a solid. The anomalous velocity is perpendicular to the electric field and could make contribution to the Hall conductance. Now the anomalous velocity is formulated to be related to the change of phase of the Bloch wave function, when an electric field drives them to evolve in the crystal momentum space, and to be dependent on the crystal Hamiltonian [4,5].

Generally speaking, the anomalous Hall effect can have either an extrinsic origin due to disorder-related spin-dependent scattering of the charge carriers, or an intrinsic origin due to spin-dependent band structure of conduction electrons, which can be expressed in terms of the Berry phase in the momentum space [6]. This effect originates from the coupling of electron's orbital motion to its spin, which is a relativistic quantum mechanical effect. A spin-orbit force or spin transverse force can be used to understand the spin-dependent scattering by either the impurities or band structure. When an electron moves in an external electric field, the electron experiences a transverse force, which is proportional to spin current of electron, instead of charge current as in the Lorentz force [7]. As a result, electrons with spin-up will deflect to one direction, while electrons with spin-down to the opposite direction. In a ferromagnetic metal, the magnetization will cause an imbalance in the population between the electrons with spin-up and spin-down and consequently lead to the anomalous Hall effect.

While the anomalous Hall resistance vanishes in the absence of an external magnetic field and magnetization in a paramagnetic metal, the spin-dependent deflected motion of electrons in solids can still lead to an observable effect, that is, the spin Hall effect. The spin version of the Hall effect was first proposed by the Russian physicists Dyakonov and Perel in 1971 [8,9]. It consists of spin accumulation on the lateral surfaces of a current-carrying sample, the signs of the spin orientations being
opposite on two opposite boundaries. When the current direction is reversed, the direction of spin orientation is also reversed. At the beginning, theorists predicted that the spin accumulation is caused by the asymmetric scattering of electrons with spin-up and spin-down in impurity potentials, which is named as the extrinsic spin Hall effect [10]. In 2003, two independent groups demonstrated that the spin-orbit coupling in the band structure of electrons can produce the transverse spin current even without impurity scattering, which is dubbed as the intrinsic spin Hall effect $[11,12]$. In the quantum Hall regime, the competition between the Zeeman splitting and spin-orbit coupling leads to the resonant spin Hall effect, in which a small current may induce a finite spin current and spin polarization [13]. The spin Hall effect has been observed experimentally in GaAs and InGaAs thin film [14] and spin light-emitted diode of p-n junction [15].

The discovery of the integer quantum Hall effect opens a new phase in the study of the Hall effects. In 1980, von Klitzing, Dorda, and Pepper discovered experimentally that in two-dimensional electron gas at semiconductor heterojunction subjected to a strong magnetic field, the longitudinal conductance becomes zero while the quantum plateau of the Hall conductance appears at $v e^{2} / h$ [16]. The prefactor is an integer $(v=1,2, \ldots)$, known as the filling factor. The quantum Hall effect is a quantum mechanical version of the Hall effect in two dimensions. This effect is very well understood now and can be simply explained in terms of singleparticle orbitals of an electron in a magnetic field [17]. It is known that the motion of a charged particle in a uniform magnetic field is equivalent to that of a simple harmonic oscillator in quantum mechanics, in which the energy levels are quantized to be $\left(n+\frac{1}{2}\right) \hbar \omega_{c}$ and $\omega_{c}=e B / m$ is the cyclotron frequency. The energy levels are called the Landau levels and are highly degenerate. When one Landau level is fully filled, the filling factor is $v=1$, and the corresponding Hall conductance is $e^{2} / h$. Now it is realized that the integer $v$ is actually a topological invariant and is insensitive to the geometry of system and interaction of electrons [18].

To understand further, physicists like to use a semiclassical picture to explain the quantization of the Hall conductance. For a charged particle in a uniform magnetic field, the particle cycles around the magnetic flux rapidly because of the Lorentz force. The radius of the cycle is given by the magnetic field $R_{n}=\sqrt{\frac{\hbar}{e B}(2 n+1)}$. When the particle is close to the boundary, the particle bounces back from the rigid boundary and skips along the boundary forward. As a result, it forms a conducting channel along the boundary, which is called the edge state. The group velocity of the particle in the bulk is much slower than the cyclotron velocity, and then the particles in the bulk are intended to be pinned or localized by impurities or disorders. However, the rapid-moving particles along the edge channel are not affected by the impurities or disorders and form a perfect one-dimensional conducting channel with a quantum conductance $e^{2} / h$. Consider the Landau levels are discrete. Each Landau level will generate one edge channel. Consequently, the number of the filled Landau levels or the filling factor determines the quantized Hall conductance. Thus, the key feature of the quantum Hall effect is that all electrons in the bulk are localized and the electrons near the edges form a series of edge-conducting channels [19], which is a characteristic of a topological phase.

In 1982, Tsui, Stormer, and Gossard observed that in a sample with higher mobility, the quantum plateau appears at the filling factor $v$ as a rational fraction ( $v=\frac{1}{3}, \frac{2}{3}, \frac{1}{5}, \frac{2}{5}, \frac{3}{5}, \frac{12}{5}, \cdots$ ) known as the fractional quantum Hall effect [20]. The fractional quantum Hall effect relies fundamentally on electron-electron interactions as well as the Landau quantization. Laughlin proposed that the $v=1 / 3$ state is a new type of many-body condensate, which can be described by the Laughlin wave function [21]. The quasiparticles in the condensate carry fractional charge $e / 3$ because of strong Coulomb interaction. The observed Hall conductance plateau is due to the localization of fractionally charged quasiparticles in the condensate, and the fractional quantum Hall effect can be regarded as the integer quantum Hall effect of these quasiparticles. In 1988, Jainendra K. Jain proposed that the quasiparticles can be regarded as a combination of electron charge and quantum magnetic flux, that is, composite fermions [22]. This picture is applicable to all the quantum plateaus observed in the fractional quantum Hall effect. Now it is well accepted that the fractional quantum Hall effect is a topological quantum phase of composite fermions, which breaks time reversal symmetry.

In 1988 Haldane proposed that the integer quantum Hall effect could be realized in a lattice system of spinless electrons in a periodic magnetic flux [23]. Though the total magnetic flux is zero, electrons are driven to form a conducting edge channel by the periodic magnetic flux. As there is no pure magnetic field, the quantum Hall conductance originates from the band structure of electrons in the lattice instead of the discrete Landau levels for those in a strong magnetic field. This is a version of the quantized anomalous Hall effect in the absence of an external field or Landau levels. Furthermore it was found that the role of periodic magnetic flux can be replaced by the spin-orbit coupling. The quantized anomalous Hall effect can be realized in a ferromagnetic insulator with strong spin-orbit coupling. The anomalous Hall effect persists in an insulating regime. The anomalous Hall conductance can be expressed in terms of the integral of the Berry curvature over the momentum space or the Chern number for fully filled bands [24]. The Haldane model makes it possible to have nonzero Chern number for an electron band without a magnetic field. Though there have been extensive investigations on this topic [25-27], this effect has not yet been observed.

The quantum spin Hall effect is a quantum version of the spin Hall effect or a spin version of the quantum Hall effect and can be regarded as a combination of two quantum anomalous Hall effects of spin-up and spin-down electrons with opposite chirality. Overall it has no charge Hall conductance, but a nonzero spin Hall conductance. In 2005, Kane and Mele generalized the Haldane model to a graphene lattice of spin- $\frac{1}{2}$ electrons with the spin-orbit coupling [28]. The strong spin-orbit coupling is introduced to replace the periodic magnetic flux in the Haldane model. This interaction looks like a spin-dependent magnetic field to electron spins. Different electron spins experience opposite spin-orbit force, that is, spin transverse force [7]. As a result, a bilayer spin-dependent Haldane model may be realized in a spin$\frac{1}{2}$ electron system with spin-orbit coupling, which exhibits the quantum spin Hall effect. In the case there exist spin-dependent edge states around the boundary of the system: electrons with different spins move in opposite directions and form a pair


Fig. 1.1 Evolution from the ordinary Hall effect to the quantum spin Hall effect or twodimensional topological insulator. Here, $B$ stands for a magnetic field, and $M$ stands for magnetization in a ferromagnet. The year means that the effect was discovered experimentally. $\sigma_{H}$ is the Hall conductance, and $\sigma_{S}$ is the spin Hall conductance
of helical edge states. Time reversal symmetry is still preserved, and the edge states are robust against impurities or disorders because the electron backscattering in the two edge channels is prohibited due to the symmetry. However, it was found that the spin-orbit coupling is very tiny in graphene. In 2006, Bernevig, Hughes, and Zhang proposed that the quantum spin Hall effect can be realized in the $\mathrm{CdTe} / \mathrm{HgTe} / \mathrm{CdTe}$ sandwiched quantum well [29]. HgTe is a material with an inverted band structure, and CdTe has a normal band structure. Tuning the thickness of HgTe layer may lead to the band inversion in the quantum well, which exhibits a topological phase transition. This prediction was confirmed experimentally by König et al. in the following year of the prediction [30]. The stability of quantum spin Hall effect was studied by several groups [31-34]. Li et al. discovered that the disorder may even generate the quantum spin Hall effect, and proposed a possible realization of topological Anderson insulator, in which all bulk electrons are localized by impurities, meanwhile a pair of conducting helical edge channels appear [35]. This phase was studied numerically and analytically [36,37]. Strong Coulomb interaction may also generate the quantum spin Hall effect in Mott insulators [38,39].

The quantum spin Hall effect is also dubbed as two-dimensional topological insulator. A flow chart from the ordinary Hall effect to the quantum spin Hall effect or two-dimensional topological insulator is presented in Fig. 1.1.

### 1.2 Topological Insulators as Generalization of Quantum Spin Hall Effect

There is no Hall effect in three dimensions. However, the generalization of the quantum spin Hall effect to three dimensions is one of the milestones in the development of topological insulators [40-43]. It is not a simple generalization of transverse transport of electron charge or spin from two dimensions to three dimensions, or the Hall effect. Instead it is the evolution of the bound states near the system boundary
based on the intrinsic band structure: the one-dimensional helical edge states in two-dimensional quantum spin Hall system could evolve into the two-dimensional surface states surrounding the three-dimensional topological insulators. A topological insulator is a state of quantum matter that behaves as an insulator in its interior while as a metal on its boundary. In the bulk of a topological insulator, the electronic band structure resembles an ordinary insulator, with separated conduction and valence bands. Near the boundary, the surface states exist within the bulk energy gap and allow electron conduction. Electron spins in these states are locked to their momenta. A topological insulator preserves time reversal symmetry. Due to the Kramers degeneracy, at a given energy there always exists a pair of states that have opposite spins and momenta, so the backscattering between these states is strongly suppressed. These states are characterized by a topological index. Kane and Mele proposed a $Z_{2}$ index to classify the materials with time reversal invariance into strong and weak topological insulators [44]. For a weak topological insulator, the resultant surface states are not so stable to disorder or impurities, although its physics is very similar to that in two-dimensional states. A strong topological insulator has more subtle relation to the quantum spin Hall system. It is possible to classify the conventional insulator and topological insulator by time reversal symmetry. The surface states in a strong topological insulator are protected by time reversal symmetry.
$\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ was the first candidate for three-dimensional topological insulator predicted by Fu and Kane [45] and verified experimentally soon after the prediction [46]. Zhang et al. [47] and Xia et al. [48] pointed out that $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ and $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ are topological insulators with a single Dirac cone of the surface states. Angleresolved photoemission spectroscopy (ARPES) data showed clearly the existence of a single Dirac cone in $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ [48] and $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ [49]. Electrons in the surface states possess a quantum spin texture, and electron momenta are coupled strongly with electron spins. These may result in a lot of exotic magnetoelectric properties. Qi et al. [50] proposed the unconventional magnetoelectric effect for the surface states, in which electric and magnetic fields are coupled together and are governed by the so-called "axion equation" instead of Maxwell's equations. It is regarded as one of the characteristic features of the topological insulators [51, 52]. Fu and Kane proposed possible realization of Majorana fermions as a proximity effect of $s$-wave superconductor and surface states of topological insulator [53]. Majorana fermions are topologically protected from local sources of decoherence and will be of potential application in universal quantum computation [54, 55]. Thus, the topological insulators provide a new platform to explore novel and exotic quantum particles in condensed matters.

Reduction of dimensionality to one dimension brings some new insights in onedimensional systems with topological properties. The boundary of one-dimensional system is simply an end point. A one-dimensional topological insulator is an insulator with two end states of zero energy. Study of the end states in one dimension has dated back to the 1980s. The polyacetylene is a one-dimensional organic material with the so-called A and B phases. It was realized that the domain walls connecting the A and B phase induce rigid solitons with zero energy and are the charge carriers for this organic conductor [56]. While the soliton and antisoliton
are topological excitations in polyacetylene, the A and B phases are actually topologically distinct for an open boundary condition: one phase possesses two end states of zero energy, while the other does not, although both phases open an energy gap due to the Peierls instability or dimerization of the lattice. We shall demonstrate that this is actually the simplest topological insulator in one dimension.

### 1.3 Topological Phases in Superconductors and Superfluids

Liquid helium ${ }^{3} \mathrm{He}$ has two different superfluid phases at low temperatures, the A and B phases. The ${ }^{3} \mathrm{He}$ atoms are fermions of charge neutral and can be described by the conventional Fermi liquid theory just like electrons in metal. Osheroff, Lee, and Richardson [57] studied the pressurization curve of a mixture of liquid and solid ${ }^{3} \mathrm{He}$ and observed two reproducible anomalies, which indicate that the liquid phase existing between 2.0 and 2.6 mK is the A phase and that below 2.0 mK is the B phase. The normal to A phase transition at $T_{A} \sim 2.6 \mathrm{mK}$ is of second order and A-B phase transition at $T_{B} \sim 2 \mathrm{mK}$ is of first order. The theory of superconductivity for electrons in spin-triplet states was first developed by Balian and Werthamer in 1963 [58]. They observed that all Cooper pairs are in the $p$-wave pairing $(l=1)$ and spin-triplet states, which succeeds in explaining superfluidity in the B phase. The pairing symmetry determines the topology of the band structure of quasiparticles. The A phase has different topology from the B phase: the pairs form only in the state of $S_{z}=1$ and/or $S_{z}=-1$, that is, the so-called equal-spin pairing state or Anderson-Brinkman-Morel state. This conclusion was first drawn from an analysis of the spatial profile of nuclear magnetic resonance (NMR) experiment [59].

Physics we learned from the superfluid phase of liquid ${ }^{3} \mathrm{He}$ has been widely applied in various fields from particle physics and cosmology to condensed matter physics [60]. In the spinless $p$-wave pairing superconductor, there exist weak and strong pairing phases, which are characterized by different topological invariants. The weak pairing phase is topologically nontrivial and may have chiral edge states around the boundary of system, very similar to that in the quantum Hall effect [61]. After the discovery of the fractional quantum Hall effect, it is found that the weak pairing state has a pairing wave function which is asymptotically the same as in the Moore-Read quantum Hall state. Thus, the topological order was introduced to characterize the superfluid phases. The topological aspects in these two phases have been discussed in details in the book by Volovik [60]. Some concepts and topological invariants can be applied explicitly to topological insulators in the framework of a single-particle wave functions in the band theory. For example, the band inversion could accompany a topological quantum phase transition as in the quantum spin Hall effect.

Now we have realized that the Bogoliubov-de Gennes equation for superconductors and superfluids has very similar/identical mathematical structure as the Dirac equation for topological insulators. Like the band gap in insulators, quasiparticles in superconductors and superfluids may also have a nonzero gap. The symmetry
classification of noninteracting Hamiltonian emerged in the context of random matrix theory long before the discovery of topological insulators. Schnyder et al. [62] systematically studied the topological phases in insulators and superconductors and provided an exhaustive classification of topological insulators and superconductors for noninteracting systems of fermions. Bogoliubov-de Gennes equation has particle-hole symmetry, and the Dirac equation has time reversal symmetry. Similarity between particle-hole symmetry and time reversal symmetry makes it possible to study the topological insulators and superconductors in a single framework.

Discovery of topological insulator stimulates to reexamine the properties of spin-triplet superconductors which are potential candidates for topological superconductors. Among several classes of spin-triplet superconductors, $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is thought to be a $p$-wave pairing superconductor and similar to the A phase in superfluid liquid ${ }^{3} \mathrm{He}[63,64]$. Initial data in the measurement of tunneling spectroscopy suggest possible existence of chiral edge states in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ [65]. Cu -doped topological insulator $\mathrm{Cu}_{x} \mathrm{Bi}_{2} \mathrm{Se}_{3}$, which becomes superconducting below $T_{c}=3.8 \mathrm{~K}[66]$, is also suggested to be a topological superconductor [67].

### 1.4 Dirac Equation and Topological Insulators

The Dirac equation is a relativistic quantum mechanical one for elementary spin- $\frac{1}{2}$ particle $[68,69]$. It enters the field of topological insulator in two aspects. First of all, a large class of topological insulators possesses strong spin-orbit coupling, which is a consequence of the Dirac equation in nonrelativistic limit [70]. It makes the spin, the momentum, and the Coulomb interaction or external electric fields couple together. As a result, it is possible that the band structures in some materials become topologically nontrivial. This provides a physical origin to form a topological insulator. The other aspect is that the effective Hamiltonians for the quantum spin Hall effect and three-dimensional topological insulators have the identical mathematical structure of the Dirac equation. In these effective models the equation is employed to describe the coupling between electrons of the conduction and valence bands in semiconductors, not the electrons and positrons in Dirac theory. The positive and negative spectra are for the electrons and holes in semiconductors, respectively, not those in the high-energy physics. The conventional Dirac equation is time reversal invariant. For a system with time reversal symmetry, the effective Hamiltonian to describe the electrons near the Fermi level can be derived from the theory of invariants or the $k \cdot p$ theory. As a consequence of the $k \cdot p$ expansion of the band structure, some effective continuous models have the identical mathematical structure as the Dirac equation. The equation can be also obtained from the effective model near the critical point of topological quantum phase transition.

Generally speaking, each topological insulator or superconductor is governed by one Dirac equation. In this book we get started with the Dirac equation to provide a simple but unified description for a large family of topological insulators and superconductors. A series of solvable differential equations are presented to demonstrate the existence of the end, edge, and surface states in topological matters.


Fig. 1.2 The family of topological insulators and superconductors. TI stands for topological insulator, SC for superconductor, $\mathrm{IQHE} / \mathrm{FQHE}$ for the integer and fractional quantum Hall effect, QAHE for quantum anomalous Hall effect, and QSHE for quantum spin Hall effect. The materials are followed by the year of discovery. Edge states in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ need to be confirmed further

### 1.5 Summary: The Confirmed Family Members

As a summary, we list the confirmed topological insulators and superconductors in Fig. 1.2. There are three streams in the development of the field:

1. The Hall effect: the integer and fractional quantum Hall effects (1980, 1982), the quantum anomalous Hall effect (predicted in 1988, not yet confirmed experimentally), and the quantum spin Hall effect (2007)
2. Topological insulators: one-dimensional polyacetylene (1980s); two-dimensional $\mathrm{HgTe} / \mathrm{CdTe}$ quantum well (2007), InAs/GaSb quantum well (2011); and three-dimensional $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ (2008), $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ (2009), $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ (2009), $\mathrm{Bi}_{2} \mathrm{Te}_{2} \mathrm{Se}$ (2010), . ...
3. The $p$-wave superconductor: superfluid $A$ and $B$ phases in liquid ${ }^{3} \mathrm{He}$ (1972) and equal-spin pairing (ESP) superconductor such as $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ (highly possible)

### 1.6 Further Reading

Introductory Materials:

- J.E. Moore, The birth of topological insulators. Nature (London) 464, 194 (2010)
- X.L. Qi, S.C. Zhang, The quantum spin Hall effect and topological insulators. Phys. Today 63, 33 (2010)


## Overview:

- M.Z. Hasan, C.L. Kane, Topological insulators. Rev. Mod. Phys. 82, 3045 (2010)
- X.L. Qi, S.C. Zhang, Topological insulators and superconductors. Rev. Mod. Phys. 83, 1057 (2011)
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## Chapter 2 <br> Starting from the Dirac Equation


#### Abstract

The Dirac equation is a key to the door of topological insulators and superconductors. A quadratic correction to the equation makes it topologically distinct. The solution of the bound states near the boundary reflects the topology of the band structure of the system.


Keywords The modified Dirac equation - Solution of the bound states • End state • Edge state • Surface state

### 2.1 Dirac Equation

In 1928, Paul A.M. Dirac wrote down an equation for a relativistic quantum mechanical wave function, which describes an elementary spin- $\frac{1}{2}$ particle [1,2]:

$$
\begin{equation*}
H=c \mathbf{p} \cdot \alpha+m c^{2} \beta \tag{2.1}
\end{equation*}
$$

where $m$ is the rest mass of particle and $c$ is the speed of light. $\alpha_{i}$ and $\beta$ are known as the Dirac matrices satisfying the relations

$$
\begin{align*}
\alpha_{i}^{2} & =\beta^{2}=1  \tag{2.2a}\\
\alpha_{i} \alpha_{j} & =-\alpha_{j} \alpha_{i}  \tag{2.2b}\\
\alpha_{i} \beta & =-\beta \alpha_{i} \tag{2.2c}
\end{align*}
$$

Here $a_{i}$ and $\beta$ are not simple complex numbers. The anticommutation relation means that they can obey a Clifford algebra and must be expressed in a matrix form. In one- and two-dimensional spatial space, they are at least $2 \times 2$ matrices. The Pauli matrices $\sigma_{i}(i=x, y, z)$ satisfy all these relations:

$$
\begin{equation*}
\left\{\sigma_{i}, \sigma_{j}\right\}=2 \delta_{i j} \tag{2.3}
\end{equation*}
$$

where

$$
\sigma_{x}=\left(\begin{array}{ll}
0 & 1  \tag{2.4}\\
1 & 0
\end{array}\right), \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Thus, in one dimension, the two Dirac matrices $\alpha_{x}$ and $\beta$ are any two of the three Pauli matrices, for example,

$$
\begin{equation*}
\alpha_{x}=\sigma_{x}, \beta=\sigma_{z} . \tag{2.5}
\end{equation*}
$$

In two dimensions, the three Dirac matrices are the Pauli matrices:

$$
\begin{equation*}
\alpha_{x}=\sigma_{x}, \alpha_{y}=\sigma_{y}, \beta=\sigma_{z} \tag{2.6}
\end{equation*}
$$

In three dimensions, we cannot find more than three $2 \times 2$ matrices satisfying the anticommutation relations. Thus, the four Dirac matrices are at least fourdimensional and can be expressed in terms of the Pauli matrices

$$
\begin{align*}
\alpha_{i} & =\left(\begin{array}{cc}
0 & \sigma_{i} \\
\sigma_{i} & 0
\end{array}\right) \equiv \sigma_{x} \otimes \sigma_{i}  \tag{2.7a}\\
\beta & =\left(\begin{array}{cc}
\sigma_{0} & 0 \\
0 & -\sigma_{0}
\end{array}\right) \equiv \sigma_{z} \otimes \sigma_{0} \tag{2.7b}
\end{align*}
$$

where $\sigma_{0}$ is a $2 \times 2$ identity matrix.
From this equation, the relativistic energy-momentum relation will be automatically the solution of the equation

$$
\begin{equation*}
E^{2}=m^{2} c^{4}+p^{2} c^{2} \tag{2.8}
\end{equation*}
$$

In three dimensions, one has two solutions for positive energy $E_{+}$and two solutions for negative energy, $E_{-}$:

$$
\begin{equation*}
E_{ \pm}= \pm \sqrt{m^{2} c^{4}+p^{2} c^{2}} \tag{2.9}
\end{equation*}
$$

This equation can be used to describe the motion of an electron with spin: the two solutions of the positive energy correspond to two states of electron with spin-up and spin-down, while the two solutions of the negative energy correspond to a positron with spin-up and spin-down. The energy gap between these two particles is $2 m c^{2}(\approx 1.0 \mathrm{MeV})$.

This equation demands the existence of antiparticle, that is, a particle with negative energy or mass, and predates the discovery of positron, the antiparticle of electron. It is one of the main achievements of modern theoretical physics. Dirac proposed that the negative energy states are fully filled, in which the Pauli exclusion principle prevents a particle transiting into such occupied states. The normal state of the vacuum then consists of an infinite density of negative energy states. The state
for a single electron means that all the states of negative energies are filled and only one state of positive energy is filled. It is assumed that deviation from the norm produced by employing one or more of the negative energy states can be observed. The absence of a negative charged electron that has a negative mass and kinetic energy would be then expected to manifest itself as a positively charged particle which has an equal positive mass and positive energy. In this way, a "hole" or positron can be formulated. Unlike the Schrödinger equation for a single particle, the Dirac theory in principle is a many-body theory. This has been discussed in many textbooks on quantum mechanics [2].

Under the transformation of mass $m \rightarrow-m$, it is found that the equation remains invariant if we replace $\beta \rightarrow-\beta$, which satisfies all mutual anticommutation relations for $\alpha_{i}$ and $\beta$ in Eq.(2.2). This reflects the symmetry between the positive and negative energy particles in the Dirac equation: there is no topological distinction between particles with positive and negative masses.

### 2.2 Solutions of Bound States

### 2.2.1 Jackiw-Rebbi Solution in One Dimension

Possible relation between the Dirac equation and the topological insulator reveals from a solution of the bound state at the interface between two regions of positive and negative masses. We get started with

$$
\begin{equation*}
h(x)=-i v \hbar \partial_{x} \sigma_{x}+m(x) v^{2} \sigma_{z} \tag{2.10}
\end{equation*}
$$

and

$$
m(x)=\left\{\begin{array}{l}
-m_{1} \text { if } \quad x<0  \tag{2.11}\\
+m_{2} \text { otherwise }
\end{array}\right.
$$

(and $m_{1}$ and $m_{2}>0$ ). We use an effective velocity $v$ to replace the speed of light $c$ when the Dirac equation is applied to solids. The eigenvalue equation has the form

$$
\begin{equation*}
\binom{m(x) v^{2}-i v \hbar \partial_{x}}{-i v \hbar \partial_{x}-m(x) v^{2}}\binom{\varphi_{1}(x)}{\varphi_{2}(x)}=E\binom{\varphi_{1}(x)}{\varphi_{2}(x)} \tag{2.12}
\end{equation*}
$$

For either $x<0$ or $x>0$, the equation is a second-order ordinary differential equation. We can solve the equation at $x<0$ and $x>0$ separately. The solution of the wave function should be continuous at $x=0$. In order to have a solution of a bound state near the junction, we take the Dirichlet boundary condition that the wave function must vanish at $x= \pm \infty$. For $x>0$, we set the trial wave function

$$
\begin{equation*}
\binom{\varphi_{1}(x)}{\varphi_{2}(x)}=\binom{\varphi_{1}^{+}}{\varphi_{2}^{+}} \mathrm{e}^{-\lambda+x} . \tag{2.13}
\end{equation*}
$$

Then the secular equation gives

$$
\operatorname{det}\left(\begin{array}{cc}
m_{2} v^{2}-E & i v \hbar \lambda_{+}  \tag{2.14}\\
i v \hbar \lambda_{+} & -m_{2} v^{2}-E
\end{array}\right)=0 .
$$

The solution to this equation is $\lambda_{+}= \pm \sqrt{m_{2}^{2} \nu^{4}-E^{2}} / \nu \hbar$.
The solutions $\lambda$ can be either real or purely imaginary. For $m_{2}^{2} \nu^{4}<E^{2}$, the solutions are purely imaginary, and the corresponding wave function spreads over the whole space. They are the extended states or the bulk states which we are not interested here. For $m_{2}^{2} v^{4}>E^{2}$, the solutions are real, and we choose positive $\lambda_{+}$ to satisfy the boundary condition at $x \rightarrow+\infty$. The two components in the wave function satisfy

$$
\begin{equation*}
\varphi_{1}^{+}=-\frac{i v \hbar \lambda_{+}}{m_{2} v^{2}-E} \varphi_{2}^{+} \tag{2.15}
\end{equation*}
$$

Similarly, for $x<0$, we have

$$
\begin{equation*}
\binom{\varphi_{1}(x)}{\varphi_{2}(x)}=\binom{\varphi_{1}^{-}}{\varphi_{2}^{-}} \mathrm{e}^{+\lambda_{-} x} \tag{2.16}
\end{equation*}
$$

with $\lambda_{-}=\sqrt{m_{1}^{2} v^{4}-E^{2}} / v \hbar$, and

$$
\begin{equation*}
\varphi_{1}^{-}=-\frac{i v \hbar \lambda_{-}}{m_{1} v^{2}+E} \varphi_{2}^{-} \tag{2.17}
\end{equation*}
$$

At $x=0$, the continuity condition for the wave function requires

$$
\begin{equation*}
\binom{\varphi_{1}^{+}}{\varphi_{2}^{+}}=\binom{\varphi_{1}^{-}}{\varphi_{2}^{-}} . \tag{2.18}
\end{equation*}
$$

From this equation, it follows that

$$
\begin{equation*}
\frac{-\sqrt{m_{2}^{2} v^{4}-E^{2}}}{m_{2} v^{2}-E}=\frac{\sqrt{m_{1}^{2} v^{4}-E^{2}}}{-m_{1} v^{2}-E} . \tag{2.19}
\end{equation*}
$$

Thus, there exists a solution of zero energy $E=0$, and the corresponding wave function is

$$
\begin{equation*}
\Psi(x)=\sqrt{\frac{v}{\hbar} \frac{m_{1} m_{2}}{m_{1}+m_{2}}}\binom{1}{i} \mathrm{e}^{-|m(x) v x| / \hbar} . \tag{2.20}
\end{equation*}
$$

The solution dominantly distributes near the interface or domain wall at $x=0$ and decays exponentially away from the original point $x=0$, as shown in Fig. 2.1. The solution of $m_{1}=m_{2}$ was first obtained by Jackiw and Rebbi and is a mathematical basis for existence of topological excitations or solitons

Fig. 2.1 The probability density $|\Psi(x)|^{2}$ of the solution as a function of position in Eq. (2.20)

in one-dimensional systems [3]. The spatial distribution of the wave function is determined by the characteristic scales $\xi_{1,2}=\lambda_{ \pm}^{-1}=\hbar /\left|m_{1,2} v\right|$. The solution exists even when $m_{2} \rightarrow+\infty$. In this case, $\Psi(x) \rightarrow 0$ for $x>0$. However, we have to point out that the wave function does not vanish at the interface, $x=0$. If we regard the vacuum as a system with an infinite positive mass, a system of a negative mass with an open boundary condition possesses a bound state near the boundary. This result leads to some popular pictures for the formation of the edge and surface states in topological insulators.

Stability of the zero mode solution: we may find a general solution of zero energy for a distribution of mass $m(x)$ changing from negative to positive mass at two ends. Consider the solution of $E=0$ to Eq. (2.10). The eigenvalue equation is reduced to

$$
\begin{equation*}
\left[-i v \hbar \partial_{x} \sigma_{x}+m(x) v^{2} \sigma_{z}\right] \varphi(x)=0 \tag{2.21}
\end{equation*}
$$

Multiplying $\sigma_{x}$ from the left-hand side, we have

$$
\begin{equation*}
\partial_{x} \varphi(x)=-\frac{m(x) v}{\hbar} \sigma_{y} \varphi(x) \tag{2.22}
\end{equation*}
$$

Thus, the wave function should be the eigenstate of $\sigma_{y}$,

$$
\begin{equation*}
\sigma_{y} \varphi_{\eta}(x)=\eta \varphi_{\eta}(x) \tag{2.23}
\end{equation*}
$$

with

$$
\varphi_{ \pm}=\frac{1}{\sqrt{2}}\binom{1}{ \pm i} \varphi(x)
$$

The wave function has the form

$$
\begin{equation*}
\varphi_{\eta}(x) \propto \frac{1}{\sqrt{2}}\binom{1}{\eta i} \exp \left[-\int^{x} \eta \frac{m\left(x^{\prime}\right) v}{\hbar} d x^{\prime}\right] . \tag{2.24}
\end{equation*}
$$

For $x \rightarrow \pm \infty, \varphi(x) \propto \exp [-|m( \pm \infty) v x| / \hbar]$, in which the sign $\eta$ is determined by the signs of $m( \pm \infty)$. If $m(+\infty)$ and $m(-\infty)$ differ by a sign as a domain wall, there always exists a zero-energy solution near a domain wall of the mass distribution $m(x)$. Therefore, this solution is quite robust against the mass distribution $m(x)$.

### 2.2.2 Two Dimensions

In two dimensions (with $p_{z}=0$ ), we consider a system with an interface parallel to the $y$-axis, with $m(x)=-m_{1}$ for $x<0$ and $m_{2}$ for $x>0 . p_{y}=\hbar k_{y}$ is a good quantum number. We have two solutions which the wave functions dominantly distribute around the interface: one solution has the form

$$
\Psi_{+}\left(x, k_{y}\right)=\sqrt{\frac{v}{h} \frac{m_{1} m_{2}}{m_{1}+m_{2}}}\left(\begin{array}{l}
1  \tag{2.25}\\
0 \\
0 \\
i
\end{array}\right) \mathrm{e}^{-|m(x) v x| / \hbar+i k_{y} y}
$$

with the dispersion $\epsilon_{k,+}=v \hbar k_{y}$, and the other has the form

$$
\Psi_{-}\left(x, k_{y}\right)=\sqrt{\frac{\nu}{h} \frac{m_{1} m_{2}}{m_{1}+m_{2}}}\left(\begin{array}{l}
0  \tag{2.26}\\
1 \\
i \\
0
\end{array}\right) \mathrm{e}^{-|m(x) v x| / \hbar+i k_{y} y}
$$

with the dispersion $\epsilon_{k,-}=-v \hbar k_{y}$. We can check these two solutions in this way. The Dirac equation can be divided into two parts:

$$
\begin{equation*}
H=\left(m(x) v^{2} \beta+v p_{x} \alpha_{x}\right)+v p_{y} \alpha_{y} . \tag{2.27}
\end{equation*}
$$

From the one-dimensional solution, we have

$$
\begin{equation*}
\left(m(x) v^{2} \beta+v p_{x} \alpha_{x}\right) \Psi_{ \pm}=0 \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
v p_{y} \alpha_{y} \Psi_{ \pm}= \pm v p_{y} \Psi_{ \pm} \tag{2.29}
\end{equation*}
$$

From the dispersions of the two states, the effective velocities of electrons in the states are

$$
\begin{equation*}
v_{ \pm}=\frac{\partial \epsilon_{k, \pm}}{\hbar \partial k}= \pm v \tag{2.30}
\end{equation*}
$$

Therefore, each state carries a current along the interface, but electrons with different spins move in opposite directions. The current density decays exponentially away from the interface. As the system has time reversal symmetry, the two states are time reversal counterpart with each other, which constitute a pair of helical edge (or bound) states at the interface. Furthermore, the Dirac equation of $p_{z}=0$ can be reduced to two independent set of equations:

$$
\begin{equation*}
h(x)=v p_{x} \sigma_{x} \pm v p_{y} \sigma_{y}+m(x) v^{2} \sigma_{z} \tag{2.31}
\end{equation*}
$$

for different spins. It becomes more clear why two bound states have opposite velocities.

### 2.2.3 Three and Higher Dimensions

In three and higher dimensions, there always exist the bound states at the interface of the system with positive and negative masses. While all other components of the momentum among the interface are good quantum number, there always exists the solution for zero momentum as in the one-dimensional case. We can use the solutions as the basis to derive the solutions of nonzero momenta in higher dimensions.

### 2.3 Why Not the Dirac Equation

From the Dirac equation, we have known that there exists a solution of bound states at the interface between two media with positive and negative mass or energy gap. These solutions are quite robust against the roughness of the interface or other factors. If we assume the vacuum is an insulator with an infinite large and positive mass or energy gap, then the system with a negative mass should have bound states around the open boundary. This is very close to the definition of topological insulators. However, because of the symmetry in the Dirac equation with positive and negative masses, there is no topological distinction between these two systems after a unitary transformation. We cannot justify which one is topologically trivial or nontrivial simply from the sign of mass or energy gap. If we use the Dirac equation to describe a topological insulating phase, we have to introduce or assign an additional "vacuum" as a benchmark. Thus, we think this additional condition is unnecessary since the existence of the bound state should have a physical and intrinsic consequence of the band structure in topological insulators. Therefore, we conclude that the Dirac equation in Eq. (2.1) itself may not be a "suitable" candidate to describe the topology of quantum matters.

### 2.4 Quadratic Correction to the Dirac Equation

To explore possible description to the topological insulator, we introduce a quadratic correction $-B \mathbf{p}^{2}$ in the momentum $\mathbf{p}$ to the band gap or rest-mass term in the Dirac equation [4]:

$$
\begin{equation*}
H=v \mathbf{p} \cdot \alpha+\left(m v^{2}-B \mathbf{p}^{2}\right) \beta, \tag{2.32}
\end{equation*}
$$





Fig. 2.2 Spin orientation in the momentum space. Left $(m B<0)$ : the spins at $p=0$ and $p=$ $+\infty$ are parallel, which is topologically trivial. Left bottom: spin orientation along the $p_{x}$-axis. Right $(m B>0)$ : the spins at $p=0$ and $p=+\infty$ are antiparallel, which is topologically nontrivial. Right bottom: spin orientation along the $p_{x}$-axis
where $m v^{2}$ is the band gap of particle and $m$ and $v$ have dimensions of mass and speed, respectively. $B^{-1}$ also has the dimension of mass. The quadratic term breaks the symmetry between the mass $m$ and $-m$ in the Dirac equation and makes this equation topologically distinct from the original Dirac equation in Eq. (2.1).

To illustrate this, we plot the spin distribution of the ground state in the momentum space, as shown in Fig. 2.2. At $p=0$, the spin orientation is determined by $m v^{2} \beta$ or the sign of mass $m$, but for a large $p$, it is determined by $-B \mathbf{p}^{2} \beta$ or sign of $B$. If the dimensionless parameter $m B>0$, when $p$ increases along one direction, say the $x$-direction, the spin will rotate from the $z$-direction to the $x$ direction of $\mathbf{p}$ at $p_{c}^{2}=m v^{2} / B$ and then eventually to the opposite $z$-direction for a larger $\mathbf{p}$. This consists of two so-called "merons" in the momentum space, which is named skymion. For $m B<0$, when $p$ increases, the spin will rotate from the $z$-direction to the direction of $p$ and then flips back to the original $z$-direction. The feature whether the spin points to the same direction or not at $p=0$ and $+\infty$ determines the equation topologically distinct in the cases of $m B>0$ and $m B<0$.

### 2.5 Bound State Solutions of the Modified Dirac Equation

### 2.5.1 One Dimension: End States

Let us start with a one-dimensional case. In this case, the $4 \times 4 \mathrm{Eq}$. (2.32) can be decoupled into two independent sets of $2 \times 2$ equations:

$$
\begin{equation*}
h(x)=v p_{x} \sigma_{x}+\left(m v^{2}-B p_{x}^{2}\right) \sigma_{z} . \tag{2.33}
\end{equation*}
$$

For a semi-infinite chain with $x \geq 0$, we consider an open boundary condition at $x=0$. It is required that the wave function vanishes at the boundary, that is, the Dirichlet boundary condition. Usually we may have a series of solutions of extended

Fig. 2.3 Schematic of the probability density $|\Psi(x)|^{2}$ of the end state solution as a function of position in Eq. (2.39)

states, which wave functions spread in the whole space. In this section we focus on the solution of the bound state near the boundary. To find the solution of zero energy, we have

$$
\begin{equation*}
\left[v \mathbf{p}_{x} \sigma_{x}+\left(m v^{2}-B \mathbf{p}_{x}^{2}\right) \sigma_{z}\right] \varphi(x)=0 \tag{2.34}
\end{equation*}
$$

Multiplying $\sigma_{x}$ from the left-hand side, one obtains

$$
\begin{equation*}
\partial_{x} \varphi(x)=-\frac{1}{v \hbar}\left(m v^{2}+B \hbar^{2} \partial_{x}^{2}\right) \sigma_{y} \varphi(x) . \tag{2.35}
\end{equation*}
$$

If $\varphi(x)$ is an eigenfunction of $\sigma_{y}$, take $\varphi(x)=\chi_{\eta} \phi(x)$ with $\sigma_{y} \chi_{\eta}=\eta \chi_{\eta}(\eta= \pm 1)$. Then the differential equation is reduced to the second-order ordinary differential equation:

$$
\begin{equation*}
\partial_{x} \phi(x)=-\frac{\eta}{v \hbar}\left(m v^{2}+B \hbar^{2} \partial_{x}^{2}\right) \phi(x) . \tag{2.36}
\end{equation*}
$$

Taking the trial wave function $\phi(x) \propto \mathrm{e}^{-\lambda x}$, one obtains the secular equation

$$
\begin{equation*}
B \hbar^{2} \lambda^{2}-\eta \nu \hbar \lambda+m v^{2}=0 . \tag{2.37}
\end{equation*}
$$

The two roots satisfy the relation $\lambda_{+}+\lambda_{-}=\eta v / \hbar B$ and $\lambda_{+} \lambda_{-}=m v^{2} / B \hbar^{2}$. We require that the wave function vanishes at $x=0$ and $x=+\infty$ :

$$
\begin{equation*}
\varphi(x=0)=\varphi(x=+\infty)=0 . \tag{2.38}
\end{equation*}
$$

The two roots should be positive, and only one of $\chi_{\eta}$ satisfies the boundary condition for a bound state, $\eta=\operatorname{sgn}(B)$ (without loss of generality, we assume that $v$ is always positive). In the condition of $m B>0$, there exists a solution of the bound state with zero energy

$$
\begin{equation*}
\varphi_{\eta}(x)=\frac{C}{\sqrt{2}}\binom{\operatorname{sgn}(B)}{i}\left(\mathrm{e}^{-x / \xi+}-\mathrm{e}^{-x / \xi-}\right) \tag{2.39}
\end{equation*}
$$

where $\xi_{ \pm}^{-1}=\frac{v}{2|B| \hbar}(1 \pm \sqrt{1-4 m B})$ and $C$ is the normalization constant. The main feature of this solution is that the wave function distributes dominantly near the boundary, and decays exponentially away from one end, as shown in Fig.2.3. The two parameters $\xi_{-}>\xi_{+}$and decide the spatial distribution of the wave
function. These are two important length scales, which characterize the end states. When $B \rightarrow 0, \xi_{+} \rightarrow|B| \hbar / v$ and $\xi_{-}=\hbar / m v$, that is, $\xi_{+}$approaches to zero, and $\xi_{-}$becomes a finite constant which is determined by the energy gap $m v^{2}$. If we relax the constraint of the vanishing wave function at the boundary, the solution exists even if $B=0$. In this way, we go back the conventional Dirac equation. In this sense, the two equations reach at the same conclusion. When $m \rightarrow 0$, $\xi_{-}=\hbar / m v \rightarrow+\infty$, and the state evolves into a bulk state. Thus, the end states disappear and a topological quantum phase transition occurs at $m=0$.

In the four-component form to Eq. (2.32), two degenerate solutions have the form

$$
\begin{align*}
& \Psi_{1}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
\operatorname{sgn}(B) \\
0 \\
0 \\
i
\end{array}\right)\left(\mathrm{e}^{-x / \xi_{+}}-\mathrm{e}^{-x / \xi_{-}}\right),  \tag{2.40}\\
& \Psi_{2}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
0 \\
\operatorname{sgn}(B) \\
i \\
0
\end{array}\right)\left(\mathrm{e}^{-x / \xi_{+}}-\mathrm{e}^{-x / \xi_{-}}\right) . \tag{2.41}
\end{align*}
$$

We shall see that these two solutions can be used to derive the effective Hamiltonian for higher dimensional systems.

The role of this solution could not be underestimated in theory of topological insulators. We shall see that all other solutions of the edge or surface states and topological excitations can be closely related to this solution.

### 2.5.2 Two Dimensions: Helical Edge States

In two dimensions, the equation can be also decoupled into two independent equations:

$$
\begin{equation*}
h_{ \pm}=v p_{x} \sigma_{x} \pm v p_{y} \sigma_{y}+\left(m v^{2}-B p^{2}\right) \sigma_{z} . \tag{2.42}
\end{equation*}
$$

These two equations break the "time" reversal symmetry under the transformation of $\sigma_{i} \rightarrow-\sigma_{i}$ and $p_{i} \rightarrow-p_{i}$, although the original four-component equation is time reversal invariant.

We consider a semi-infinite plane with the boundary at $x=0 . p_{y}=\hbar k_{y}$ is a good quantum number. At $k_{y}=0$, the two-dimensional equation has the identical form as the one-dimensional equation. The $x$-dependent part of the solution has the identical form as that in one dimension. Thus, we use the two one-dimensional solutions $\left\{\Psi_{1}, \Psi_{2}\right\}$ in Eqs. (2.40) and (2.41) as the basis. The $y$-dependent part $\Delta H_{2 D}=v p_{y} \alpha_{y}-B p_{y}^{2} \beta$ is regarded as the perturbation to the one-dimensional Hamiltonian. In this way, we have a one-dimensional effective model for the helical edge states:

$$
\begin{equation*}
H_{\mathrm{eff}}=\left(\left\langle\Psi_{1}\right|,\left\langle\Psi_{2}\right|\right) \Delta H_{2 D}\binom{\left|\Psi_{1}\right\rangle}{\left|\Psi_{2}\right\rangle}=v p_{y} \operatorname{sgn}(B) \sigma_{z} \tag{2.43}
\end{equation*}
$$

The sign dependence of $B$ in the effective model also reflects the fact that the helical edge states disappear if $B=0$. The dispersion relations for the bound states at the boundary are

$$
\begin{equation*}
\epsilon_{p_{y}, \pm}= \pm v p_{y} . \tag{2.44}
\end{equation*}
$$

Electrons have positive $(+v)$ and negative velocity $(-v)$ in two different states, respectively, and form a pair of helical edge states.

The exact solutions of the edge states to this two-dimensional equation have the similar form of one-dimensional equation [5]:

$$
\begin{align*}
& \Psi_{1}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
\operatorname{sgn}(B) \\
0 \\
0 \\
i
\end{array}\right)\left(\mathrm{e}^{-x / \xi_{+}}-\mathrm{e}^{-x / \xi_{-}}\right) \mathrm{e}^{+i p_{y} y / \hbar},  \tag{2.45a}\\
& \Psi_{2}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
0 \\
\operatorname{sgn}(B) \\
i \\
0
\end{array}\right)\left(\mathrm{e}^{-x / \xi_{+}}-\mathrm{e}^{-x / \xi_{-}}\right) \mathrm{e}^{+i p_{y} y / \hbar}, \tag{2.45b}
\end{align*}
$$

with the dispersion relations $\epsilon_{p_{y}, \pm}= \pm v p_{y} \operatorname{sgn}(B)$. The characteristic lengths become $p_{y}$ dependent,

$$
\begin{equation*}
\xi_{ \pm}^{-1}=\frac{v}{2|B| \hbar}\left(1 \pm \sqrt{1-4 m B+4 B^{2} p_{y}^{2} / v^{2}}\right) . \tag{2.46}
\end{equation*}
$$

In two dimensions, the Chern number or Thouless-Kohmoto-Nightingale-Nijs (TKNN) integer can be used to characterize whether the system is topologically trivial or nontrivial [6]. For the two-band Hamiltonian in the form $H=\mathbf{d}(p) \cdot \sigma$, the Chern number is expressed as

$$
\begin{equation*}
n_{c}=-\frac{1}{4 \pi} \int d \mathbf{p} \frac{\mathbf{d} \cdot\left(\partial_{p_{x}} \mathbf{d} \times \partial_{p_{y}} \mathbf{d}\right)}{d^{3}} \tag{2.47}
\end{equation*}
$$

where $d^{2}=\sum_{\alpha=x, y, z} d_{\alpha}^{2}$ (see Appendix A.2). The integral runs over the first Brillouin zone for a lattice system, in which the number $n_{c}$ is always an integer (see Appendix A.1). In the continuous limit, the integral area becomes infinite; the integral can be fractional. For Eq. (2.42), the Chern number has the form [7, 8]

$$
\begin{equation*}
n_{ \pm}= \pm(\operatorname{sgn}(m)+\operatorname{sgn}(B)) / 2 \tag{2.48}
\end{equation*}
$$

which is related to the Hall conductance $\sigma_{ \pm}=n_{ \pm} e^{2} / h$. When $m$ and $B$ have the same sign, $n_{ \pm}= \pm 1$, and the system is topologically nontrivial. But if $m$ and $B$ have different signs, $n_{ \pm}=0$. The topologically nontrivial condition is in agreement with the existence condition of edge-state solution $m B>0$. This reflects the bulkedge relation of the integer quantum Hall effect [9].

### 2.5.3 Three Dimensions: Surface States

In three dimensions, we consider a $y-z$ plane at $x=0$. We can derive an effective model for the surface states by means of the one-dimensional solution of the bound state. Since the momenta among the $y-z$ plane are good quantum numbers, we use their eigenvalues to replace the momentum operators, $p_{y}$ and $p_{z}$. Consider $p_{y}$ - and $p_{z}$-dependent part as a perturbation to $H_{1 D}(x)$ :

$$
\begin{equation*}
\Delta H_{3 D}=v p_{y} \alpha_{y}+v p_{z} \alpha_{z}-B\left(p_{y}^{2}+p_{z}^{2}\right) \beta \tag{2.49}
\end{equation*}
$$

The solutions of the three-dimensional Dirac equation at $p_{y}=p_{z}=0$ are identical to two one-dimensional solutions, $\left|\Psi_{1}\right\rangle$ and $\left|\Psi_{2}\right\rangle$ in Eqs. (2.40) and (2.41). For $p_{y}, p_{z} \neq 0$, we use the solution

$$
\begin{align*}
& \Psi_{1}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
\operatorname{sgn}(B) \\
0 \\
0 \\
i
\end{array}\right)\left(\mathrm{e}^{-x / \xi+}-\mathrm{e}^{-x / \xi-}\right) \mathrm{e}^{i\left(p_{y} y+p_{z} z\right) / \hbar},  \tag{2.50a}\\
& \Psi_{2}=\frac{C}{\sqrt{2}}\left(\begin{array}{c}
0 \\
\operatorname{sgn}(B) \\
i \\
0
\end{array}\right)\left(\mathrm{e}^{-x / \xi+}-\mathrm{e}^{-x / \xi-}\right) \mathrm{e}^{i\left(p_{y} y+p_{z} z\right) / \hbar} \tag{2.50b}
\end{align*}
$$

as the basis. A straightforward calculation as in the two-dimensional case gives

$$
\begin{equation*}
H_{\mathrm{eff}}=\left(\left\langle\Psi_{1}\right|,\left\langle\Psi_{2}\right|\right) \Delta H_{3 D}\binom{\left|\Psi_{1}\right\rangle}{\left|\Psi_{2}\right\rangle}=v \operatorname{sgn}(B)(p \times \sigma)_{x} . \tag{2.51}
\end{equation*}
$$

Under a unitary transformation,

$$
\begin{align*}
& \Phi_{1}=\frac{1}{\sqrt{2}}\left(\left|\Psi_{1}\right\rangle-i\left|\Psi_{2}\right\rangle\right),  \tag{2.52a}\\
& \Phi_{2}=\frac{-i}{\sqrt{2}}\left(\left|\Psi_{1}\right\rangle+i\left|\Psi_{2}\right\rangle\right), \tag{2.52b}
\end{align*}
$$

Fig. 2.4 The Dirac cone of the surface states in the momentum space

one can have a gapless Dirac equation for the surface states

$$
\begin{align*}
H_{\mathrm{eff}} & =\left(\left\langle\Phi_{1}\right|,\left\langle\Phi_{2}\right|\right) \Delta H_{3 D}\binom{\left|\Phi_{1}\right\rangle}{\left|\Phi_{2}\right\rangle} \\
& =\operatorname{vsgn}(B)\left(p_{y} \sigma_{y}+p_{z} \sigma_{z}\right) . \tag{2.53}
\end{align*}
$$

The dispersion relations become $\epsilon_{p, \pm}= \pm v p$ with $p=\sqrt{p_{y}^{2}+p_{z}^{2}}$. In this way we have an effective model for a single Dirac cone of the surface states, as plotted in Fig. 2.4. Note that $\sigma_{i}$ in the Hamiltonian is not a real spin, which is determined by two states at $p_{y}=p_{z}=0$. In some systems, $\left|\Psi_{1}\right\rangle$ and $\left|\Psi_{2}\right\rangle$ are almost polarized along the $z$-direction of electron spin. In this sense the Pauli matrices in Eq. (2.51) may be regarded approximately as a real spin.

The exact solutions of the surface states to this three-dimensional equation with the boundary are

$$
\begin{equation*}
\Psi_{ \pm}=C \Psi_{ \pm}^{0}\left(\mathrm{e}^{-x / \xi_{+}}-\mathrm{e}^{-x / \xi_{-}-}\right) \exp \left[+i\left(p_{y} y+p_{z} z\right) / \hbar\right] \tag{2.54}
\end{equation*}
$$

where

$$
\begin{align*}
& \Psi_{+}^{0}=\left(\begin{array}{c}
\cos \frac{\theta}{2} \operatorname{sgn}(B) \\
-i \sin \frac{\theta}{2} \operatorname{sgn}(B) \\
\sin \frac{\theta}{2} \\
i \cos \frac{\theta}{2}
\end{array}\right),  \tag{2.55a}\\
& \Psi_{-}^{0}=\left(\begin{array}{c}
\sin \frac{\theta}{2} \operatorname{sgn}(B) \\
i \cos \frac{\theta}{2} \operatorname{sgn}(B) \\
-\cos \frac{\theta}{2} \\
i \sin \frac{\theta}{2}
\end{array}\right) \tag{2.55b}
\end{align*}
$$

with the dispersion relation $\epsilon_{p, \pm}= \pm v p \operatorname{sgn}(B) \cdot \tan \theta=p_{y} / p_{z}$. The penetration depth becomes $p$ dependent,

$$
\begin{equation*}
\xi_{ \pm}^{-1}=\frac{v}{2|B| \hbar}\left(1 \pm \sqrt{1-4 m B+4 B^{2} p^{2} / \hbar^{2}}\right) \tag{2.56}
\end{equation*}
$$

### 2.5.4 Generalization to Higher-Dimensional Topological Insulators

The solution can be generalized to higher-dimensional systems. We conclude that there always exist d-dimensional boundary or surface states in the (d+1)dimensional modified Dirac equation when $m B>0$.

### 2.6 Summary

From the solutions of the modified Dirac equation, we found that under the condition of $m B>0$,

- In one dimension, there exists bound state of zero energy near the ends.
- In two dimensions, there exists helical edge states near the edge.
- In three dimensions, there exists surface states near the surface.
- In higher dimensions, there always exists higher dimensional boundary state.

From the solutions of the bound states near the boundary and the calculation of $\mathrm{Z}_{2}$ index, we conclude that the modified Dirac equation can provide a description of a large class of topological insulators from one to higher dimensions.

### 2.7 Further Reading

- J.D. Bjorken, S.D. Drell, Relativistic Quantum Mechanics (MaGraw-Hill, New York, 1964)
- P.A.M. Dirac, Principles of Quantum Mechanics, 4th edn. (Clarendon, Oxford, 1982)
- S.Q. Shen, W.Y. Shan, H.Z. Lu, Topological insulator and the Dirac equation. SPIN 1, 33 (2011)
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## Chapter 3 <br> Minimal Lattice Model for Topological Insulator


#### Abstract

A lattice model can be mapped into a continuous one near the critical point of topological quantum phase transition. Topology of a lattice model remains unchanged if no energy gap in the band structure closes and reopens.


Keywords The lattice model - Band gap • Parity - Time reversal invariant momentum

### 3.1 Tight Binding Approximation

A tight binding model is extensively used to describe the band structure of electrons in solids. A schematic in Fig. 3.1 depicts the formation of the tight binding lattice from the point of view of atom physics. Consider an isolated atom, say the hydrogen atom. In quantum mechanics, an electron rotates around the nuclei in the Coulomb interaction and forms a series of discrete energy levels or orbits, $E_{n}=-e^{2} /\left(8 \pi \epsilon_{0} n^{2} a_{0}\right)$ where $a_{0}=4 \pi \epsilon_{0} \hbar^{2} /\left(m_{e} e^{2}\right)$ is the Bohr radius and $n$ is an integer. The ground state energy is $E_{n=1}=-13.6 \mathrm{eV}$, and the radius of the orbit is $a_{0}=0.529 \AA$. The energy of the first excited state is $E_{n=2}=-3.4 \mathrm{eV}$. The energy difference between the two states is about -10.2 eV , which is very large in a solid. Thus, it is a good approximation to consider only the ground state of electron at low temperatures. When two atoms get closer, the orbits of two electrons of different atoms may overlap in space. As a result, electron of one atom has a probability to jump into the orbit of another atom. Since the electron is mainly localized around the original nuclei, the probability of the electron tunneling from one atom to another is still quite tiny. The picture can be generalized to a lattice system consisting of atoms: the electrons move from one atom to another one and form energy bands.


Fig. 3.1 A schematic which explains the tight binding approximation. (a) A single atom with discrete orbits for electron. (b) When atoms get together to form a solid, the wave functions of two orbits (black) of adjunct atoms overlap in space. (c) If the overlap of the orbits is small, the electrons are still regarded to be almost localized around the original orbits but have a tiny probability to tunnel to the adjunct orbits to form an energy band

In the second quantization, an effective model Hamiltonian is written as

$$
\begin{equation*}
H=\sum_{i, \sigma=\uparrow, \downarrow} \epsilon_{0} c_{i, \sigma}^{\dagger} c_{i, \sigma}-\sum_{\langle i, j\rangle, \sigma=\uparrow, \downarrow} t_{i j} c_{i, \sigma}^{\dagger} c_{j, \sigma}, \tag{3.1}
\end{equation*}
$$

where the summation $i$ runs over all the lattice sites and $\sigma=\uparrow, \downarrow$ represents for the electron spin-up and spin-down, respectively. $c_{i, \sigma}^{\dagger}$ and $c_{i, \sigma}$ are the creation and annihilation operators of electron with spin $\sigma$ at site $i$, respectively, obeying the anticommutation relation, $c_{i, \sigma}^{\dagger} c_{j, \sigma^{\prime}}+c_{j, \sigma^{\prime}} c_{i, \sigma}^{\dagger}=\delta_{\sigma \sigma^{\prime}} \delta_{i j}$. It is required that $c_{i, \sigma}|0\rangle=0 . t_{i j}$ describes the hopping amplitude of electron jumping from site $i$ to site $j$.

For a ring of one-dimensional lattice with $N$ lattice sites or a one-dimensional lattice with a periodic boundary condition, we take $c_{i, \sigma}=c_{i+N, \sigma}$. For simplicity, we just suppose the lattice is translationally invariant by taking $t_{i j}=t$ for a pair of nearest neighbor lattice sites. Performing the Fourier transformation,

$$
\begin{align*}
& c_{i . \sigma}=\frac{1}{\sqrt{N a}} \sum_{k_{n}} \mathrm{e}^{i k_{n} R_{i}} c_{k_{n}, \sigma},  \tag{3.2a}\\
& c_{i . \sigma}^{\dagger}=\frac{1}{\sqrt{N a}} \sum_{k_{n}} \mathrm{e}^{-i k_{n} R_{i}} c_{k_{n}, \sigma}^{\dagger}, \tag{3.2b}
\end{align*}
$$

and the periodic boundary condition gives $\mathrm{e}^{i k_{n} R_{i}}=\mathrm{e}^{i k_{n}\left(R_{i}+N a\right)}$ and $k_{n}=2 n \pi / N a$ ( $n=0,1, \ldots, N-1$ ). In this way, the Hamiltonian can be diagonalized

$$
\begin{equation*}
H=\sum_{k_{n}} \epsilon\left(k_{n}\right) c_{k_{n}, \sigma}^{\dagger} c_{k_{n}, \sigma} \tag{3.3}
\end{equation*}
$$

with the dispersion $\epsilon\left(k_{n}\right)=\epsilon_{0}-2 t \cos k_{n} a$. Notice that for $\mathrm{K}=2 \pi / a, \epsilon\left(k_{n}+\mathrm{K}\right)=$ $\epsilon\left(k_{n}\right)$. For a very large $N, k_{n} a$ can be taken to be continuous from 0 to $2 \pi$, and K is called the reciprocal lattice vector.

The approach can be generalized to two and three dimensions. The reciprocal lattice vector can be defined for the purpose of the Fourier transformation from the real space to the momentum space. In a three-dimensional lattice with the lattice space $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$, the reciprocal lattice vectors are given by

$$
\begin{align*}
& \mathbf{K}_{a}=2 \pi \frac{\mathbf{b} \times \mathbf{c}}{\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})},  \tag{3.4a}\\
& \mathbf{K}_{b}=2 \pi \frac{\mathbf{c} \times \mathbf{a}}{\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})},  \tag{3.4b}\\
& \mathbf{K}_{c}=2 \pi \frac{\mathbf{a} \times \mathbf{b}}{\mathbf{a} \cdot(\mathbf{b} \times \mathbf{c})}, \tag{3.4c}
\end{align*}
$$

and $\mathbf{K}_{\alpha} \cdot \mathbf{R}_{\alpha}=2 \pi$ for $\alpha=a, b, c$.

### 3.2 From Continuous to Lattice Model

Usually a continuous model is for low-energy physics in the long wavelength limit. Topology of the band structure should reveal the properties of the whole band structure in the Brillouin zone. In practice, people like to use a lattice model instead of a continuous model to explore the topology of system. A continuous model can be mapped into a lattice model in the tight binding approximation, in which the Brillouin zone is finite. In a d-dimensional hypercubic lattice, one replaces [1],

$$
\begin{align*}
& k_{i} \rightarrow \frac{1}{a} \sin k_{i} a,  \tag{3.5a}\\
& k_{i}^{2} \rightarrow \frac{4}{a^{2}} \sin ^{2} \frac{k_{i} a}{2}=\frac{2}{a^{2}}\left(1-\cos k_{i} a\right), \tag{3.5b}
\end{align*}
$$

which are equal only in the long wavelength limit, that is, $k_{i} a \rightarrow 0$ by using the relation $\sin x \approx x$ for a small $x$. We use $\sin ^{2} \frac{k_{i} a}{2}$ or $\cos k_{i} a$ instead of $\sin ^{2} k_{i} a$ for $k_{i}^{2}$ to avoid long-distance hopping in the effective Hamiltonian. In this way, the hopping terms in the lattice model only exist between the nearest neighbor sites.

Usually there exits the fermion doubling problem in the lattice model for massless Dirac particles. The replacement of $k_{i} \rightarrow \frac{1}{a} \sin k_{i} a$ will cause an additional zero point for $\frac{1}{a} \sin k_{i} a$ at $k_{i} a=\pi$ besides at $k_{i} a=0$. Thus, there exist four Dirac cones in a square lattice at $k=(0,0),(0, \pi / a),(\pi / a, 0)$ and $(\pi / a, \pi / a)$, for a gapless Dirac equation. A large $B$ term removes the zero point at $(\pi / a, \pi / a)$ as $\frac{4 B}{a^{2}} \sin ^{2} \frac{k_{i} a}{2} \rightarrow B k^{2}$. Thus, the lattice model is equivalent to the continuous model only in the condition of a large $B$. Thus, for a finite $B$, the band gap may not open at the $\Gamma$ point in the lattice model because of the competition between the linear term and the quadratic term of $k_{i}$. This fact may lead to a topological transition from a large $B$ to a small $B$. Imura et al. [2] analyzed the two-dimensional case in details and found that there exists a topological transition at a finite value of $B$ in two dimensions. A similar transition will also exist in higher dimensions. Thus, it should be careful when we study the continuous model in a tight binding approximation. However, the topology of the band structure never changes if the energy gap in the band structure does not close and reopen while the model parameters vary continuously.

With this mapping, one obtains a lattice model for topological insulator

$$
\begin{equation*}
H=\frac{\hbar v}{a} \sum_{i=x, y, z} \sin k_{i} a \alpha_{i}+\left(m v^{2}-B \frac{4 \hbar^{2}}{a^{2}} \sum_{i=x, y, z} \sin ^{2} \frac{k_{i} a}{2}\right) \beta . \tag{3.6}
\end{equation*}
$$

The energy dispersions for this system are

$$
\begin{equation*}
E_{k, \pm}= \pm \sqrt{\frac{\hbar^{2} v^{2}}{a^{2}} \sum_{i=x, y, z} \sin ^{2} k_{i} a+\left(m v^{2}-\frac{4 B \hbar^{2}}{a^{2}} \sum_{i=x, y, z} \sin ^{2} \frac{k_{i} a}{2}\right)^{2}} \tag{3.7}
\end{equation*}
$$

For $m B<0$, there is always an energy gap between the two bands $2|m| v^{2}$. For $m B=0(B \neq 0)$, the energy gap closes at the points $k_{i} a=0$ as $E_{0,+}=E_{0,-}$. For $m B>0$, there exist several gapless points at $m v^{2}=4 B \hbar^{2} / a^{2}$ (in one,
two, and three dimensions), $8 B \hbar^{2} / a^{2}$ (in two and three dimensions), and $12 B \hbar^{2} / a^{2}$ (in three dimensions). We shall show that these are the critical points for topologically quantum phase transition. For simplicity, we take the lattice constant $a=\hbar=1$.

We can perform the Fourier transform to transfer the effective Hamiltonian from the momentum space into the lattice space. In the tight binding approximation, the model Hamiltonian on a hypercubic lattice has the form

$$
\begin{align*}
H= & \sum_{i, n, m} \Delta c_{i, n}^{\dagger} \beta_{n m} c_{i, m}-t \sum_{\langle i, j\rangle,} c_{j, n}^{\dagger} \beta_{n m} c_{i, m} \\
& +i t^{\prime} \sum_{i, a, n, m}\left[c_{i+a, n}^{\dagger}\left(\alpha_{a}\right)_{n m} c_{i, m}-c_{i, n}^{\dagger}\left(\alpha_{a}\right)_{n m} c_{i+a, m}\right] . \tag{3.8}
\end{align*}
$$

Here, $\langle i, j\rangle$ runs over the pairs of nearest neighbor sites. $a=x, y, z$ and $i+a$ represents the lattice site $R_{i}+R_{a} . n, m=1,2, \ldots, D$, where $D$ is the dimension of the Dirac matrices. The relations of the model parameters are

$$
\begin{equation*}
t^{\prime}=\frac{\hbar v}{2 a}=v / 2, \Delta-2 d t=m v^{2}, t=-B \hbar^{2} / a^{2}=-B . \tag{3.9}
\end{equation*}
$$

Denote $\left(c_{i, 1}^{\dagger}, c_{i, 2}^{\dagger}, \ldots, c_{i, D}^{\dagger}\right)$ by $c_{i}^{\dagger}$. In this way, the equation can be written in a compact form

$$
\begin{equation*}
H=\sum_{i} \Delta c_{i}^{\dagger} \beta c_{i}-t \sum_{\langle i, j\rangle,} c_{j}^{\dagger} \beta c_{i}+i t^{\prime} \sum_{i, a}\left[c_{i+a}^{\dagger} \alpha_{a} c_{i}-c_{i}^{\dagger} \alpha_{a} c_{i+a}\right] \tag{3.10}
\end{equation*}
$$

### 3.3 One-Dimensional Lattice Model

Consider a one-dimensional lattice model:

$$
\begin{align*}
H= & \Delta \sum_{j=1}^{N} c_{j}^{\dagger} \sigma_{z} c_{j}-t \sum_{, j=1}^{N-1}\left(c_{j+1}^{\dagger} \sigma_{z} c_{j}+c_{j}^{\dagger} \sigma_{z} c_{j+1}\right) \\
& +i t^{\prime} \sum_{j=1}^{N-1}\left(c_{j+1}^{\dagger} \sigma_{x} c_{j}-c_{j}^{\dagger} \sigma_{x} c_{j+1}\right), \tag{3.11}
\end{align*}
$$

where $c_{j}^{\dagger}=\left(c_{j, \uparrow}^{\dagger}, c_{j, \downarrow}^{\dagger}\right)$. To find the end state, we adopt the open boundary condition. We choose $\left(c_{1}^{\dagger}, c_{2}^{\dagger}, \ldots, c_{N}^{\dagger}\right)$ as the basis. The Hamiltonian can be written in the form of matrix,

$$
H=\left(\begin{array}{cccccc}
\Delta \sigma_{z} & T & 0 & 0 & \cdots & 0  \tag{3.12}\\
T^{\dagger} & \Delta \sigma_{z} & T & 0 & \cdots & 0 \\
0 & T^{\dagger} & \Delta \sigma_{z} & T & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & T^{\dagger} & \Delta \sigma_{z} & T \\
0 & 0 & 0 & 0 & T^{\dagger} & \Delta \sigma_{z}
\end{array}\right),
$$

where $T=-t \sigma_{z}-i t^{\prime} \sigma_{x}$. Since $\sigma_{x}$ and $\sigma_{z}$ are $2 \times 2$ matrices, the Hamiltonian is a $2 N \times 2 N$ square matrix.

Here, we present a solution for $N=+\infty$, that is, a semi-infinite chain with an end at $j=1$. We take the eigenvector for $H$ as $\Psi^{\dagger}=\left(\Psi_{1}^{\dagger}, \Psi_{2}^{\dagger}, \ldots, \Psi_{N}^{\dagger}\right)$. The eigenvalue equation of this problem becomes

$$
\begin{equation*}
\Delta \sigma_{z} \Psi_{j}+T \Psi_{j+1}+T^{+} \Psi_{j-1}=E \Psi_{j} \tag{3.13}
\end{equation*}
$$

for $j=1,2, \ldots$ and $\Psi_{0}=0$. To solve this equation, we set a trial solution,

$$
\begin{equation*}
\Psi_{j+1}=\lambda \Psi_{j}=\lambda^{j+1} \Psi \tag{3.14}
\end{equation*}
$$

Then Eq. (3.13) becomes

$$
\begin{equation*}
\left(\Delta \sigma_{z}+\lambda T+\lambda^{-1} T^{+}\right) \Psi=P \Psi=E \Psi \tag{3.15}
\end{equation*}
$$

where the operator $P=\Delta \sigma_{z}+\lambda T+\lambda^{-1} T^{+} \equiv \gamma \cdot \sigma$ with

$$
\begin{align*}
\gamma_{x} & =-i t^{\prime}\left(\lambda-\lambda^{-1}\right)  \tag{3.16a}\\
\gamma_{y} & =0  \tag{3.16b}\\
\gamma_{z} & =\Delta-\lambda t-t \lambda^{-1} \tag{3.16c}
\end{align*}
$$

In general, the matrix $P$ is non-Hermitian, and one may have two complex eigenvalues for $P$. However, $E$ must be real as the eigenvalue for a physical system. Thus, $P$ should meet one of the conditions:

1. All components of $\gamma$ are real.
2. All nonzero complex components combine to give $E=0$.

The first condition is met when $\gamma=\mathrm{e}^{i k}$, which gives the solution of the bulk band. These solutions are not what we are interested in here. The second condition defines the so-called annihilator. In the present case, if $\gamma_{z}=i s \gamma_{x}(s= \pm 1)$,

$$
\begin{equation*}
P=\gamma_{x}\left(\sigma_{x}+i s \sigma_{z}\right) \tag{3.17}
\end{equation*}
$$

$\Psi=\frac{1}{\sqrt{2}}(1,-i s)^{T}$ satisfies $P \Psi=0$, which is also one of the eigenstates of $\sigma_{y}$ with the eigenvalue $-s$.

Increasing and decreasing operators are defined by $\sigma_{ \pm}=\sigma_{x} \pm i \sigma_{y}$, which satisfy

$$
\begin{align*}
& \sigma_{+}\binom{1}{0}=0 ; \sigma_{+}\binom{0}{1}=2\binom{1}{0},  \tag{3.18a}\\
& \sigma_{-}\binom{0}{1}=0 ; \sigma_{-}\binom{1}{0}=2\binom{0}{1} \tag{3.18b}
\end{align*}
$$

To have a zero-energy mode of $E=0$, one has

$$
\begin{equation*}
\Delta-\lambda t-t \lambda^{-1}=s t^{\prime}\left(\lambda-\lambda^{-1}\right) \tag{3.19}
\end{equation*}
$$

This equation has two roots:

$$
\begin{equation*}
\lambda_{ \pm}(s)=\frac{\Delta}{2\left(t+s t^{\prime}\right)}\left[1 \pm \sqrt{1-\frac{4\left(t^{2}-t^{\prime 2}\right)}{\Delta^{2}}}\right] . \tag{3.20}
\end{equation*}
$$

The solutions for the end state require $\left|\lambda_{ \pm}\right|<1$ as $\Psi_{j} \rightarrow 0$ for a large $j$. Thus,

$$
\begin{equation*}
\lambda_{+} \lambda_{-}=\frac{t-s t^{\prime}}{t+s t^{\prime}}<1 \tag{3.21}
\end{equation*}
$$

which requires $s=\operatorname{sgn}\left(t^{\prime} / t\right)$.
Case I: $\quad \lambda_{ \pm}$are complex for

$$
\begin{equation*}
4\left(t^{2}-t^{\prime 2}\right)>\Delta^{2} \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{+}^{2}\right|=\frac{t-s t^{\prime}}{t+s t^{\prime}}=\frac{1-\left|\frac{t^{\prime}}{t}\right|}{1+\left|\frac{t^{\prime}}{t}\right|} \tag{3.23}
\end{equation*}
$$

Case II: For

$$
\begin{equation*}
4\left(t^{2}-t^{\prime 2}\right)<\Delta^{2} \tag{3.24}
\end{equation*}
$$

we require

$$
\begin{equation*}
\left|\lambda_{ \pm}\right|^{2}=\frac{\Delta^{2}}{4\left(t+s t^{\prime}\right)^{2}}\left[2-\frac{4\left(t^{2}-t^{\prime 2}\right)}{\Delta^{2}} \pm 2 \sqrt{1-\frac{4\left(t^{2}-t^{\prime 2}\right)}{\Delta^{2}}}\right]<1 \tag{3.25}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
4\left(t^{2}-t^{\prime 2}\right)<\Delta^{2}<4 t^{2} \tag{3.26}
\end{equation*}
$$

Thus, the boundary condition of $\Psi_{0}=0$ gives the solution

$$
\begin{equation*}
\Psi_{j}=\left(\lambda_{+}^{j}-\lambda_{-}^{j}\right) \Psi \tag{3.27}
\end{equation*}
$$

which does not vanish at the boundary at $j=1$.
A special case: there are two exact solutions of this lattice model at $\Delta=0$ and $t=t^{\prime}$. In this case, we have the solutions

$$
\Psi_{L}=\left(\begin{array}{c}
\varphi_{1}  \tag{3.28}\\
0 \\
\vdots \\
0
\end{array}\right), \Psi_{R}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
\varphi_{N}
\end{array}\right)
$$

with

$$
\begin{align*}
T^{\dagger} \varphi_{1} & =-t\left(\sigma_{z}-i \sigma_{x}\right) \varphi_{1}=0  \tag{3.29a}\\
T \varphi_{N} & =-t\left(\sigma_{z}+i \sigma_{x}\right) \varphi_{N}=0 \tag{3.29b}
\end{align*}
$$

and

$$
\begin{equation*}
\varphi_{1}=\frac{1}{\sqrt{2}}\binom{1}{-i}, \varphi_{N}=\frac{1}{\sqrt{2}}\binom{1}{+i} . \tag{3.30}
\end{equation*}
$$

These two solutions are located at two ends, and the energy eigenvalues are 0 . As the two solutions are degenerate, a linear combination of these two solutions is also the solution for the lattice model.

### 3.4 Two-Dimensional Lattice Model

### 3.4.1 Integer Quantum Hall Effect

In two dimensions, the lattice model on a square lattice can be written as

$$
\begin{equation*}
H=\mathbf{d}(\mathbf{k}) \cdot \sigma \tag{3.31}
\end{equation*}
$$

where

$$
\begin{align*}
& d_{x}=A \sin k_{x} a  \tag{3.32a}\\
& d_{y}=A \sin k_{y} a  \tag{3.32b}\\
& d_{z}=\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}-4 B \sin ^{2} \frac{k_{y} a}{2} \tag{3.32c}
\end{align*}
$$

One can regard this model as a quantum spin- $\frac{1}{2}$ in an effective magnetic field, $\mathbf{d}(k)$. The dispersion relations are

$$
\begin{equation*}
E_{k, \pm}= \pm|\mathbf{d}(\mathbf{k})| . \tag{3.33}
\end{equation*}
$$

The zero points of the dispersion are determined by a set of equations

$$
\begin{align*}
\sin ^{2} k_{x} a & =\sin ^{2} k_{x} a=0,  \tag{3.34a}\\
\Delta & =4 B \sin ^{2} \frac{k_{x} a}{2}+4 B \sin ^{2} \frac{k_{y} a}{2} . \tag{3.34b}
\end{align*}
$$

There are three solutions: (1) $\Delta=0$ with ( $k_{x} a=0, k_{y} a=0$ ); (2) $\Delta=4 B$ with ( $k_{x} a=0, k_{y} a=\pi$ ) or ( $k_{x} a=\pi, k_{y} a=0$ ); and (3) $\Delta=8 B$ with ( $k_{x} a=\pi$, $\left.k_{y} a=\pi\right)$. Thus, the energy gap closes and reopens near these points. We shall see that topological quantum phase transition will occur at the points (1) $\Delta=0$, (2) $\Delta=4 B$, and (3) $\Delta=8 B$.

To have a solution of edge state, we may take a geometry of ribbon. Along the $x$ direction, we adopt the periodic boundary condition such that $k_{x}$ is a good quantum number. Along the $y$-direction, we adopt an open boundary condition. Performing the partial Fourier transformation only for the $x$-direction, the problem is reduced to a one-dimensional one as $k_{x}$ is regarded as a variable.

$$
\begin{align*}
H\left(k_{x}\right)= & \sum_{j=1}^{N} c_{k_{x}, j}^{\dagger} h_{j, j}\left(k_{x}\right) c_{k_{x}, j} \\
& +\sum_{j=1}^{N-1}\left[c_{k_{x}, j}^{\dagger} h_{j, j+1}\left(k_{x}\right) c_{k_{x}, j+1}+c_{k_{x}, j+1}^{\dagger} h_{j+1, j}\left(k_{x}\right) c_{k_{x}, j}\right] \tag{3.35}
\end{align*}
$$

where

$$
\begin{align*}
h_{j, j}\left(k_{x}\right) & =A \sin k_{x} \sigma_{x}+\left(\Delta-2 B-4 B \sin ^{2} \frac{k_{x} a}{2}\right) \sigma_{z}  \tag{3.36a}\\
h_{j, j+1}\left(k_{x}\right) & =B \sigma_{z}-\frac{i}{2} A \sigma_{y},  \tag{3.36b}\\
h_{j+1, j}\left(k_{x}\right) & =h_{j, j+1}^{\dagger}\left(k_{x}\right)=B \sigma_{z}+\frac{i}{2} A \sigma_{y} . \tag{3.36c}
\end{align*}
$$

The problem to find the solution of the edge state is reduced to one as in one dimension for a specific $k_{x}$. One can solve it following the method introduced in the preceding section. This model can also be solved numerically.

### 3.4.2 Quantum Spin Hall Effect

Combination of two $2 \times 2$ modified Dirac models can generate an effective model for the quantum spin Hall effect. Under the time reversal $\Theta=i \sigma_{y} K$,

$$
\begin{equation*}
k_{i} \longrightarrow-k_{i}, \sigma_{i} \longrightarrow-\sigma_{i} \tag{3.37}
\end{equation*}
$$

we have

$$
\begin{align*}
\Theta \mathbf{d}(-\mathbf{k}) \cdot \sigma \Theta^{-1}= & -\mathbf{d}(-\mathbf{k}) \cdot \sigma \\
= & A \sigma_{x} \sin k_{x} a+A \sigma_{y} \sin k_{y} a \\
& -\sigma_{z}\left(\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}-4 B \sin ^{2} \frac{k_{y} a}{2}\right) . \tag{3.38}
\end{align*}
$$

We set $\mathbf{d}(\mathbf{k}) \cdot \sigma$ for "spin-up" sector and then $-\mathbf{d}(-\mathbf{k}) \cdot \sigma$ for "spin-down" sector. In this way, we obtain an effective Hamiltonian in a $4 \times 4$ matrix:

$$
\begin{align*}
H_{Q S H E}= & \left(\begin{array}{cc}
\mathbf{d}(\mathbf{k}) \cdot \sigma & 0 \\
0 & -\mathbf{d}(-\mathbf{k}) \cdot \sigma
\end{array}\right) \\
= & A \sin k_{x} a \sigma_{x} \otimes s_{0}+A \sin k_{y} a \sigma_{y} \otimes s_{0} \\
& +\left(\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}-4 B \sin ^{2} \frac{k_{y} a}{2}\right) \sigma_{z} \otimes s_{z}, \tag{3.39}
\end{align*}
$$

where $s_{0}$ is a $2 \times 2$ identity matrix and $s_{z}$ is the Pauli matrix for spin index. More terms can be introduced, such as the spin-orbit coupling which appears as an offdiagonal term in the matrix to couple the spin-up and spin-down. In this way, $S_{z}$ is no longer conserved. However, the edge states may persist. This can be checked numerically.

### 3.5 Three-Dimensional Lattice Model

The lattice model on a cubic lattice is

$$
\begin{equation*}
H=A \sum_{i=x, y, z} \alpha_{i} \sin k_{i} a+\beta\left(\Delta-4 B \sum_{i=x, y, z} \sin ^{2} \frac{k_{i} a}{2}\right) . \tag{3.40}
\end{equation*}
$$

Its dispersions are

$$
\begin{align*}
E_{k, \pm} & = \pm|\mathbf{d}(\mathbf{k})| \\
& = \pm \sqrt{A^{2} \sum_{i=x, y, z} \sin ^{2} k_{i} a+\left(\Delta-4 B \sum_{i=x, y, z} \sin ^{2} \frac{k_{i} a}{2}\right)^{2}} . \tag{3.41}
\end{align*}
$$

The zero points of the dispersion are determined by a set of equations

$$
\begin{gather*}
\sin ^{2} k_{x} a=\sin ^{2} k_{y} a=\sin ^{2} k_{z} a=0,  \tag{3.42a}\\
\Delta=4 B \sin ^{2} \frac{k_{x} a}{2}+4 B \sin ^{2} \frac{k_{y} a}{2}+4 B \sin ^{2} \frac{k_{z} a}{2} . \tag{3.42b}
\end{gather*}
$$

There are three solutions at $\Delta=0, \Delta=4 B, \Delta=8 B$, and $\Delta=12 B$. The topological nontrivial regions are $0<\Delta / B<4$ and $8<\Delta / B<12$. Topological quantum phase transition occurs at the points of $\Delta=0$ and $\Delta / B=4,8$, and 12.

To find the solution of the surface states, we consider a semi-infinite $x-y$ plane. In this case, the $k_{x}$ and $k_{y}$ are still good quantum numbers. In this case, performing the partial Fourier transformation for the $x$ - and $y$-axis,

$$
\begin{align*}
& c_{k_{x}, k_{y}, j_{z}}=\frac{1}{\sqrt{N_{x} N_{y}}} \sum_{j_{x}, j_{y}} c_{j_{x}, j_{y}, j_{z}} \exp \left[i\left(k_{x} j_{x}+k_{y} j_{y}\right)\right],  \tag{3.43a}\\
& c_{j_{x}, j_{y}, j_{z}}=\frac{1}{\sqrt{N_{x} N_{y}}} \sum_{k_{x}, k_{y}} c_{k_{x}, k_{y}, j_{z},} \exp \left[-i\left(k_{x} j_{x}+k_{y} j_{y}\right)\right], \tag{3.43b}
\end{align*}
$$

we have a one-dimensional effective Hamiltonian along the $z$-axis

$$
\begin{align*}
H\left(k_{x}, k_{y}\right)= & \sum_{i} c_{k_{x}, k_{y}, j_{z}}^{\dagger} \epsilon\left(k_{x}, k_{y}\right) c_{k_{x}, k_{y}, j_{z}} \\
& +\sum_{i} c_{k_{x}, k_{y}, j_{z}+1}^{\dagger}\left(i \frac{A}{2} \alpha_{z}-2 B \beta\right) c_{k_{x}, k_{y}, j_{z}}+\text { h.c. } \tag{3.44}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon\left(k_{x}, k_{y}\right)=\left(A \sin k_{x} \alpha_{x}+A \sin k_{y} \alpha_{y}\right)+\left(\Delta-2 B-4 B \sum_{i=x, y} \sin ^{2} \frac{k_{i} a}{2}\right) \beta . \tag{3.45}
\end{equation*}
$$

Here, $c_{k_{x}, k_{y}, j_{z}}$ is a four-component spinor. One can find the surface state solution by means of exact diagonalization.

### 3.6 Parity at the Time Reversal Invariant Momenta

We have constructed a lattice model by mapping the continuous model onto a lattice model. In the continuous model, the energy gap of the conduction and valence band opens near $k=0$. In the mapping, $k$ is replaced by $\frac{1}{a} \sin k a$. Since $\sin k a$ has two zero points at $k a=0$ and $k a=\pi$, this property may make the two models topologically distinct. The topology of a system should be determined by the band structure of the whole Brillouin zone, not simply by the asymptotic behavior near a single point. In this section, we calculate the parity of the eigenstates at time reversal invariant momenta, which may reveal whether the lattice model is topologically trivial or nontrivial. We shall find that the parity of the eigenstates will change when the energy gap between the two bands closes and reopens, which accompanies a topological quantum phase transition. Readers can come back to this section after reading Chap. 4.

The parity operation $\pi$ changes a right-handed system into a left-handed system:

$$
\begin{align*}
\pi^{\dagger} \mathbf{x} \pi & =-\mathbf{x},  \tag{3.46a}\\
\pi^{\dagger} \mathbf{p} \pi & =-\mathbf{p} . \tag{3.46b}
\end{align*}
$$

$\pi$ is not only unitary but also Hermitian:

$$
\begin{equation*}
\pi^{\dagger}=\pi^{-1}=\pi \tag{3.47}
\end{equation*}
$$

and $\pi^{2}=1$. Hence, its eigenvalue is either +1 or -1 . For a system with a parity symmetry, the energy eigenstates must be symmetric $(+1)$ or antisymmetric $(-1)$ :

$$
\begin{equation*}
\pi \phi(\mathbf{x})=\phi(-\mathbf{x})= \pm \phi(\mathbf{x}) \tag{3.48}
\end{equation*}
$$

if they are nondegenerate. In the Dirac equation, the full parity operator $P$ needs to be augmented with a unitary operator $\beta$ [3]:

$$
\begin{equation*}
P=\pi \beta \tag{3.49}
\end{equation*}
$$

such that

$$
\begin{equation*}
P \alpha_{i} P=-\alpha_{i}, P \beta P=\beta \tag{3.50}
\end{equation*}
$$

In this way, the Dirac equation is invariant under parity $P$.

### 3.6.1 One-Dimensional Lattice Model

We begin with the one-dimensional lattice model,

$$
\begin{equation*}
H=A \sin k_{x} a \alpha_{x}+\left(\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}\right) \beta \tag{3.51}
\end{equation*}
$$

The eigenvalues are doubly degenerate:

$$
\begin{equation*}
E_{ \pm}= \pm \sqrt{A^{2} \sin ^{2} k_{x} a+\left(\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}\right)^{2}} \tag{3.52}
\end{equation*}
$$

Suppose the Fermi energy is zero. Then two occupied states have the negative energy and are time reversal partners with each other:

$$
\psi_{1}=\left(\begin{array}{c}
-\frac{A \sin k_{x} a}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}\right)}}  \tag{3.53}\\
0 \\
0 \\
\frac{\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}+E_{+}}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B \sin ^{2} \frac{k_{x} a}{2}\right)}}
\end{array}\right)
$$

and

$$
\begin{equation*}
\psi_{2}=\Theta \psi_{1} \tag{3.54}
\end{equation*}
$$

where $\Theta$ is the time reversal operator. (See Appendix B.2).
The system is invariant under parity $P$ since

$$
\begin{equation*}
P H(k)=H(-k) P \tag{3.55}
\end{equation*}
$$

Note that $k$ is now a good quantum number, not an operator. From this relation, two time reversal invariant momenta can be defined:

$$
\begin{equation*}
P H\left(\Gamma_{i}\right)=H\left(\Gamma_{i}\right) P . \tag{3.56}
\end{equation*}
$$

In one dimension, one is $\Gamma_{1}=0$ :

$$
\begin{equation*}
P H\left(\Gamma_{1}=0\right)=H\left(-\Gamma_{1}\right) P \tag{3.57}
\end{equation*}
$$

and the other is $\Gamma_{2}=\frac{1}{2} K=\frac{\pi}{a}$ ( $K$ is the reciprocal lattice vector):

$$
\begin{equation*}
P H\left(\Gamma_{2}\right)=H\left(-\Gamma_{2}+K\right) P . \tag{3.58}
\end{equation*}
$$

We calculate the eigenvalue of the parity of the state $\left|\psi_{1}\right\rangle$ :

$$
\begin{equation*}
\left.\delta\right|_{k=\Gamma_{i}}=\left\langle\psi_{1}\right| P\left|\psi_{1}\right\rangle=\operatorname{sgn}\left(-\Delta+4 B \sin ^{2} \frac{\Gamma_{i} a}{2}\right) . \tag{3.59}
\end{equation*}
$$

At the two time reversal invariant points, we have

$$
\begin{align*}
& \left.\delta\right|_{k a=0}=\operatorname{sgn}(-\Delta)  \tag{3.60a}\\
& \left.\delta\right|_{k a=\pi}=\operatorname{sgn}(-\Delta+4 B) \tag{3.60b}
\end{align*}
$$

We notice that the parity changes sign at the points of $\Delta=0$ and $\Delta=4 B$, where the energy gap closes. The $Z_{2}$ index $v$ is determined by

$$
\begin{equation*}
(-1)^{\nu}=\left.\left.\delta\right|_{k a=0} \delta\right|_{k a=\pi}=\operatorname{sgn}(\Delta) \operatorname{sgn}(\Delta-4 B) \tag{3.61}
\end{equation*}
$$

Thus, there are two distinct values of $(-1)^{v},+1$ or -1 . Correspondingly, $v=0$ or 1 . Therefore, for $0<\Delta^{2}<4 \Delta B$, the $\mathrm{Z}_{2}$ index

$$
\begin{equation*}
v=1 \tag{3.62}
\end{equation*}
$$

which shows that the system is topologically nontrivial.

### 3.6.2 Two-Dimensional Lattice Model

For a two-dimensional lattice model,

$$
\begin{equation*}
H=A \sum_{i=x, y} \sin k_{i} a \alpha_{i}+\left(\Delta-4 B \sum_{i=x, y} \sin ^{2} \frac{k_{i} a}{2}\right) \beta \tag{3.63}
\end{equation*}
$$

The two energy eigenstates with the negative energy are

$$
\psi_{1}=\left(\begin{array}{c}
\frac{-A\left(\sin k_{x} a-i \sin k_{y} a\right)}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B\left(\sin ^{2} \frac{k_{x} a}{2}+\sin ^{2} \frac{k_{y} a}{2}\right)\right)}}  \tag{3.64}\\
0 \\
0 \\
\frac{\Delta-4 B\left(\sin ^{2} \frac{k_{x} a}{2}+\sin ^{2} \frac{k_{y} a}{2}\right)+E_{+}}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B\left(\sin ^{2} \frac{k_{x} a}{2}+\sin ^{2} \frac{k_{y} a}{2}\right)\right)}}
\end{array}\right)
$$

and

$$
\begin{equation*}
\psi_{2}=\Theta \psi_{1} \tag{3.65}
\end{equation*}
$$

The corresponding energy eigenvalue is

$$
\begin{equation*}
E_{-}=-\sqrt{A^{2} \sum_{i=x, y} \sin ^{2} k_{i} a+\left(\Delta-4 B \sum_{i=x, y} \sin ^{2} \frac{k_{i} a}{2}\right)^{2}} \tag{3.66}
\end{equation*}
$$

The parity or the $\delta$ quantity at the time reversal invariant momenta is

$$
\begin{equation*}
\left.\delta\right|_{k=\Gamma_{i}}=\left\langle\psi_{1}\right| P\left|\psi_{1}\right\rangle=\operatorname{sgn}\left(-\Delta+4 B \sum_{i=x, y} \sin ^{2} \frac{\Gamma_{i} a}{2}\right) . \tag{3.67}
\end{equation*}
$$

In two dimensions, there are the four time reversal invariant momenta, $\Gamma_{i} a=(0,0)$, $\Gamma_{i} a=(0, \pi), \Gamma_{i} a=(\pi, 0)$, and $\Gamma_{i} a=(\pi, \pi)$. At these points, the parity of the state $\psi_{1}$ is

$$
\begin{align*}
& \left.\delta\right|_{\Gamma_{i} a=(0,0)}=-\operatorname{sgn}(\Delta),  \tag{3.68a}\\
& \left.\delta\right|_{\Gamma_{i} a=(0, \pi)}=\operatorname{sgn}(-\Delta+4 B),  \tag{3.68b}\\
& \left.\delta\right|_{\Gamma_{i} a=(\pi, 0)}=\operatorname{sgn}(-\Delta+4 B),  \tag{3.68c}\\
& \left.\delta\right|_{\Gamma_{i} a=(\pi, \pi)}=\operatorname{sgn}(-\Delta+8 B) . \tag{3.68d}
\end{align*}
$$

As a result,

$$
\begin{equation*}
(-1)^{\nu}=\operatorname{sgn}(\Delta)[\operatorname{sgn}(-\Delta+4 B)]^{2} \operatorname{sgn}(\Delta-8 B) . \tag{3.69}
\end{equation*}
$$

Therefore, we have a nontrivial index

$$
\begin{equation*}
v=1 \tag{3.70}
\end{equation*}
$$

for $0<\Delta^{2}<8 \Delta B$.
However, it is noted that $\left.\delta\right|_{k a=(0, \pi)}=\left.\delta\right|_{k a=(\pi, 0)}$ discontinues at $\Delta=4 B$. Although the index is equal to 1 near the point, there exists a topological quantum phase transition. Both phases are topologically nontrivial. Accompanying the transition, the spin current around the boundary will change its sign.

### 3.6.3 Three-Dimensional Lattice Model

For a three-dimensional lattice model,

$$
\begin{equation*}
H=A \sum_{\alpha=x, y, z} \sin k_{\alpha} a \alpha_{\alpha}+\left(\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}\right) \beta \tag{3.71}
\end{equation*}
$$

The two energy eigenstates are

$$
\psi_{1}=\left(\begin{array}{c}
\frac{-A\left(\sin k_{x} a-i \sin k_{y} a\right)}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}\right)}}  \tag{3.72}\\
\frac{A \sin k_{z}}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}\right)}} \\
0 \\
\frac{\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}+E_{+}}{\sqrt{2 E_{+}\left(E_{+}+\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}\right)}}
\end{array}\right)
$$

and

$$
\begin{equation*}
\psi_{2}=\Theta \psi_{1} \tag{3.73}
\end{equation*}
$$

The corresponding negative energy is

$$
\begin{equation*}
E_{-}=-\sqrt{A^{2} \sum_{\alpha=x, y, z} \sin ^{2} k_{\alpha} a+\left(\Delta-4 B \sum_{\alpha=x, y, z} \sin ^{2} \frac{k_{\alpha} a}{2}\right)^{2}} . \tag{3.74}
\end{equation*}
$$

The parity at the time reversal invariant momenta is

$$
\begin{equation*}
\left.\delta\right|_{k=\Gamma_{i}}=\left\langle\psi_{1}\right| P\left|\psi_{1}\right\rangle=\operatorname{sgn}\left(-\Delta+\sum_{\alpha=x, y, z} 4 B \sin ^{2} \frac{\Gamma_{\alpha} a}{2}\right) . \tag{3.75}
\end{equation*}
$$

At the eight time reversal invariant points,

$$
\begin{align*}
& \left.\delta\right|_{\Gamma_{i} a=(0,0,0)}=-\operatorname{sgn}(\Delta),  \tag{3.76a}\\
& \left.\delta\right|_{\Gamma_{i} a=(0,0, \pi)}=\left.\delta\right|_{\Gamma_{i} a=(0, \pi, 0)}=\left.\delta\right|_{\Gamma_{i} a=(\pi, 0,0)}=\operatorname{sgn}(-\Delta+4 B),  \tag{3.76b}\\
& \left.\delta\right|_{\Gamma_{i} a=(0, \pi, \pi)}=\left.\delta\right|_{\Gamma_{i} a=(\pi, \pi, 0)}=\left.\delta\right|_{\Gamma_{i} a=(\pi, 0, \pi)}=\operatorname{sgn}(-\Delta+8 B),  \tag{3.76c}\\
& \left.\delta\right|_{\Gamma_{i} a=(\pi, \pi, \pi)}=\operatorname{sgn}(-\Delta+12 B) . \tag{3.76d}
\end{align*}
$$

For $k_{x}=0$,

$$
\begin{align*}
(-1)^{\nu_{1}} & =\left.\left.\left.\left.\delta\right|_{\Gamma_{i} a=(0,0,0)} \delta\right|_{\Gamma_{i} a=(0,0, \pi)} \delta\right|_{\Gamma_{i} a=(0, \pi, 0)} \delta\right|_{\Gamma_{i} a=(0, \pi, \pi)} \\
& =\operatorname{sgn}(\Delta) \operatorname{sgn}(\Delta-8 B) . \tag{3.77}
\end{align*}
$$

For $k_{y}=0$,

$$
\begin{align*}
(-1)^{\nu_{2}} & =\left.\left.\left.\left.\delta\right|_{\Gamma_{i} a=(0,0,0)} \delta\right|_{\Gamma_{i} a=(0,0, \pi)} \delta\right|_{\Gamma_{i} a=(\pi, 0,0)} \delta\right|_{\Gamma_{i} a=(\pi, 0, \pi)} \\
& =\operatorname{sgn}(\Delta) \operatorname{sgn}(\Delta-8 B) . \tag{3.78}
\end{align*}
$$

For $k_{z}=0$,

$$
\begin{align*}
(-1)^{\nu_{3}} & =\left.\left.\left.\left.\delta\right|_{\Gamma_{i} a=(0,0,0)} \delta\right|_{\Gamma_{i} a=(0, \pi, 0)} \delta\right|_{\Gamma_{i} a=(\pi, 0,0)} \delta\right|_{\Gamma_{i} a=(\pi, \pi, 0)} \\
& =\operatorname{sgn}(\Delta) \operatorname{sgn}(\Delta-8 B) . \tag{3.79}
\end{align*}
$$

For $k_{x} a=\pi$,

$$
\begin{align*}
(-1)^{v_{1}^{\prime}} & =\left.\left.\left.\left.\delta\right|_{\Gamma_{i} a=(\pi, 0,0)} \delta\right|_{\Gamma_{i} a=(\pi, 0, \pi)} \delta\right|_{\Gamma_{i} a=(\pi, \pi, 0)} \delta\right|_{\Gamma_{i} a=(\pi, \pi, \pi)} \\
& =\operatorname{sgn}(\Delta-4 B) \operatorname{sgn}(\Delta-12 B) . \tag{3.80}
\end{align*}
$$

The prime index $v_{0}$ is determined by the product of parities at the eight time reversal invariant points.

$$
\begin{align*}
(-1)^{\nu_{0}} & =\prod_{i} \delta_{i}=(-1)^{v_{1}+v_{1}^{\prime}} \\
& =\operatorname{sgn}(\Delta) \operatorname{sgn}(\Delta-4 B) \operatorname{sgn}(\Delta-8 B) \operatorname{sgn}(\Delta-12 B) . \tag{3.81}
\end{align*}
$$

Thus, for $B>0$,

$$
\begin{align*}
& \left(v_{0} ; v_{1}, v_{2}, v_{3}\right)=(0 ; 0,0,0), \text { for } \Delta<0,  \tag{3.82}\\
& \left(v_{0} ; v_{1}, v_{2}, v_{3}\right)=(1 ; 1,1,1), \text { for } 0<\Delta<4 B,  \tag{3.83}\\
& \left(v_{0} ; v_{1}, v_{2}, v_{3}\right)=(0 ; 1,1,1), \text { for } 4 B<\Delta<8 B,  \tag{3.84}\\
& \left(v_{0} ; v_{1}, v_{2}, v_{3}\right)=(1 ; 0,0,0), \text { for } 8 B<\Delta<12 B,  \tag{3.85}\\
& \left(v_{0} ; v_{1}, v_{2}, v_{3}\right)=(0 ; 0,0,0), \text { for } \Delta>12 B . \tag{3.86}
\end{align*}
$$

The system is topologically nontrivial only if $0<\Delta<4 B$ and $8 B<\Delta<12 B$.

### 3.7 Summary

In summary, a minimal lattice model for topological insulator is established in one, two, and three dimensions. According to the parity of the eigenstates at the time reversal invariant momenta, we conclude that (suppose $B$ positive)

1. In one dimension, it is topologically nontrivial for $0<\Delta<4 B$.
2. In two dimensions, it is topologically nontrivial for $0<\Delta<4 B$ and $4 B<\Delta<$ $8 B$.
3. In three dimensions, it is topologically nontrivial for $0<\Delta<4 B$ and $8 B<$ $\Delta<12 B$.
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## Chapter 4 <br> Topological Invariants


#### Abstract

There are two classes of topological invariants for topological insulators. One is characterized by the elements of the group Z, which consists of all integers. For example, the integer quantum Hall effect is characterized by an integer $n$, that is, the filling factor of electrons. The other is by the elements of the group $\mathrm{Z}_{2}$, which consists of 0 and 1 or 1 and -1 . In a topological insulator with time reversal symmetry, 0 and 1 represent the existence of odd and even numbers of the surface states in three dimensions or the even and odd number pairs of helical edge states in two dimensions, respectively.


Keywords Bloch theorem • Berry phase - Charge pump • Spin pump • Laughlin argument • Chern number • The $\mathrm{Z}_{2}$ index

### 4.1 Bloch Theorem and Band Theory

A Bloch wave or a Bloch state, named after Felix Bloch, is the wave function of an electron in a periodic potential. Let us consider a Hamiltonian $\mathcal{H}(\mathbf{r})=\mathcal{H}(\mathbf{r}+\mathbf{R})$ in a periodic potential. Bloch's theorem states that the eigenfunction for such a system must be of the form

$$
\begin{equation*}
\left|\psi_{n, \mathbf{k}}(\mathbf{r})\right\rangle=\mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}}\left|u_{n, \mathbf{k}}(\mathbf{r})\right\rangle \tag{4.1}
\end{equation*}
$$

where $u_{n, \mathbf{k}}(\mathbf{r})$ has the period of the crystal lattice $\mathbf{R}$ with $u_{n, \mathbf{k}}(\mathbf{r})=u_{n, \mathbf{k}}(\mathbf{r}+\mathbf{R})$. $u_{n, \mathbf{k}}(\mathbf{r})$ is the cell periodic eigenstate of $H(\mathbf{k})=\mathrm{e}^{-i \mathbf{k} \cdot \mathbf{r}} \mathcal{H}(\mathbf{r}) \mathrm{e}^{i \mathbf{k} \cdot \mathbf{r}}$,

$$
\begin{equation*}
H(\mathbf{k})\left|u_{n, \mathbf{k}}(\mathbf{r})\right\rangle=E_{n, \mathbf{k}}\left|u_{n, \mathbf{k}}(\mathbf{r})\right\rangle \tag{4.2}
\end{equation*}
$$

The corresponding energy eigenvalues satisfy, $E_{n}(\mathbf{k})=E_{n}(\mathbf{k}+\mathbf{K})$, periodic with periodicity $\mathbf{K}$ of a reciprocal lattice vector. The energies associated with the index $n$ vary continuously with the wave vector $\mathbf{k}$ and form an energy band identified by
the band index $n$. The eigenvalues for given $n$ are periodic in $\mathbf{k}$; all distinct values of $E_{n}(\mathbf{k})$ are located within the first Brillouin zone of the reciprocal lattice. See Ref. [1].

According to the Pauli exclusion principle, each state can be occupied at most by one electron. Electrons will fill lower energy states first and consequently form the Fermi sea for a finite density of electrons. The highest energy of the occupied states is called the Fermi level or Fermi energy. Near the Fermi level, if the band is partially occupied, it is a metallic state. In this case, when an external field is applied to the system, the field will force electrons to shift away from the equilibrium position and gain a nonzero total momentum to form a flow of electric current. If the band is fully filled, and there exists an energy gap between the filled or valence band and the unfilled or conduction band, it is an insulating state. In this case, a weak external field cannot force the electrons to move away from the occupied states to circulate a flow of electric current. This is the picture for the band insulator. The size of the energy gap serves as a dividing line between semiconductors and insulators. If the energy gap is smaller than 4 eV (roughly), the electrons can be excited easily from the valence band to conduction band at finite temperatures, although the fully filled band does not contribute to electrical conductivity at absolute zero temperature. Thus, a semiconductor has a smaller energy gap than an insulator.

### 4.2 Berry Phase

The choice of $\left|u_{n, \mathbf{k}}\right\rangle$ in Eq. (4.2) is not unique. For example, there is always a $U(1)$, that is, a phase uncertainty,

$$
\begin{equation*}
\left|u_{n, \mathbf{k}}\right\rangle \rightarrow \mathrm{e}^{\mathrm{i} f(\mathbf{k})}\left|u_{n, \mathbf{k}}\right\rangle, \tag{4.3}
\end{equation*}
$$

keeping Eq. (4.2) invariant. A definite set of phase choice in the Brillouin zone is called a definite gauge [2]. For a time reversal invariant system, there always exists a continuous gauge throughout the Brillouin zone. For a time reversal broken system with nonzero Chern number, there is no such a gauge that continuous gauges have to be defined in different patches of the Brillouin zone [2,3]. However, any physical observable must be gauge independent.

Consider the system Hamiltonian that varies with time through a parameter $\mathbf{R} \rightarrow$ $\mathbf{R}(t)$. We are interested in a cyclic evolution of the system from $t=0$ to $T$ such that $\mathbf{R}(t=0)=\mathbf{R}(t=T)$. The parameter $\mathbf{R}(t)$ changes very slowly along a closed path $C$ in the parameter space. To solve the problem, we first introduce an instantaneous orthogonal basis from the instantaneous eigenstates of $H(\mathbf{R}(t))$ at time $t$ or each value of $\mathbf{R}(t)$ :

$$
\begin{equation*}
H(\mathbf{R}(t))\left|u_{n}(\mathbf{R}(t))\right\rangle=\varepsilon_{n}(\mathbf{R}(t))\left|u_{n}(\mathbf{R}(t))\right\rangle \tag{4.4}
\end{equation*}
$$

This equation does not completely determine the basis function of $\left|u_{n}(\mathbf{R}(t))\right\rangle$ due to the phase uncertainty. However, we can require that the functions are smooth and single valued along the closed path. The equation also does not describe correctly the time evolution of the quantum states. Instead the quantum state should be governed by the time-dependent Schrödinger equation,

$$
\begin{equation*}
i \hbar \partial_{t}|\Phi(t)\rangle=H(\mathbf{R}(t))|\Phi(t)\rangle \tag{4.5}
\end{equation*}
$$

In the adiabatic approximation [4], the system will stay at one of the instantaneous eigenstates (usually we choose the lowest energy state or the ground state) if the instantaneous state is well separated with the others and the time evolution is very slowly. In this case, this wave function can be related to $\left|u_{n}(\mathbf{R}(t))\right\rangle$ :

$$
\begin{equation*}
|\Phi(t)\rangle=\mathrm{e}^{i \gamma_{c}(t)} \exp \left[-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime} \varepsilon_{n}\left(\mathbf{R}\left(t^{\prime}\right)\right)\right]\left|u_{n}(\mathbf{R}(t))\right\rangle \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{t} \gamma_{c}(t)=i\left\langle u_{n}(t)\right| \partial_{t}\left|u_{n}(t)\right\rangle . \tag{4.7}
\end{equation*}
$$

In the parameter space, the phase factor can be expressed as a path integral

$$
\begin{equation*}
\gamma_{c}=\int_{C} d \mathbf{R} \cdot \mathbf{A}_{n}(\mathbf{R}) \tag{4.8}
\end{equation*}
$$

where $\mathbf{A}_{n}(\mathbf{R})$ is a vector

$$
\begin{equation*}
\mathbf{A}_{n}(\mathbf{R})=i\left\langle u_{n}(\mathbf{R}(t))\right| \nabla_{R}\left|u_{n}(\mathbf{R}(t))\right\rangle . \tag{4.9}
\end{equation*}
$$

This vector is called the Berry connection or the Berry vector potential. In addition to the dynamic phase which is determined by integrating over $\varepsilon_{n}\left(\mathbf{R}\left(t^{\prime}\right)\right)$, the state $|\Phi(t)\rangle$ will acquire an additional phase $\gamma_{c}$ during the adiabatic evolution.

Since $\mathbf{A}_{n}(\mathbf{R})$ is gauge dependent, it becomes

$$
\begin{equation*}
\mathbf{A}_{n}(\mathbf{R}) \rightarrow \mathbf{A}_{n}(\mathbf{R})-\nabla_{R} \chi \tag{4.10}
\end{equation*}
$$

if we make a gauge transformation

$$
\begin{equation*}
\left|u_{n}(\mathbf{R}(t))\right\rangle \rightarrow \mathrm{e}^{i \chi(\mathbf{R})}\left|u_{n}(\mathbf{R}(t))\right\rangle . \tag{4.11}
\end{equation*}
$$

Thus, the phase $\gamma_{c}$ will be changed by $\chi(\mathbf{R}(t=T))-\chi(\mathbf{R}(t=0))$ for the initial and final points. For a cyclic evolution of the system along a closed path $C$ with $\mathbf{R}(0)=\mathbf{R}(T)$, the single-valued condition of the wave function requires

$$
\begin{equation*}
\chi(\mathbf{R}(T))-\chi(\mathbf{R}(0))=2 m \pi \tag{4.12}
\end{equation*}
$$

with an integer $m$. Therefore, for a closed path $C, \gamma_{c}$ is independent of the gauge and now is known as the Berry phase:

$$
\begin{equation*}
\gamma_{c}=\oint_{C} d \mathbf{R} \cdot \mathbf{A}_{n}(\mathbf{R}) \tag{4.13}
\end{equation*}
$$

By using the Stokes' theorem, $\gamma_{c}$ can be expressed as an area integral

$$
\begin{equation*}
\gamma_{c}=\int_{S} d \mathbf{S} \cdot \Omega(\mathbf{R}) \tag{4.14}
\end{equation*}
$$

where the Berry curvature from the Berry connection is defined as

$$
\begin{equation*}
\Omega^{n}(\mathbf{R})=\nabla_{\mathbf{R}} \times \mathbf{A}_{n}(\mathbf{R}) . \tag{4.15}
\end{equation*}
$$

Its components are

$$
\begin{align*}
\Omega_{\mu \nu}^{n}(\mathbf{R}) & =\partial_{\mu}\left(\mathbf{A}_{n}\right)_{\nu}-\partial_{\nu}\left(\mathbf{A}_{n}\right)_{\mu} \\
& =i\left(\left\langle\partial_{\mu} u_{n}(\mathbf{R}) \mid \partial_{\nu} u_{n}(\mathbf{R})\right\rangle-\left\langle\partial_{\nu} u_{n}(\mathbf{R}) \mid \partial_{\mu} u_{n}(\mathbf{R})\right\rangle\right), \tag{4.16}
\end{align*}
$$

where we denote $\partial / \partial R_{\mu}$ by $\partial_{\mu}$. The Berry curvature $\Omega$ is analogous to the magnetic field in electrodynamics. Using the completeness relation for the basis,

$$
\begin{equation*}
\sum_{n}\left|u_{n}(\mathbf{R})\right\rangle\left\langle u_{n}(\mathbf{R})\right|=1 \tag{4.17}
\end{equation*}
$$

and the identity

$$
\left\langle u_{m}(\mathbf{R})\right| \nabla_{\mathbf{R}}\left|u_{n}(\mathbf{R})\right\rangle=\frac{\left\langle u_{m}(\mathbf{R})\right| \nabla_{\mathbf{R}} H(\mathbf{R})\left|u_{n}(\mathbf{R})\right\rangle}{E_{n}-E_{m}}
$$

( $m \neq n$ ), the Berry curvature has an alternative expression

$$
\Omega^{n}=\operatorname{Im} \sum_{m \neq n} \frac{\left\langle u_{n}(\mathbf{R})\right| \nabla_{\mathbf{R}} H(\mathbf{R})\left|u_{m}(\mathbf{R})\right\rangle \times\left\langle u_{m}(\mathbf{R})\right| \nabla_{\mathbf{R}} H(\mathbf{R})\left|u_{n}(\mathbf{R})\right\rangle}{\left(E_{n}-E_{m}\right)^{2}}
$$

Consider a two-level system as an example. The general Hamiltonian describing a two-level problem has the form

$$
H=\frac{1}{2}\left(\begin{array}{cc}
Z & X-i Y  \tag{4.18}\\
X+i Y & -Z
\end{array}\right)=\frac{1}{2} \mathbf{R} \cdot \sigma .
$$

The energy eigenvalues are $E_{ \pm}= \pm R= \pm \sqrt{X^{2}+Y^{2}+Z^{2}}$ and the two levels cross at the degeneracy point of $R=0$. The gradient of the Hamiltonian is $\nabla_{R} H=$ $\frac{1}{2} \sigma$, and we find that the Berry curvature has its vector form

$$
\begin{equation*}
\Omega=\frac{1}{2} \frac{\mathbf{R}}{R^{2}} . \tag{4.19}
\end{equation*}
$$

This curvature can be regarded as a field generated by a magnetic monopole at the origin $\mathbf{R}=0$. Integrating the Berry curvature over a sphere containing the monopole, we have

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{S} d \mathbf{S} \cdot \Omega=1 \tag{4.20}
\end{equation*}
$$

The divergence of $\Omega$ has the property

$$
\begin{equation*}
\nabla_{\mathbf{R}} \cdot \Omega=2 \pi \delta(\mathbf{R}) \tag{4.21}
\end{equation*}
$$

Thus, a point-like "magnetic monopole" is located at $R=0$, which generates the Berry curvature.

In the Bloch bands, the Berry curvature is defined as

$$
\begin{equation*}
\Omega^{n}(\mathbf{k})=\nabla_{\mathbf{k}} \times\left\langle u_{n}(\mathbf{k})\right| i \nabla_{\mathbf{k}}\left|u_{n}(\mathbf{k})\right\rangle \tag{4.22}
\end{equation*}
$$

Since the two points $\mathbf{k}$ and $\mathbf{k}+\mathbf{K}$ in the Brillouin zone can be identified as the same point, where $\mathbf{K}$ is the reciprocal lattice vector, a closed path can be realized when $\mathbf{k}$ sweeps the whole Brillouin zone. In this case, the Berry phase across the Brillouin zone becomes [5]

$$
\begin{equation*}
\gamma_{c}=\int_{B Z} d \mathbf{k} \cdot\left\langle u_{n}(\mathbf{k})\right| i \nabla_{\mathbf{k}}\left|u_{n}(\mathbf{k})\right\rangle . \tag{4.23}
\end{equation*}
$$

### 4.3 Quantum Hall Conductance and Chern Number

The Hall conductance in a two-dimensional band insulator can be expressed in terms of the Berry curvature:

$$
\begin{equation*}
\sigma_{x y}=\frac{e^{2}}{\hbar} \int_{B Z} \frac{d \mathbf{k}}{(2 \pi)^{2}} \Omega_{k_{x}, k_{y}}=n \frac{e^{2}}{h} \tag{4.24}
\end{equation*}
$$

which is quantized for an integer $n$ (including zero). Consider a crystal under the perturbation of a weak electric field $\mathbf{E}$. Usually the electrostatic potential $\phi(r)$ which produces an electric field $\mathbf{E}=-\nabla \phi$ varies linearly in space and breaks the translational symmetry. If the electric field enters the Hamiltonian through the electrostatic potential $\phi(r)$, the wave vector is no longer a good quantum number and the Bloch theorem fails to apply to the problem. To avoid this difficulty, one can introduce a uniform vector potential $\mathbf{A}(t)$ that changes in time such that $\partial_{t} \mathbf{A}(t)=-\mathbf{E}$. The Hamiltonian is written as

$$
\begin{equation*}
H(t)=\frac{1}{2 m}(\mathbf{p}+e \mathbf{A}(t))^{2}+V(r) \tag{4.25}
\end{equation*}
$$

Here we take the elementary charge of electron $-e(e>0)$. Thus, in this way, the lattice translational symmetry is preserved, and the momentum $\mathbf{p}$ is still a good quantum number. In the momentum space, $\mathbf{p}=\hbar \mathbf{q}$, we have

$$
\begin{equation*}
H(\mathbf{q}, t)=H\left(\mathbf{q}+\frac{e}{\hbar} \mathbf{A}(t)\right) . \tag{4.26}
\end{equation*}
$$

Now we introduce the gauge-invariant crystal momentum

$$
\begin{equation*}
\mathbf{k}=\mathbf{q}+\frac{e}{\hbar} \mathbf{A}(t) \tag{4.27}
\end{equation*}
$$

Since $\mathbf{q}$ is a good quantum number, that is, $d \mathbf{q} / d t=0$, it follows that

$$
\begin{equation*}
\frac{d \mathbf{k}}{d t}=-\frac{e}{\hbar} \mathbf{E} \tag{4.28}
\end{equation*}
$$

The velocity operator is defined by

$$
\begin{equation*}
\mathbf{v}=\frac{d \mathbf{r}}{d t}=\frac{i}{\hbar}[H, \mathbf{r}] . \tag{4.29}
\end{equation*}
$$

In the momentum space, it becomes

$$
\begin{equation*}
\mathbf{v}(\mathbf{q})=\mathrm{e}^{-i \mathbf{q} \cdot \mathbf{r}} \frac{i}{\hbar}[H, \mathbf{r}] \mathrm{e}^{i \mathbf{q} \cdot \mathbf{r}}=\frac{1}{\hbar} \nabla_{\mathbf{q}} H(\mathbf{q}, t) . \tag{4.30}
\end{equation*}
$$

The presence of $\mathbf{A}(t)$ makes the problem time dependent. The wave function for the quantum state $\psi(t)$ is governed by the time-dependent Schrödinger equation,

$$
\begin{equation*}
i \hbar \partial_{t}|\psi(t)\rangle=H(t)|\psi(t)\rangle \tag{4.31}
\end{equation*}
$$

Using the instantaneous eigenstates as the basis, we can expand the wave function $\psi(t)$ in terms of the instantaneous eigenstates $\left|u_{n}(t)\right\rangle$ and eigenvalues $E_{n}(t)$ :

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n} \exp \left(\frac{1}{i \hbar} \int_{t_{0}}^{t} d t^{\prime} E_{n}\left(t^{\prime}\right)\right) a_{n}(t)\left|u_{n}(\mathbf{q}, t)\right\rangle \tag{4.32}
\end{equation*}
$$

Then the Schrödinger equation is reduced to

$$
\begin{equation*}
\frac{d a_{n}(t)}{d t}=-\sum_{m} a_{m}(t)\left\langle u_{n}(t) \mid \partial_{t} u_{m}(t)\right\rangle \exp \left(-i \int_{t_{0}}^{t} d t^{\prime} \omega_{m n}\left(t^{\prime}\right)\right) . \tag{4.33}
\end{equation*}
$$

where $\omega_{m n}(t)=\left(E_{m}\left(t^{\prime}\right)-E_{n}\left(t^{\prime}\right)\right) / \hbar$. For our purpose, we consider an adiabatic process that the vector parameter $\mathbf{R}(t)$ varies with time very slowly, and

$$
\begin{equation*}
\left\langle u_{n}(\mathbf{q}, t) \mid \partial_{t} u_{n}(\mathbf{q}, t)\right\rangle=\partial_{t} \mathbf{R} \cdot\left\langle u_{n}(\mathbf{q}, \mathbf{R})\right| \nabla_{\mathbf{R}}\left|u_{n}(\mathbf{q}, \mathbf{R})\right\rangle \ll 1 . \tag{4.34}
\end{equation*}
$$

In the limit of $\partial_{t} \mathbf{R}=0$, we have

$$
\begin{equation*}
\partial_{t} a_{n}=0 . \tag{4.35}
\end{equation*}
$$

If the system is initially in the eigenstate $\left|u_{n}(\mathbf{q}, t=0)\right\rangle$, it will stay in that state afterward. This is the quantum adiabatic theorem [4].

Now we consider the case that $\partial_{t} \mathbf{R} \neq 0$ but still very small. Suppose the initial state has $a_{n}(0)=1$ and $a_{m}(0)=0$ for all $m \neq n$. We apply the time-dependent perturbation theory to calculate the quantum correction to the states due to the perturbation of the electric field. The zero-order perturbation gives that $a_{m}^{(0)}=\delta_{m, n}$. Thus, the first-order perturbation $a_{m}^{(1)}$ is given by

$$
\begin{equation*}
\frac{d a_{m}^{(1)}(t)}{d t}=-\left\langle u_{m}(\mathbf{q}, t) \mid \partial_{t} u_{n}(\mathbf{q}, t)\right\rangle \exp \left(-i \int_{t_{0}}^{t} d t^{\prime} \omega_{n m}\left(t^{\prime}\right)\right) . \tag{4.36}
\end{equation*}
$$

For $m=n, \frac{d a_{m}^{(1)}(t)}{d t}=0$. Thus, we have

$$
\begin{equation*}
a_{n}^{(1)}(t)=0 \tag{4.37}
\end{equation*}
$$

For $m \neq n$,

$$
\begin{equation*}
a_{m}^{(1)}(t)=-i \hbar \frac{\left\langle u_{m}(\mathbf{q}, t) \mid \partial_{t} u_{n}(\mathbf{q}, t)\right\rangle}{E_{n}-E_{m}} \exp \left(-i \int_{t_{0}}^{t} d t^{\prime} \omega_{n m}\left(t^{\prime}\right)\right) \tag{4.38}
\end{equation*}
$$

Thus, the wave function up to the first-order perturbation is given by

$$
\begin{equation*}
\left|u_{n}(t)\right\rangle \rightarrow\left|u_{n}(\mathbf{q}, t)\right\rangle-i \hbar \sum_{m \neq n}\left|u_{m}(\mathbf{q}, t)\right\rangle \frac{\left\langle u_{m}(\mathbf{q}, t) \mid \partial_{t} u_{n}(\mathbf{q}, t)\right\rangle}{E_{n}-E_{m}} . \tag{4.39}
\end{equation*}
$$

Using the velocity operator in Eq. (4.30), the average velocity in the state after the perturbation becomes

$$
\begin{align*}
\mathbf{v}_{n}(\mathbf{q})= & -i \sum_{m \neq n}\left(\frac{\left\langle u_{n}(\mathbf{q}, t)\right| \nabla_{\mathbf{q}} H\left|u_{m}(\mathbf{q}, t)\right\rangle\left\langle u_{m}(\mathbf{q}, t) \mid \partial_{t} u_{n}(\mathbf{q}, t)\right\rangle}{E_{n}-E_{m}}-h . c\right) \\
& +\frac{1}{\hbar} \nabla_{\mathbf{q}} E_{n}(\mathbf{q}) . \tag{4.40}
\end{align*}
$$

Furthermore, using the identity

$$
\begin{equation*}
\left\langle u_{n}(\mathbf{q}, t)\right| \nabla_{\mathbf{q}} H\left|u_{m}(\mathbf{q}, t)\right\rangle=\left(E_{n}-E_{m}\right)\left\langle\nabla_{\mathbf{q}} u_{n}(\mathbf{q}, t) \mid u_{m}(\mathbf{q}, t)\right\rangle, \tag{4.41}
\end{equation*}
$$

the expression can be simplified in a compact form:

$$
\begin{equation*}
\mathbf{v}_{n}(\mathbf{q})=\frac{1}{\hbar} \nabla_{\mathbf{q}} E_{n}(\mathbf{q})-\Omega_{\mathbf{q}, t}^{n}, \tag{4.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{\mathbf{q}, t}^{n}=i\left(\left\langle\nabla_{\mathbf{q}} u_{n} \mid \partial_{t} u_{n}\right\rangle-\left\langle\partial_{t} u_{n} \mid \nabla_{\mathbf{q}} u_{n}\right\rangle\right) . \tag{4.43}
\end{equation*}
$$

Thus, in the presence of an electric field, an electron can acquire an anomalous transverse velocity proportional to the Berry curvature of the energy band [6,7].

It follows from Eqs. (4.27) and (4.28) that

$$
\begin{align*}
\nabla_{\mathbf{q}} & =\nabla_{\mathbf{k}},  \tag{4.44a}\\
\partial_{t} & =\partial_{t} \mathbf{k} \cdot \nabla_{\mathbf{k}}=-\frac{e}{\hbar} \mathbf{E} \cdot \nabla_{\mathbf{k}} . \tag{4.44b}
\end{align*}
$$

Thus, the velocity is reduced to

$$
\begin{equation*}
\mathbf{v}_{n}(\mathbf{q})=\frac{1}{\hbar} \nabla_{\mathbf{k}} E_{n}(\mathbf{k})-\frac{e}{\hbar} \mathbf{E} \times \Omega^{n}(\mathbf{k}) \tag{4.45}
\end{equation*}
$$

where

$$
\begin{align*}
\Omega^{n}(\mathbf{k}) & =\nabla_{\mathbf{k}} \times\left\langle u_{n}(\mathbf{k})\right| i \nabla_{\mathbf{k}}\left|u_{n}(\mathbf{k})\right\rangle \\
& =i\left\langle\nabla_{\mathbf{k}} u_{n}(\mathbf{k})\right| \times\left|\nabla_{\mathbf{k}} u_{n}(\mathbf{k})\right\rangle . \tag{4.46}
\end{align*}
$$

Thus, the external field produces a transverse velocity in an adiabatic process. The electric current in the presence of $\mathbf{E}$ is defined by

$$
\begin{equation*}
\mathbf{j}=-e \sum_{n} \int \frac{d \mathbf{k}}{(2 \pi)^{2}} \mathbf{v}_{n}(\mathbf{k}) f(k) \tag{4.47}
\end{equation*}
$$

where $f(k)$ is the Fermi-Dirac distribution function. Suppose all bands below the Fermi level are fully filled. The sum over the first term in the velocity in Eq. (4.45) becomes zero, and the second term gives a Hall current

$$
\begin{equation*}
j_{\alpha}=\sigma_{H} \epsilon_{\alpha \beta} E_{\beta} \tag{4.48}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{H}=\frac{e^{2}}{h} \frac{1}{2 \pi} \sum_{n} \int_{B Z} d \mathbf{k} \Omega_{k_{x}, k_{y}}^{n} . \tag{4.49}
\end{equation*}
$$

The integral runs over the first Brillouin zone, and

$$
\begin{equation*}
\Omega_{k_{x}, k_{y}}^{n}=\Omega_{k_{x}+\pi, k_{y}}^{n}=\Omega_{k_{x}, k_{y}+\pi}^{n} . \tag{4.50}
\end{equation*}
$$

Hence, the first Brillouin zone forms a closed torus. In this expression, we assume that all bands are fully filled, and there exists an energy gap between the filled band or valence band and the unfilled band or conduction band. The integral over a closed torus gives an integer $v$ (including zero),

$$
\begin{equation*}
\sigma_{H}=v \frac{e^{2}}{h} . \tag{4.51}
\end{equation*}
$$

This result can also be derived from the Kubo formula explicitly (see Appendix A.1).

### 4.4 Electric Polarization in a Cyclic Adiabatic Evolution

Electric polarization $\mathbf{P}$ is the electric dipole momentum per volume in dielectric media, which is one of the essential concepts in electrodynamics. It is an intensive vector quantity that carries the meaning of the dipole moment per unit volume. For example, in a ferroelectric material, the electric polarization can present spontaneously. In the Maxwell's equation for the displacement $\mathbf{D}$,

$$
\begin{equation*}
\nabla \cdot \mathbf{D}=-\rho(t) \tag{4.52}
\end{equation*}
$$

where $\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P}$. Here $\mathbf{E}$ is the electric field, $\mathbf{P}$ is the polarization density, and $\rho(t)$ is the charge density. Consider a solid in which there is no electric field. The continuity equation $\partial_{t} \rho=-\nabla \cdot \mathbf{j}$ leads to

$$
\begin{equation*}
\nabla \cdot\left(\partial_{t} \mathbf{P}-\mathbf{j}\right)=0, \tag{4.53}
\end{equation*}
$$

where $\mathbf{j}$ is the macroscopic current density. In an adiabatic evolution of a system, up to a divergence-free part, the change in the polarization density in a cyclic evolution is given by

$$
\begin{equation*}
\Delta P_{\alpha}=\int_{0}^{T} d t j_{\alpha} \tag{4.54}
\end{equation*}
$$

This equation is the basis for the modern theory of polarization. In the early 1990s, it was realized that the polarization difference has its topological meaning and is actually related to the Berry phase $[2,8]$.

In an adiabatic process, it follows from Eq. (4.42) that

$$
\begin{equation*}
\Delta P_{\alpha}=e \sum_{n} \int_{0}^{T} d t \int_{B Z} \frac{d \mathbf{q}}{(2 \pi)^{d}} \Omega_{q_{\alpha}, t}^{n}, \tag{4.55}
\end{equation*}
$$

which is determined by the Berry curvature $\Omega_{q_{\alpha}, t}^{n}$. The summation runs over all the occupied bands. For a general purpose, we suppose that the adiabatic transformation is parameterized by a scalar $\lambda(t)$; it follows that [9]

$$
\begin{equation*}
\Delta P_{\alpha}=e \sum_{n} \int_{\lambda(0)}^{\lambda(T)} d \lambda \int_{B Z} \frac{d \mathbf{q}}{(2 \pi)^{d}} \Omega_{q_{\alpha}, \lambda}^{n}, \tag{4.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{q_{\alpha}, \lambda}^{n}=\partial_{q_{\alpha}} \mathbf{A}_{\lambda}^{n}-\partial_{\lambda} \mathbf{A}_{q_{\alpha}}^{n} . \tag{4.57}
\end{equation*}
$$

In the course of a cyclic evolution, $\lambda(T)$ and $\lambda(0)$ will represent the same state. Consider the periodicity of the $\mathbf{q}$ space. The $q_{\alpha}-\lambda$ plane forms a close torus. It should be pointed out that the polarization is determined up to an uncertainty quantum. Since the integral does not track the history of $\lambda$, there is no information on how many cycles $\lambda$ has gone through. For each cycle, an integer number $v$ of electrons are transported across the sample [2]:

$$
\begin{equation*}
\Delta P_{\alpha}=e \nu a \tag{4.58}
\end{equation*}
$$

where $a$ is the lattice constant. Here the integer $v$ appears as a topological invariant for the adiabatic transport.

From the Bloch function, we can define the Wannier function associated with the lattice vector:

$$
\begin{equation*}
|\mathbf{R}, n\rangle=\frac{1}{(2 \pi)^{d}} \int d \mathbf{k} \mathrm{e}^{-i \mathbf{k} \cdot(\mathbf{R}-\mathbf{r})}\left|u_{n, \mathbf{k}}\right\rangle . \tag{4.59}
\end{equation*}
$$

King-Smith and Vanderbilt [9] showed that the polarization can be defined by the sum over all the bands of the center of charge of the Wannier state associated with $\mathbf{R}=0$ :

$$
\begin{equation*}
\mathbf{P}=-e \sum_{n}\langle\mathbf{R}=0, n| \mathbf{r}|\mathbf{R}=0, n\rangle=-\frac{e}{2 \pi} \oint d \mathbf{k} \cdot \mathbf{A}(k), \tag{4.60}
\end{equation*}
$$

where $\mathbf{A}(\mathbf{k})=i \sum_{n}\left\langle u_{n, \mathbf{k}}\right| \nabla_{\mathbf{k}}\left|u_{n, \mathbf{k}}\right\rangle$. Here we have used the relation $\mathbf{r}=i \nabla_{\mathbf{k}}$.

### 4.5 Thouless Charge Pump

In a cyclic adiabatic evolution of a one-dimensional insulator,

$$
\begin{equation*}
H(k, t+T)=H(k, t) \tag{4.61}
\end{equation*}
$$

the charge pumped across the insulator is always an integer, which is defined as a topological invariant, that is, the electric polarization

$$
\begin{equation*}
\Delta P=\frac{e}{2 \pi} \oint[A(k, T)-A(k, 0)] d k=n e a . \tag{4.62}
\end{equation*}
$$

Here we present an example to illustrate the process of the charge pump. The RiceMele model was introduced in the study of solitons in the polyenes in 1980s, and later used to study ferroelectricity [10]:

$$
\begin{equation*}
H=+h_{s t}(t) \sum_{i}(-1)^{i} c_{i}^{\dagger} c_{i}+\frac{1}{2} \sum_{i=1}^{N}\left[t_{0}+\delta(t)(-1)^{i}\right] c_{i}^{\dagger} c_{i+1}+\text { h.c. } \tag{4.63}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\delta(t), h_{s t}(t)\right)=\left(\delta_{0} \cos \frac{2 \pi t}{T}, h_{0} \sin \frac{2 \pi t}{T}\right) \tag{4.64}
\end{equation*}
$$

and $N$ is an even number. This is a time-dependent model: $\delta(t)$ denotes the displacements of the $i$ th and $(i+1)$ th electrons from their respective equilibrium position in a staggered or dimerized form, and $\pm h_{s t}(t)$ are the staggered on-site potentials. Both $\delta(t)$ and $h_{s t}(t)$ are periodic functions of time $t$ with a period $T$.

We consider a system with an even number $2 N$ of lattice sites and take a periodic boundary condition. Performing the Fourier transformation,

$$
\begin{align*}
& a_{k}=\frac{1}{\sqrt{N}} \sum_{j \in 2 n} c_{j} \mathrm{e}^{-i k j},  \tag{4.65a}\\
& b_{k}=\frac{1}{\sqrt{N}} \sum_{j \in 2 n+1} c_{j} \mathrm{e}^{-i k j}, \tag{4.65b}
\end{align*}
$$

the Hamiltonian is reduced to

$$
\begin{equation*}
H=\sum_{k}\left(a_{k}^{\dagger}, b_{k}^{\dagger}\right) \mathbf{d}(k, t) \cdot \sigma\binom{a_{k}}{b_{k}}, \tag{4.66}
\end{equation*}
$$

where

$$
\begin{align*}
d_{x}(k, t) & =\frac{1}{2}\left(t_{0}+\delta(t)\right)+\frac{1}{2}\left(t_{0}-\delta(t)\right) \cos k  \tag{4.67a}\\
d_{y}(k, t) & =-\frac{1}{2}\left(t_{0}-\delta(t)\right) \sin k  \tag{4.67b}\\
d_{z}(k, t) & =h_{s t}(t) \tag{4.67c}
\end{align*}
$$

The instantaneous dispersions of the two bands at time $t$ are

$$
\begin{align*}
\varepsilon_{ \pm}(k, t) & = \pm|\mathbf{d}(k, t)|  \tag{4.68}\\
& = \pm \sqrt{h_{0}^{2} \sin ^{2} \frac{2 \pi t}{T}+\delta_{0}^{2} \cos ^{2} \frac{2 \pi t}{T} \sin ^{2} \frac{k}{2}+t_{0}^{2} \cos ^{2} \frac{k}{2}} . \tag{4.69}
\end{align*}
$$

The degeneracy points are $h_{0}=0$, or $\delta_{0}=0$, and $t_{0}=0$. The energy gap between two bands is $\Delta E=\min \left(2\left|t_{0}\right|, 2\left|h_{0}\right|, 2\left|\delta_{0}\right|\right)$. So the adiabatic condition requires that $T \gg \hbar / \min \left(2\left|t_{0}\right|, 2\left|h_{0}\right|, 2\left|\delta_{0}\right|\right)$. If the low band is fully filled, the charge pump in a cyclic adiabatic evolution is associated with the Chern number of the ground state $\Delta P=n_{c} e a$ :

$$
\begin{align*}
n_{c} & =\int_{0}^{T} d t \int_{B Z} \frac{d k}{2 \pi} \Omega_{k, t}^{n}, \\
& =-\frac{1}{4 \pi} \int d k \int_{0}^{T} d t \frac{\mathbf{d}(k, t) \cdot\left[\partial_{k} \mathbf{d}(k, t) \times \partial_{t} \mathbf{d}(k, t)\right]}{|\mathbf{d}(k, t)|^{3}} \\
& =-\operatorname{sgn}\left(t_{0} h_{0} \delta_{0}\right) \tag{4.70}
\end{align*}
$$

because the $k-t$ plane forms a closed torus due the periodicity of $T$. We find that the Chern number is +1 or -1 once $t_{0} h_{0} \delta_{0} \neq 0$. A topological quantum phase transition occurs at the points of $h_{0}=0$, or $\delta_{0}=0, t_{0}=0$, where the Chern number changes its sign whenever any one of the parameters changes its sign.

The charge pumping can be understood based on the picture of the end states in an open chain. The Rice-Mele model is reduced to the Su-Schrieffer-Heeger model when $\delta(t) \neq 0$ and $h_{s t}(t)=0$. The solution of the end state in this model can be found in Sect. 5.1. At $t=0,\left(\delta(t), h_{s t}(t)\right)=\left(+\delta_{0}, 0\right)$. The hopping amplitudes along the chain starting from site $i=1$ are $t_{0}-\delta_{0}, t_{0}+\delta_{0}, t_{0}-\delta_{0}, t_{0}+\delta_{0}, \cdots$. Assume $t_{0}>\delta_{0}>0$. In this case, there exist two end states of zero energy at two ends of the chain, respectively, which are degenerate at $h_{0}=0$. At the half filling that one particle occupies two sites averagely, we suppose that the right end state is occupied and the left end state is empty. With increasing time $t$, the on-site energy $h_{s t}(t)$ lifts the end mode away from the zero energy to the valence band: one is pushed to the positive band and the other to the negative band. At $t=T / 2,\left(\delta(t), h_{s t}(t)\right)=$ $\left(-\delta_{0}, 0\right)$. The hopping amplitudes become $t_{0}+\delta_{0}, t_{0}-\delta_{0}, t_{0}+\delta_{0}, t_{0}-\delta_{0}, \cdots$. In this case, the two end states disappear as they have already evolved into the bulk states. When $t$ continuously increases, the end states appear again. However, the occupied end state becomes the left one, and the right end state becomes empty. At $t=T$, $\left(\delta(t), h_{s t}(t)\right)=\left(+\delta_{0}, 0\right)$. The hopping amplitudes go back to the case of $t=0$. The Hamiltonian returns to the original one at $t=0$. Although the energy eigenstates remain unchanged, due to the double degeneracy of the ground state at half filling, the electron configuration has changed: the electron in the right end state at $t=0$ has been transferred to the left end state at $t=T$. In this way, one electron has been pumped from the left to right side. The instantaneous spectra of the Rice-Mele model in Eq. (4.63) are plotted in Fig.4.1.

### 4.6 Fu-Kane Spin Pump

Fu and Kane proposed an electronic model with spin $\frac{1}{2}$ for spin pump by generalizing the spinless Rice-Mele model [11]:

Fig. 4.1 The instantaneous energy spectra of the Rice-Mele model. The solid line stands for the end state near the right end, while the dashed line for the state at the left side. It illustrates the evolution of the end state from the one side to the other. Here we take $\delta_{0}=0.2 t_{0}$ and $h_{0}=0.5 t_{0}$


$$
\begin{equation*}
H=h_{s t}(t) \sum_{i, \sigma= \pm 1}(-1)^{i} c_{i, \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}}^{z} c_{i, \sigma^{\prime}}+\frac{1}{2} \sum_{i, \sigma= \pm 1}\left[t_{0}+(-1)^{i} \delta(t)\right] c_{i, \sigma}^{\dagger} c_{i+1, \sigma}+h . c . \tag{4.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(\delta(t), h_{s t}(t)\right)=\left(\delta_{0} \cos \frac{2 \pi t}{T}, h_{0} \sin \frac{2 \pi t}{T}\right) \tag{4.72}
\end{equation*}
$$

A magnetic staggered field is introduced to replace the on-site potential. We choose the eigenstates of $\sigma_{z}$ as the basis, and set $\phi_{k, \uparrow}^{\dagger}=\left(a_{k, \uparrow}^{\dagger}, b_{k, \uparrow}^{\dagger}\right)$ and $\phi_{k, \downarrow}^{\dagger}=\left(a_{k, \downarrow}^{\dagger}, b_{k, \downarrow}^{\dagger}\right)$. The model is diagonalized in block with spin-up and spin-down:

$$
H=\sum_{k}\left(\phi_{k, \uparrow}^{\dagger}, \phi_{k, \downarrow}^{\dagger}\right)\left(\begin{array}{cc}
d_{+} \cdot \sigma & 0  \tag{4.73}\\
0 & d_{-} \cdot \sigma
\end{array}\right)\binom{\phi_{k, \uparrow}}{\phi_{k, \downarrow}},
$$

where

$$
\begin{align*}
& \left(\mathbf{d}_{ \pm}\right)_{x}=\frac{1}{2}\left(t_{0}+\delta(t)\right)+\frac{1}{2}\left(t_{0}-\delta(t)\right) \cos k  \tag{4.74a}\\
& \left(\mathbf{d}_{ \pm}\right)_{y}=-\frac{1}{2}\left(t_{0}-\delta(t)\right) \sin k  \tag{4.74b}\\
& \left(\mathbf{d}_{ \pm}\right)_{z}= \pm h_{s t}(t) \tag{4.74c}
\end{align*}
$$

Thus, electrons with spin-up and spin-down are decoupled. It is noted that $\left(\mathbf{d}_{ \pm}\right)_{z}$ differ by a minus sign. The corresponding Berry curvatures for electrons with spinup and spin-down will also differ by a minus sign. As $t$ increases from 0 to $T$, if an electron with spin-up moves from left to right, there must be another electron with spin-down moving from right to left:

$$
\begin{align*}
\Delta P_{\uparrow} & =+e a,  \tag{4.75a}\\
\Delta P_{\downarrow} & =-e a \tag{4.75b}
\end{align*}
$$

As a result, there is no charge pump in a cyclic evolution. Instead electron spins at the ends exchange since electrons with spin-up and spin-down move in opposite directions simultaneously. When $S_{z}$ is conserved, this idea can be used to describe the quantized spin pump.

Electron spin does not obey a fundamental conservation law. The concept of spin pump cannot be simply generalized to the case that $S_{z}$ is non-conserved. However, Fu and Kane [11] proposed that similar physics happens even when the spin degrees of freedom are non-conserved. Consider the inclusion of an additional term for spinorbit coupling,

$$
\begin{equation*}
V_{s o}=\sum_{i, \sigma, \sigma^{\prime}} i \mathbf{e}_{s o} \cdot \sigma_{\sigma \sigma^{\prime}}\left(c_{i, \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}} c_{i+1, \sigma^{\prime}}-c_{i+1, \sigma}^{\dagger} \sigma_{\sigma \sigma^{\prime}} c_{i, \sigma^{\prime}}\right) \tag{4.76}
\end{equation*}
$$

into Eq.(4.71), where $\mathbf{e}_{s o}$ is an arbitrary vector characterizing the spin-orbit interaction. In this way, the $z$-component spin $\sigma^{z}$ is no longer a good quantum number:

$$
\begin{equation*}
V_{s o}=\sum_{i, \sigma, \sigma^{\prime}} i \mathbf{e}_{s o} \cdot \sigma_{\sigma \sigma^{\prime}}\left[\left(1-\mathrm{e}^{i k}\right) a_{k, \sigma}^{\dagger} b_{k, \sigma^{\prime}}-\left(1-\mathrm{e}^{-i k}\right) b_{k, \sigma}^{\dagger} a_{k, \sigma^{\prime}}\right] . \tag{4.77}
\end{equation*}
$$

In this case, there still exists an additional symmetry, that is, time reversal symmetry: the Hamiltonian satisfies the following relation:

$$
\begin{equation*}
H(-t)=\Theta H(t) \Theta^{-1} \tag{4.78}
\end{equation*}
$$

For an adiabatic cyclic evolution, we have

$$
\begin{equation*}
H(t)=H(t+T) \tag{4.79}
\end{equation*}
$$

There exist two distinct points, $t_{1}^{*}=0$ and $t_{2}^{*}=T / 2$, at which the Hamiltonian is time reversal invariant:

$$
\begin{equation*}
H\left(t_{i}^{*}\right)=\Theta H\left(t_{i}^{*}\right) \Theta^{-1} \tag{4.80}
\end{equation*}
$$

$(i=1,2)$. The existence of these two points plays a crucial role in the topological classification of the pump cycle.

In general, in the absence of a conservation law, there will be no level crossing, and the system will stay in the same state before and after cycling. In the case of charge pump, the level crossing is protected by the charge conservation. Here it is time reversal symmetry which protects the level crossing at $t_{1}^{*}$ or $t_{2}^{*}$. At the two points, there exists a Kramers degeneracy: the two states as time reversal counterparts have the same energy. Fu and Kane proposed to introduce the concept of time reversal polarization, which is quantized in the spin pump.

### 4.7 Integer Quantum Hall Effect: Laughlin Argument

R.B. Laughlin showed the quantization of the Hall conductance as a consequence of the gauge invariance and the existence of the mobility gap [12]. Consider a twodimensional electron gas, which is rolled as a cylinder along the $y$-direction as shown in Fig. 4.2. A magnetic flux $\phi$ is threading through the cylinder and varies with time very slowly. Suppose the system has an energy gap and the Fermi energy locates in the gap. According to the Faraday's law, the varying magnetic field induces an electric field $E_{y}$ around the magnetic flux $\phi$. The Hall current density $J_{x}$ is given by

$$
\begin{equation*}
J_{x}=\sigma_{x y} E_{y}, \tag{4.81}
\end{equation*}
$$

where the coefficient $\sigma_{x y}$ is the Hall conductance. Then from the continuity condition of charge, the charge $Q$ flowing through the cylinder is

$$
\begin{equation*}
\frac{d Q}{d t}=-\oint d l \cdot J_{x}=-\sigma_{x y} \oint d l \cdot E_{y} \tag{4.82}
\end{equation*}
$$

Using the Stokes' theorem,

$$
\begin{equation*}
\oint d l \cdot E_{y}=\iint d S \cdot \nabla \times E_{y} . \tag{4.83}
\end{equation*}
$$

Furthermore, it follows from the Faraday's law, $\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}$, that

$$
\begin{equation*}
\frac{d Q}{d t}=\sigma_{x y} \iint d S \cdot \frac{\partial \mathbf{B}}{\partial t}=\sigma_{x y} \frac{d \phi}{d t} \tag{4.84}
\end{equation*}
$$

or

$$
\begin{equation*}
\Delta Q=\sigma_{x y} \Delta \phi, \tag{4.85}
\end{equation*}
$$

where $\phi=\iint d S \cdot \mathbf{B}$ is the magnetic flux. Taking the change of magnetic flux as $\Delta \phi=\phi_{0}=h / e$, the Hall conductance becomes $\sigma_{x y}=\frac{e}{h} \Delta Q$. Thus, the Hall


Fig. 4.2 A schematic of the setup for Laughlin's gedanken experiment for the integer quantum Hall effect. A changing flux through the cylindrical device generates an electric field $E_{y}$ in the $y$-direction, which induces a Hall current $J_{x}$ in the surface along the $x$-direction. The change of one quantum flux will transfer an integer of elementary charges from one side to the other side
conductance is determined by the charge transfer $\Delta Q$ after changing the magnetic flux by one magnetic flux quantum $\Delta \phi=\phi_{0}$.

What is the value of $\Delta Q$ ? In the present geometry, the presence of the magnetic flux in the cylinder will lead to a gauge transformation in the vector potential:

$$
\begin{equation*}
\mathbf{p}+e \mathbf{A} \rightarrow \mathbf{p}+e(\mathbf{A}+\delta \mathbf{A}) \tag{4.86}
\end{equation*}
$$

We take $\delta \mathbf{A}=\frac{\hbar}{e} \nabla \lambda$. The wave function will be transformed as

$$
\begin{equation*}
\Psi(r) \rightarrow \mathrm{e}^{i \lambda(r)} \Psi(r) \tag{4.87}
\end{equation*}
$$

For one quantum flux $\oint \delta \mathbf{A} \cdot d l=\phi_{0}$, one has $\lambda\left(\mathbf{r}, \phi=\phi_{0}\right)-\lambda(\mathbf{r}, \phi=0)=2 \pi$. Thus, the eigenstates before and after the variation of one quantum flux are identical, that is,

$$
\begin{equation*}
H\left(\phi=\phi_{0}\right)=H(\phi=0) . \tag{4.88}
\end{equation*}
$$

However, for a many-body system, the occupancy of electrons may be different after the variation of one quantum flux:

$$
\begin{equation*}
\Delta Q=n e, \tag{4.89}
\end{equation*}
$$

where $n$ is an integer and is determined by the topology of the band structure of the system. Therefore, we conclude that

$$
\begin{equation*}
\sigma_{x y}=n \frac{e^{2}}{h} \tag{4.90}
\end{equation*}
$$

This can be regarded as a generalization of the adiabatic charge pump in a twodimensional system.

Fu-Kane argument is a spin version of Laughlin argument as a generalization from the integer quantum Hall effect to the quantum spin Hall effect, just like a generalization from charge pump to spin pump. For a quantum spin system, time reversal symmetry will give a different topological invariant for the quantum spin Hall system. Consider a setup of the same geometry as in the previous subsection for the quantum Hall effect as shown in Fig. 4.2. A magnetic flux $\phi$ threads a twodimensional cylinder, which will cause an extra change of the phase factor before the physical states, $\mathrm{e}^{i 2 \pi \phi / \phi_{0}}$. The magnetic flux plays the role of the edge crystal momentum $k_{x}$ in the band theory. Increasing the magnetic flux with time $t$ from $\phi=$ 0 to $\phi_{0}$ may form an adiabatic cyclic evolution. There exists a Kramers degeneracy at $\phi=0$ and $\phi_{0} / 2$ :

$$
\begin{align*}
H(0) & =\Theta H(0) \Theta^{-1},  \tag{4.91a}\\
H\left(\phi_{0} / 2\right) & =\Theta H\left(\phi_{0} / 2\right) \Theta^{-1} . \tag{4.91b}
\end{align*}
$$

Thus, variation by half flux quantum will change electron parity number at two ends.

### 4.8 Time Reversal Symmetry and the $\mathbf{Z}_{2}$ Index

Time reversal symmetry implies that $[\mathcal{H}(\mathbf{r}), \Theta]=0$, where the time reversal operator $\Theta=-i \sigma_{y} K$ and $K$ is the complex conjugation. Note that in the band theory, time reversal symmetry means that

$$
\begin{equation*}
H(-\mathbf{k})=\Theta H(\mathbf{k}) \Theta^{-1} \tag{4.92}
\end{equation*}
$$

since the good quantum number $\mathbf{k}$ has already replaced the momentum operator $\mathbf{p}=-i \hbar \nabla$ in the Hamiltonian, and the later changes a minus sign under time reversal $\Theta$. In the Brillouin zone of a square lattice, there are 4 ( 8 for a cubic lattice in three dimensions) time reversal invariant points satisfying $-\Gamma_{i}=\Gamma_{i}+n_{i} \mathbf{G}$, where $\mathbf{G}$ is a reciprocal lattice vector and $n_{i}=0$ or 1 [11,13,17]. At these points, $\Gamma_{i}=n_{i} \mathbf{G} / 2$ :

$$
\begin{equation*}
H\left(\Gamma_{i}\right)=\Theta H\left(\Gamma_{i}\right) \Theta^{-1} \tag{4.93}
\end{equation*}
$$

always holds; therefore, the eigenstates are always at least doubly degenerate due to the Kramers degeneracy. A pair of such energy bands $E_{2 n-1}(k)$ and $E_{2 n}(k)$ is called a Kramers pair, as illustrated in Fig.4.3. These two bands (labeled as $(n, I)$ and $(n, I I)$, respectively) are related to each other by time reversal operation accompanying with a phase factor [11]. Their crossings at time reversal invariant points are protected by time reversal symmetry. If a Kramers pair is isolated from other pairs by finite gaps, a topological invariant associated with this pair can be defined.

For simplicity, we consider a one-dimensional system and suppose that there is no additional degeneracy other than those required by time reversal symmetry. Therefore, the $2 N$ eigenstates can be divided into $N$ pairs that satisfy

$$
\begin{equation*}
\left|u_{n}^{I}(-k)\right\rangle=-\mathrm{e}^{i \chi_{k, n}} \Theta\left|u_{n}^{I I}(k)\right\rangle . \tag{4.94}
\end{equation*}
$$

Fig. 4.3 Schematic of band structures $E_{n}(k)$ along the direction of one reciprocal vector. The Kramers pairs cross at time reversal invariant points $k=0, G_{1} / 2$


Then

$$
\begin{equation*}
\Theta\left|u_{n}^{I}(-k)\right\rangle=-\Theta \mathrm{e}^{i \chi_{k, n}} \Theta\left|u_{n}^{I I}(k)\right\rangle=\mathrm{e}^{-i \chi_{k, n}}\left|u_{n}^{I I}(k)\right\rangle \tag{4.95}
\end{equation*}
$$

as $\Theta^{2}=-1$ for electrons with spin $\frac{1}{2}$. Thus, one has the relation

$$
\begin{equation*}
\left|u_{n}^{I I}(-k)\right\rangle=\mathrm{e}^{i \chi-k, n} \Theta\left|u_{n}^{I}(k)\right\rangle . \tag{4.96}
\end{equation*}
$$

The partial polarization associated with one of the categories $s=I$ and $I I$ can be written as

$$
\begin{equation*}
P^{s}=\int_{B Z} \frac{d k}{2 \pi} A_{k}^{s}, \tag{4.97}
\end{equation*}
$$

with $A_{k}^{s}=i \sum_{n}\left\langle u_{n}^{s}(k)\right| \nabla_{k}\left|u_{n}^{s}(k)\right\rangle$. It is invariant (up to a lattice translation) under changes in the phases of $\left|u_{n}^{I}(k)\right\rangle$ and $\left|u_{n}^{I I}(k)\right\rangle$. However, they appear to depend on the arbitrary choice of the label $I$ and II assigned to each band. To make this invariance explicit for $P^{s}$, we separate the integral into two parts:

$$
\begin{align*}
P^{I} & =\int_{0}^{\pi} \frac{d k}{2 \pi} A_{k}^{I}+\int_{-\pi}^{0} \frac{d k}{2 \pi} A_{k}^{I} \\
& =\int_{0}^{\pi} \frac{d k}{2 \pi} A_{k}^{I}+\int_{0}^{\pi} \frac{d k}{2 \pi} A_{-k}^{I} \tag{4.98}
\end{align*}
$$

Using the time reversal constraint,

$$
\begin{equation*}
\left\langle\Theta u_{n}^{I I}(k)\right| \partial_{k}\left|\Theta u_{n}^{I I}(k)\right\rangle=-\left\langle u_{n}^{I I}(k)\right| \partial_{k}\left|u_{n}^{I I}(k)\right\rangle, \tag{4.99}
\end{equation*}
$$

we have

$$
\begin{equation*}
A_{-k}^{I}=A_{k}^{I I}-\sum_{n} \partial_{k} \chi_{k, n} \tag{4.100}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
P^{I}=\int_{0}^{\pi} \frac{d k}{2 \pi} A_{k}-\frac{1}{2 \pi} \sum_{n}\left(\chi_{\pi, n}-\chi_{0, n}\right), \tag{4.101}
\end{equation*}
$$

where $A_{k}=A_{k}^{I}+A_{k}^{I I}$. Introduce the $U(2 N)$ matrix

$$
\begin{equation*}
w_{m n}(k)=\left\langle u_{m}(-k)\right| \Theta\left|u_{n}(k)\right\rangle . \tag{4.102}
\end{equation*}
$$

Then only nonzero terms are

$$
\begin{align*}
& \left\langle u_{n}^{I}(-k)\right| \Theta\left|u_{n}^{I I}(k)\right\rangle=-\mathrm{e}^{-i \chi k, n},  \tag{4.103a}\\
& \left\langle u_{n}^{I I}(-k)\right| \Theta\left|u_{n}^{I}(k)\right\rangle=\mathrm{e}^{-i \chi-k, n} . \tag{4.103b}
\end{align*}
$$

The matrix $w$ is a direct product of $2 \times 2$ matrices with $-\mathrm{e}^{-i \chi_{k, n}}$ and $\mathrm{e}^{-i \chi-k, n}$ on the off-diagonal. At $k=0$ and $\pi, w$ is antisymmetric. An antisymmetric matrix may be characterized by a Pfaffian, whose square is equal to the determinant. Then we have

$$
\begin{equation*}
\frac{\operatorname{Pf}[w(\pi)]}{\operatorname{Pf}[w(0)]}=\exp \left[i \sum_{n}\left(\chi_{\pi, n}-\chi_{0, n}\right)\right] . \tag{4.104}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
P^{I}=\frac{1}{2 \pi}\left[\int_{0}^{\pi} d k A_{k}+i \ln \frac{\operatorname{Pf}[w(\pi)]}{\operatorname{Pf}[w(0)]}\right] . \tag{4.105}
\end{equation*}
$$

A similar formula can be obtained for $P^{I I}$. It follows from the time reversal symmetry that $P^{I I}=P^{I}$ modulo an integer, reflecting the Kramers pairing of the Wannier states. The charge polarization for one Kramers pair of states is

$$
\begin{equation*}
P_{\rho}=P^{I}+P^{I I} \tag{4.106}
\end{equation*}
$$

and the time reversal polarization is defined as

$$
\begin{align*}
P_{\theta} & =P^{I}-P^{I I} \\
& =\frac{1}{2 \pi}\left[\int_{0}^{\pi} d k A_{k}-\int_{-\pi}^{0} d k A_{k}+2 i \ln \frac{\operatorname{Pf}[w(\pi)]}{\operatorname{Pf}[w(0)]}\right] . \tag{4.107}
\end{align*}
$$

In terms of the matrix $w_{n m}$, the formula can be written in a compact form:

$$
\begin{equation*}
P_{\theta}=\frac{1}{2 \pi i}\left[\int_{0}^{\pi} d k \operatorname{Tr}\left[w^{\dagger} \nabla_{k} w\right]-2 \ln \frac{\operatorname{Pf}[w(\pi)]}{\operatorname{Pf}[w(0)]}\right] . \tag{4.108}
\end{equation*}
$$

In the matrix $w$, only nonzero elements are off-diagonal:

$$
\begin{align*}
\operatorname{Tr}\left[w^{\dagger} \nabla_{k} w\right] & =\operatorname{Tr}\left[\left(\begin{array}{cc}
0 & \mathrm{e}^{-i \chi-k, n} \\
-\mathrm{e}^{i \chi_{k, n}} & 0
\end{array}\right) \nabla_{k}\left(\begin{array}{cc}
0 & -\mathrm{e}^{-i \chi_{k, n}} \\
\mathrm{e}^{i \chi-k, n} & 0
\end{array}\right)\right] \\
& =i \nabla_{k} \chi-k, n-i \nabla_{k} \chi_{k, n} . \tag{4.109}
\end{align*}
$$

Using the unitarity of $w$, we have

$$
\begin{equation*}
\operatorname{Tr}\left[w^{\dagger} \nabla_{k} w\right]=\operatorname{Tr}\left[\nabla_{k} \ln w(k)\right]=\nabla_{k} \ln \operatorname{det}[w(k)] . \tag{4.110}
\end{equation*}
$$

Thus, $P_{\theta}$ can be expressed as

$$
\begin{equation*}
P_{\theta}=\frac{1}{2 \pi i}\left[\ln \frac{\operatorname{det}(w(\pi))}{\operatorname{det}(w(0))}-2 \ln \frac{\operatorname{Pf}(w(\pi))}{\operatorname{Pf}(w(0))}\right] \tag{4.111}
\end{equation*}
$$

or

$$
\begin{equation*}
(-1)^{P_{\theta}}=\frac{\sqrt{\operatorname{det}(w(0))}}{\operatorname{Pf}(w(0))} \frac{\sqrt{\operatorname{det}(w(\pi))}}{\operatorname{Pf}(w(\pi))} \tag{4.112}
\end{equation*}
$$

In general, for a cyclic process of $H(t+T)=H(t)$, it follows that

$$
\begin{align*}
& H\left(t_{1}^{*}=0\right)=\Theta H(0) \Theta^{-1}  \tag{4.113a}\\
& H\left(t_{1}^{*}=T / 2\right)=\Theta H(T / 2) \Theta^{-1} \tag{4.113b}
\end{align*}
$$

The change of time reversal polarization is gauge invariant

$$
\begin{equation*}
v=\left[P_{\theta}(T / 2)-P_{\theta}(0)\right] \bmod 2 . \tag{4.114}
\end{equation*}
$$

Consider the mapping between the time reversal invariant momenta $\Gamma_{i}$ and the time invariant point of time $t_{i}^{*}$; we conclude that the topological invariant can be written as

$$
\begin{equation*}
(-1)^{v}=\prod_{i} \frac{\sqrt{\operatorname{det}\left(w\left(\Gamma_{i}\right)\right)}}{\operatorname{Pf}\left(w\left(\Gamma_{i}\right)\right)} . \tag{4.115}
\end{equation*}
$$

Since

$$
\begin{equation*}
\operatorname{det}\left(w\left(\Gamma_{i}\right)\right)=\left[\operatorname{Pf}\left(w\left(\Gamma_{i}\right)\right)\right]^{2} \tag{4.116}
\end{equation*}
$$

the right-hand side of Eq. (4.115) is always +1 or -1 . Correspondingly $v$ is only an integer modulo 2 , that is, 0 or 1 . Thus, the time reversal polarization defines two distinct polarization states, topologically trivial $(v=0)$ and nontrivial $(v=1) . \mathrm{Fu}$ and Kane proposed that the value of $v$ is related to the presence or the absence of a Kramers degenerate states at the end of a finite system [11].

If an insulator has the additional inversion symmetry, there is a simplified algorithm to calculate the $\mathrm{Z}_{2}$ invariant. Suppose that the Hamiltonian $H$ has an inversion symmetry,

$$
\begin{equation*}
H(-\mathbf{k})=P H(\mathbf{k}) P^{-1} \tag{4.117}
\end{equation*}
$$

where the parity operator is defined by

$$
\begin{equation*}
P\left|\mathbf{r}, s_{z}\right\rangle=P\left|-\mathbf{r}, s_{z}\right\rangle \tag{4.118}
\end{equation*}
$$

Here $\mathbf{r}$ is the coordinate and $s_{z}$ is the spin which is unchanged by the parity $P$ because it is a pseudovector. An explicit consequence of the combination of time reversal symmetry and inversion symmetry is the fact that the Berry curvature must vanish:

$$
\begin{equation*}
F(\mathbf{k})=\nabla_{\mathbf{k}} \times \mathbf{A}(\mathbf{k})=0 \tag{4.119}
\end{equation*}
$$

It follows from the definition of the Berry curvature that it is odd under time reversal, $F(-\mathbf{k})=-F(\mathbf{k})$, and even under inversion, $F(-\mathbf{k})=F(\mathbf{k})$. Considering the $m$ th pair of the occupied energy bands at time reversal invariant momentum $\Gamma_{i}$, we define
$P\left|u_{2 m, \Gamma_{i}}\right\rangle=\xi_{2 m}\left(\Gamma_{i}\right)\left|u_{2 m, \Gamma_{i}}\right\rangle$ where the parity eigenvalues $\xi_{2 m}\left(\Gamma_{i}\right)=+1$ or -1 . The degenerate Kramers partners share the same eigenvalue $\xi_{2 m}=\xi_{2 m-1}$. In this case, one has a simple formula to calculate $\delta$ [13]:

$$
\begin{equation*}
(-1)^{\nu}=\prod_{i} \prod_{m=1}^{N} \xi_{2 m}\left(\Gamma_{i}\right) \tag{4.120}
\end{equation*}
$$

In Sect. 3.6, we have already used this result to classify the topological phases in the lattice model.

Note on Pfaffian: In mathematics, a skew-symmetric matrix is a square matrix $A$ whose transpose is its negative, $A=-A^{T}$. The determinant of a skew-symmetric matrix $A$ can always be written as the square of a polynomial in the matrix entries, which is called the Pfaffian of the matrix, denoted by $\operatorname{Pf}(A)$, that is,

$$
\begin{equation*}
\operatorname{det}(A)=\operatorname{Pf}(A)^{2} \tag{4.121}
\end{equation*}
$$

The term Pfaffian was introduced by [15] who named it after Johann Friedrich Pfaff. The Pfaffian is nonvanishing only for $2 n \times 2 n$ skew-symmetric matrices, in which case it is a polynomial of degree $n$.

For example,

$$
\begin{gather*}
\operatorname{Pf}\left(\begin{array}{cc}
0 & a \\
-a & 0
\end{array}\right)=a,  \tag{4.122}\\
\operatorname{Pf}\left(\begin{array}{cccc}
0 & a & b & c \\
-a & 0 & d & e \\
-b & -d & 0 & f \\
-c & -e & -f & 0
\end{array}\right)=a f-b e+d c . \tag{4.123}
\end{gather*}
$$

### 4.9 Generalization to Two and Three Dimensions

Generalization of the $Z_{2}$ invariant from two to three dimensions is a milestone in the development of topological insulator. The topological invariant characterizing a two-dimensional band structure may be constructed by rolling a two-dimensional system into a cylinder as shown in Fig. 4.4a. Then the magnetic flux threading the cylinder plays the role of the circumferential crystal momentum $k_{x}$, with $\phi=0$ and $\phi=\phi_{0} / 2$ corresponding to two edge time reversal momenta $k_{x}=\Lambda_{1}=0$ and $k_{x}=\Lambda_{2}=\pi / a$. The $\mathrm{Z}_{2}$ invariant characterizes the change of the time reversal polarization in the Kramers degeneracy at the ends of the one-dimensional system between $k_{x}=\Lambda_{1}$ and $k_{x}=\Lambda_{2}$. The change is related to the bulk band structure for a two-dimensional system with the periodic boundary condition. For a square lattice, there are four time reversal invariant momenta in the first Brillouin zone:

$$
\begin{equation*}
\Gamma_{n_{x}, n_{y}}=\left(\frac{n_{x}}{2} \mathbf{G}_{x}, \frac{n_{y}}{2} \mathbf{G}_{y}\right) \tag{4.124}
\end{equation*}
$$



Fig. 4.4 (a) A two-dimensional cylinder threaded by magnetic flux $\Phi$. When the cylinder has a circumference of a single lattice constant, $\Phi$ plays the role of the edge crystal momentum $k_{x}$ in band theory. (b) The time reversal invariant fluxes $\Phi=0$ and $h / 2 e$ correspond to edge time reversal invariant momenta $\Lambda_{1}=0$ and $\Lambda_{2}=\pi / a . \Lambda_{a}$ are projections of pairs of the four bulk time reversal momenta $\Gamma_{i=(a \mu)}$, which reside in the two-dimensional Brillouin zone indicated by the shaded region. (c) In three dimensions, the generalized cylinder can be visualized as a Corbino donut, with two fluxes, which correspond to the two components of the surface crystal momentum. (d) The four time reversal invariant fluxes $\Phi_{1}, \Phi_{2}=0, h / 2 e$ correspond to the four two-dimensional surface momenta (Reprinted with permission from [13]. Copyright (2007) by the APS)
with $n_{x}, n_{y}=0,1$. For an edge perpendicular to $\mathbf{G}_{y}$, the one-dimensional edge time reversal invariant momenta are $k_{x}=\Lambda_{1}$ and $k_{x}=\Lambda_{2}$, which satisfy $\Gamma_{1, n_{y}}-\Gamma_{0, n_{y}}=$ $\frac{\mathbf{G}_{x}}{2}$. Thus, the time reversal polarization can be expressed as $\pi_{x}=\delta_{x 1} \delta_{x 2}$, where

$$
\begin{equation*}
\delta_{x i}=\frac{\sqrt{\operatorname{det}\left[w\left(\Gamma_{i, y}\right)\right]}}{\operatorname{Pf}\left[w\left(\Gamma_{i, y}\right)\right]}= \pm 1 . \tag{4.125}
\end{equation*}
$$

However, $\pi_{x}$ is not a gauge invariant. A $k$-dependent gauge transformation can change the sign of any pair of $\delta_{i}$. If we roll the system into a cylinder along another direction, we can calculate the time reversal polarization $\pi_{y}=\delta_{y 1} \delta_{y 2}$. The product $\pi_{x} \pi_{y}$ is gauge invariant:

$$
\begin{equation*}
(-1)^{v}=\prod_{n_{x}, n_{y}=0,1} \frac{\sqrt{\operatorname{det}\left[w\left(\Gamma_{n_{x}, n_{y}}\right)\right]}}{\operatorname{Pf}\left[w\left(\Gamma_{n_{x}, n_{y}}\right)\right]} . \tag{4.126}
\end{equation*}
$$

This $v$ can be equal to 0 or 1 and define a single $Z_{2}$ invariant in two dimensions.

The $Z_{2}$ invariant for three-dimensional crystals can be reduced to the problems in two dimensions [11, 14, 16]. The three-dimensional Brillouin zone can be rolled into a donut along the $x$ - and $y$-direction as illustrated in Fig. 4.4c. There are eight time reversal invariant momenta for three-dimensional systems:

$$
\begin{equation*}
\Gamma_{i=\left(n_{1}, n_{2}, n_{3}\right)}=\left(\frac{n_{1}}{2} \mathbf{G}_{1}, \frac{n_{2}}{2} \mathbf{G}_{2}, \frac{n_{3}}{2} \mathbf{G}_{3}\right) \tag{4.127}
\end{equation*}
$$

with $n_{j}=0,1$. They can be viewed as vertexes of a parallelepiped. For a fixed $n_{1}$, for example, $n_{1}=1$, the point set

$$
\begin{equation*}
\left(\frac{n_{1}}{2} \mathbf{G}_{1}, \frac{a_{2}}{2} \mathbf{G}_{2}, \frac{a_{3}}{2} \mathbf{G}_{3}\right) \tag{4.128}
\end{equation*}
$$

for all $a_{2}, a_{3} \in\left[-\frac{1}{2}, \frac{1}{2}\right.$ ) defines a two-dimensional Brillouin zone of a twodimensional system respecting time reversal symmetry, for which a $Z_{2}$ invariant can be calculated from the method for two-dimensional system, referred as $v_{n_{1}=1}$. The other five invariants $v_{n_{1}=0}, v_{n_{2}=0,1}$, and $v_{n_{3}=0,1}$ can be defined in a similar way. These six invariants are associated with six planes of the above parallelepiped. Since they belong to the same three-dimensional crystal, only four of them are independent due to the constraints $[11,14]$

$$
\begin{equation*}
v_{n_{1}=0} \cdot v_{n_{1}=1}=v_{n_{2}=0} \cdot v_{n_{2}=1}=v_{n_{3}=0} \cdot v_{n_{3}=1} \bmod 2 . \tag{4.129}
\end{equation*}
$$

The four independent invariants can be chosen as, say, $v_{0}=v_{n_{1}=0} v_{n_{1}=1}, v_{1}=$ $v_{n_{1}=1}, \nu_{2}=v_{n_{2}=1}$, and $\nu_{3}=v_{n_{3}=1}$. The indices $\nu_{0} ;\left(\nu_{1} \nu_{2} \nu_{3}\right)$ reflect the topology of the surface states [13, 17]. $\nu_{0}$ is given by

$$
\begin{equation*}
(-1)^{v_{0}}=\prod_{n_{1}, n_{2}, n_{3}=0,1} \frac{\sqrt{\operatorname{det}\left[w\left(\Gamma_{n_{1}, n_{2}, n_{3}}\right)\right]}}{\operatorname{Pf}\left[w\left(\Gamma_{n_{1}, n_{2}, n_{3}}\right)\right]} . \tag{4.130}
\end{equation*}
$$

If $\nu_{0}=1$, then the system is a strong topological insulator, with an odd number of Dirac cones on all surfaces of the crystal. If $v_{0}=0$, then the crystal is a weak topological insulator, with an even number (including 0) of Dirac cones at the surfaces. The latter one is topologically equivalent to a two-dimensional insulator and therefore is not robust against disorder. Let us take $0 ;(001)$ as an example [13]. The surface states corresponding to the two-dimensional Brillouin zone spanned by $G_{2}$ and $G_{3}$ (with index $\nu_{1}=0$ ) have two Dirac cones, and the same for the surface states in the Brillouin zone spanned by $G_{1}$ and $G_{3}$, with index $\nu_{2}=0$. But there is no surface states in $G_{2}-G_{3}$ plane, with index $\nu_{3}=1$.

### 4.10 Phase Diagram of Modified Dirac Equation

We come to study whether the modified Dirac equation is topologically trivial or nontrivial or not. The general solution of the wave functions for an infinite system or with the periodic boundary conditions can be expressed as

$$
\begin{equation*}
\Psi_{v}=u_{v}(\mathbf{p}) \exp \left[i\left(\mathbf{p} \cdot \mathbf{r}-E_{p, v} t\right) / \hbar\right], \tag{4.131}
\end{equation*}
$$

in which the momentum is a good quantum number. The dispersion relations of four energy bands are

$$
\begin{equation*}
E_{p, v(=1,2)}=-E_{p, v(=3,4)}=\sqrt{v^{2} p^{2}+\left(m v^{2}-B p^{2}\right)^{2}} . \tag{4.132}
\end{equation*}
$$

The four-component spinors $u_{v}(\mathbf{p})$ can be expressed as $u_{v}(\mathbf{p})=S u_{v}(\mathbf{p}=0)$ with

$$
S=\sqrt{\frac{\epsilon_{p}}{2 E_{p, 1}}}\left(\begin{array}{cccc}
1 & 0 & -\frac{p_{z} v}{\epsilon_{p}} & -\frac{p-v}{\epsilon_{p}}  \tag{4.133}\\
0 & 1 & -\frac{p+v}{\epsilon_{p}} & \frac{p_{z} v}{\epsilon_{p}} \\
\frac{p_{z} v}{\epsilon_{p} v} & \frac{p-v}{\epsilon_{p}} & 1 & 0 \\
\frac{p+v}{\epsilon_{p}} & -\frac{p_{z} v}{\epsilon_{p}} & 0 & 1
\end{array}\right),
$$

where $p_{ \pm}=p_{x} \pm i p_{y}, \epsilon_{p}=E_{p, 1}+\left(m v^{2}-B p^{2}\right)$, and $u_{v}(0)$ is one of the four eigenstates of $\beta$.

The topological properties of the modified Dirac equation can be gained from these solutions. The Dirac equation is invariant under time reversal symmetry and can be classified according to the $\mathrm{Z}_{2}$ topological classification following Kane and Mele [18]. In the representation for the Dirac matrices in Eq. (2.7a), the time reversal operator here is defined as $\Theta \equiv-i \alpha_{x} \alpha_{z} \mathcal{K}$ [19], where $\mathcal{K}$ is the complex conjugate operator that forms the complex conjugation of any coefficient that multiplies a ket or wave function (and stands on the right of $\mathcal{K}$ ). Under the time reversal operation, the modified Dirac equation remains invariant:

$$
\begin{equation*}
\Theta H(\mathbf{p}) \Theta^{-1}=H(-\mathbf{p}) \tag{4.134}
\end{equation*}
$$

( $\mathbf{p}$ is a good quantum number of the momentum). Furthermore, we have the relations that $\Theta u_{1}(\mathbf{p})=-i u_{2}(-\mathbf{p})$ and $\Theta u_{2}(\mathbf{p})=+i u_{1}(-\mathbf{p})$, which satisfy the relation of $\Theta^{2}=-1$. Similarly, $\Theta u_{3}(\mathbf{p})=-i u_{4}(-\mathbf{p})$ and $\Theta u_{4}(\mathbf{p})=+i u_{3}(-\mathbf{p})$. Thus, the solutions of $\left\{u_{1}(\mathbf{p}), u_{2}(-\mathbf{p})\right\}$ and $\left\{u_{3}(\mathbf{p}), u_{4}(-\mathbf{p})\right\}$ are two degenerate Kramers pairs of positive and negative energies, respectively. The matrix of overlap $\left\{\left\langle u_{\mu}(\mathbf{p})\right| \Theta\left|u_{\nu}(\mathbf{p})\right\rangle\right\}$ has the form

$$
\left(\begin{array}{cccc}
0 & i \frac{m v^{2}-B p^{2}}{E_{p, 1}} & -i \frac{p-v}{E_{p, 1}} & i \frac{p_{z} v}{E_{p, 1}}  \tag{4.135}\\
-i \frac{m v^{2}-B p^{2}}{E_{p, 1}} & 0 & i \frac{p_{z} v}{E_{p, 1}} & i \frac{p+v}{E_{p, 1}} \\
i \frac{p-v}{E_{p, 1}} & -i \frac{p_{z} v}{E_{p, 1}} & 0 & i \frac{m v^{2}-B p^{2}}{E_{p, 1}} \\
-i \frac{p_{z} v}{E_{p, 1}} & -i \frac{p+v}{E_{p, 1}} & -i \frac{m v^{2}-B p^{2}}{E_{p, 1}} & 0
\end{array}\right)
$$

which is antisymmetric, $\left\langle u_{\mu}(\mathbf{p})\right| \Theta\left|u_{\nu}(\mathbf{p})\right\rangle=-\left\langle u_{\nu}(\mathbf{p})\right| \Theta\left|u_{\mu}(\mathbf{p})\right\rangle$. For the two negative energy bands $u_{3}(\mathbf{p})$ and $u_{4}(\mathbf{p})$ which are fully occupied for an insulator, the submatrix of overlap can be expressed in terms of a single number as $\epsilon_{\mu \nu} P(\mathbf{p})$ :

$$
\begin{equation*}
P(\mathbf{p})=i \frac{m v^{2}-B p^{2}}{\sqrt{\left(m v^{2}-B p^{2}\right)^{2}+v^{2} p^{2}}}, \tag{4.136}
\end{equation*}
$$

which is the Pfaffian for the $2 \times 2$ matrix. According to Kane and Mele [18], the even or odd number of the zeros in $P(\mathbf{p})$ defines the $\mathrm{Z}_{2}$ topological invariant. Here we want to emphasize that the sign of a dimensionless parameter $m B$ will determine the $\mathrm{Z}_{2}$ invariant of the modified Dirac equation. Since $P(\mathbf{p})$ is always non-zero for $m B \leq 0$ and there exists no zero in the Pfaffian, we conclude immediately that the modified Dirac Hamiltonian for $m B \leq 0$ including the conventional Dirac Hamiltonian ( $B=0$ ) is topologically trivial.

For $m B>0$, the case is different. In this continuous model, the Brillouin zone becomes infinite. At $p=0$ and $p=+\infty, P(0)=i \operatorname{sgn}(m)$ and $P(+\infty)=$ $-i \operatorname{sgn}(B)$. In this case, $P(\mathbf{p})=0$ at $p^{2}=m v^{2} / B . \mathbf{p}=0$ is always one of the time reversal invariant momenta. As a result of an isotropic model in the momentum space, we think all points of $p=+\infty$ shrink into one point if we regard the continuous model as a limit of the lattice model by taking the lattice space $a \rightarrow 0$ and the reciprocal lattice vector $G=2 \pi / a \rightarrow+\infty$. In this sense, as a limit of a square lattice, other three time reversal invariant momenta have $P(0, G / 2)=P(G / 2,0)=P(G / 2, G / 2)=P(+\infty)$ which has an opposite sign of $P(0)$ if $m B>0$. Similarly for a cubic lattice, $P(\mathbf{p})$ of other seven time reversal invariant momenta have opposite sign of $P(0)$. Following Fu, Kane, and Mele [13, 17], we conclude that the modified Dirac Hamiltonian is topologically nontrivial only if $m B>0$.

In two dimensions, $\mathrm{Z}_{2}$ index can be determined by evaluating the winding number of the phase of $P(p)$ around a loop, enclosing the half of the Brillouin zone in the complex plane of $\mathbf{p}=p_{x}+i p_{y}$ :

$$
\begin{equation*}
I=\frac{1}{2 \pi i} \oint_{C} d \mathbf{p} \cdot \nabla_{\mathbf{p}} \log [P(\mathbf{p})+i \delta] . \tag{4.137}
\end{equation*}
$$

Because the model is isotropic, the integral is then reduced to only the path along $p_{x}$-axis, while the part of the half-circle integral vanishes for $\delta>0$ and $|\mathbf{p}| \rightarrow+\infty$.

Fig. 4.5 Phase diagram of topological states of the modified Dirac equation as a function of two model parameters $m$ and $B$


Along the $p_{x}$-axis one of a pair of zeros in the ring is enclosed in contour C when $m B>0$, which gives a $\mathrm{Z}_{2}$ index $v=1$. This defines the nontrivial quantum spin Hall phase.

Volovik [20,21] proposed that the Green's function rather than the Hamiltonian is more applicable to classify topological insulators. From the three-dimensional Dirac equation, the Green's function has the form

$$
\begin{align*}
G\left(i \omega_{n}, \mathbf{p}\right) & =\frac{1}{i \omega_{n}-H} \\
& =-\frac{i \omega_{n}+v \mathbf{p} \cdot \alpha+\left(m v^{2}-B p^{2}\right) \beta}{\omega_{n}^{2}+h^{2}(p)} \tag{4.138}
\end{align*}
$$

where $h^{2}(k)=H^{2}=v^{2} p^{2}+\left(m v^{2}-B p^{2}\right)^{2}$. The frequency $\omega_{n}=(2 n+1) \pi / \beta=$ $(2 n+1) \pi k_{B} T$ ( $k_{B}$ is the Boltzmann constant and $T$ is the temperature). The topological invariant is defined as

$$
\begin{equation*}
\tilde{N}=\frac{1}{24 \pi^{2}} \epsilon_{i j k} \operatorname{Tr}\left[K \int_{i \omega_{n}=0} d \mathbf{p} G \partial_{p_{i}} G^{-1} G \partial_{p_{j}} G^{-1} G \partial_{p_{k}} G^{-1}\right] \tag{4.139}
\end{equation*}
$$

where $K=\sigma_{y} \otimes \sigma_{0}$ is the symmetry-related operator. After tedious algebra, it is found that

$$
\begin{equation*}
\tilde{N}=\operatorname{sgn}(m)+\operatorname{sgn}(B) . \tag{4.140}
\end{equation*}
$$

When $m B>0, \tilde{N}= \pm 2$, which defines the phase topologically nontrivial. If $B$ is set to be positive, there exists a quantum phase transition from topologically trivial phase of $m<0$ to a topologically nontrivial phase of $\mu>0$. This is in a good agreement with the result of $Z_{2}$ index in the preceding section [22].

As a summary, we present the phase diagram according to the topological invariants which is presented in Fig. 4.5.

### 4.11 Further Reading
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## Chapter 5 <br> Topological Phases in One Dimension


#### Abstract

Polyacetylene was extensively studied in the 1980s. Reexamination of Su-Schrieffer-Heeger model for polyacetylene shows that it is actually a onedimensional topological insulator. Topological phases also exist in other onedimensional systems.


Keywords One-dimensional topological insulator • Su-Schrieffer-Heeger model • p-wave pairing superconductor • Ising model • Maxwell's equation

### 5.1 Su-Schrieffer-Heeger Model for Polyacetylene

The simplest "two-band" model is the Su-Schrieffer-Heeger model for polyacetylene [1], which is an insulator with the chirality symmetry. Consider a one-dimensional dimerized lattice,

$$
\begin{equation*}
H=\sum_{n=1}^{N}(t+\delta t) c_{A, n}^{\dagger} c_{B, n}+\sum_{n=1}^{N-1}(t-\delta t) c_{A, n+1}^{\dagger} c_{B, n}+\text { h.c. } \tag{5.1}
\end{equation*}
$$

where $c_{A(B), n}^{\dagger}$ and $c_{A(B), n}$ are the creation and annihilation operators of electron on $A$ (or $B$ ) sublattice site $(A(B), n)$, respectively. In this model, each unit cell consists of two sites, $A$ and $B$, and the hopping term connects the two different sublattice sites. The hopping amplitude in the unit cell is $t+\delta t$ and that between two unit cells is $t-\delta t$. There are two distinct phases named A and B phases which are plotted in Fig.5.1. These two phases were believed to be degenerate. The interface of these two phases forms a domain wall, which may generate a soliton solution nearby. In this section, we demonstrate that these two phases are topologically distinct in the open boundary condition.


Fig. 5.1 Two distinct phases in Su-Schrieffer-Heeger model. The solid and dashed lines stand for the long and short bonds of hopping, respectively. Note that the boundary conditions are distinct in two phases

Performing the Fourier transformation,

$$
\begin{align*}
& a_{k}=\frac{1}{\sqrt{N}} \sum_{n} \mathrm{e}^{-i k \cdot n a} c_{A, n}  \tag{5.2a}\\
& b_{k}=\frac{1}{\sqrt{N}} \sum_{n} \mathrm{e}^{-i k \cdot n a} c_{B, n} \tag{5.2b}
\end{align*}
$$

where $N$ is the number of the unit cells (the total number of lattice sites is $2 N$ ), we obtain

$$
\begin{equation*}
H=(t+\delta t) \sum_{k \in(-\pi, \pi)}\left(a_{k}^{\dagger} b_{k}+b_{k}^{\dagger} a_{k}\right)+(t-\delta t) \sum_{k}\left(\mathrm{e}^{i k} a_{k}^{\dagger} b_{k}+\mathrm{e}^{-i k} b_{k}^{\dagger} a_{k}\right) . \tag{5.3}
\end{equation*}
$$

Introducing the spinor

$$
\begin{equation*}
\psi_{k}=\binom{a_{k}}{b_{k}} \tag{5.4}
\end{equation*}
$$

we can write the Hamiltonian in a compact form

$$
\begin{equation*}
H=\sum_{k} \psi_{k}^{\dagger}\left[((t+\delta t)+(t-\delta t) \cos k) \sigma_{x}+(t-\delta t) \sin k \sigma_{y}\right] \psi_{k} \tag{5.5}
\end{equation*}
$$

Under a transformation, $\sigma_{x} \rightarrow \sigma_{z}, \sigma_{y} \rightarrow \sigma_{x}$, and $\sigma_{z} \rightarrow \sigma_{y}$ and $k \rightarrow k+\pi$, it is reduced to

$$
\begin{equation*}
H=\sum_{k} \psi_{k}^{\dagger}\left[-(t-\delta t) \sin k \sigma_{x}+\left(2 \delta t+2(t-\delta t) \sin ^{2} \frac{k}{2}\right) \sigma_{z}\right] \psi_{k} \tag{5.6}
\end{equation*}
$$

Thus, a one-dimensional dimerized lattice is equivalent to the Dirac lattice model as we studied in Chap. 3.

In general, the dispersions of this two-band model are

$$
\begin{equation*}
E_{ \pm}= \pm \sqrt{d_{x}^{2}+d_{z}^{2}} \tag{5.7}
\end{equation*}
$$

where $d_{x}=-(t-\delta t) \sin k$ and $d_{z}=2 \delta t+2(t-\delta t) \sin ^{2} \frac{k}{2}$. The eigenstates for the negative dispersion are

$$
\begin{equation*}
|\varphi\rangle=\frac{1}{\sqrt{2}}\binom{\operatorname{sgn}\left(d_{x}\right) \sqrt{1-\frac{d_{z}}{\sqrt{d_{x}^{2}+d_{z}^{2}}}}}{-\sqrt{1+\frac{d_{z}}{\sqrt{d_{x}^{2}+d_{z}^{2}}}}} \tag{5.8}
\end{equation*}
$$

They are fully filled for a half filling, that is, averagely one electron at every two sites. An energy gap $\Delta E=4 \delta t$ opens for $\delta t \neq 0$.

Thus, the Berry phase for this state is defined as

$$
\begin{align*}
\gamma= & \int_{-\pi}^{+\pi} d k\langle\varphi| i \partial_{k}|\varphi\rangle \\
= & \frac{1}{2} \int_{-\pi}^{+\pi} d k\left[i \partial_{k} \ln \operatorname{sgn}\left(d_{x}\right)\right]\left(1-\frac{d_{z}}{\sqrt{d_{x}^{2}+d_{z}^{2}}}\right) \\
= & \frac{1}{2} \int_{-\delta}^{+\delta} d k\left[i \partial_{k} \ln \operatorname{sgn}\left(d_{x}\right)\right](1-\operatorname{sgn}(\delta t)) \\
& +\frac{1}{2} \int_{\pi-\delta}^{\pi+\delta} d k\left[i \partial_{k} \ln \operatorname{sgn}\left(d_{x}\right)\right](1-\operatorname{sgn}(t+\delta t)) \\
= & \frac{1}{2} \pi[\operatorname{sgn}(t+\delta t)-\operatorname{sgn}(\delta t)] \tag{5.9}
\end{align*}
$$

with a modulus $2 \pi$. For $\delta t>0, \gamma=0$, but for $\delta t<0, \gamma=\pi$. This is consistent with the conclusion from the Dirac model. Alternatively, the winding index is given by

$$
\begin{equation*}
(-1)^{v}=\operatorname{sgn}(\delta t) \operatorname{sgn}(t+\delta t)=\operatorname{sgn}(1+t / \delta t) \tag{5.10}
\end{equation*}
$$

The change of the Berry phase or the winding number accompanies closing and reopening of the energy gap between the two bands near $\delta t=0$. It can be regarded that the energy gap changes from positive to negative as shown in Fig. 5.2. At $\delta t=$ 0 , the spectrum is gapless and the two bands cross at $k=0$. Near the point, using $\sin x \approx x$ for a small $x$, one obtains

$$
\begin{equation*}
H=\sum_{k} \psi_{k}^{\dagger}\left[-(t-\delta t) k \sigma_{x}+\left(2 \delta t+\frac{1}{2}(t-\delta t) k^{2}\right) \sigma_{z}\right] \psi_{k} \tag{5.11}
\end{equation*}
$$

This is the continuous model of the Dirac equation. Thus, we can define the energy gap $\Delta E=4 \delta t$, not $4|\delta t|$. The sign change of $\delta t$ indicates an topological quantum phase transition.




Fig. 5.2 The energy dispersions of $\delta t>0, \delta t=0$, and $\delta t<0$. Closing and reopening of the energy gap near $\delta t=0$ indicates occurrence of quantum phase transition

The existence of the end states in an open boundary condition is characteristic of the topological phase when the Berry phase is $\pi$ or the winding index $v=1$. It should be noted that the open boundary condition means that the chain is cut between two unit cells, not between two sites within a unit cell. Assume that $t>0$. It is topologically nontrivial for $\delta t<0$, but trivial for $\delta t>0$. In other words, if the end bond is a long bond, $|t+\delta t|<|t-\delta t|$, it is topologically nontrivial. Otherwise it is topologically trivial.

A topological quantum transition occurs at $\delta t=0$. In the long wave approximation, we can make use of the solution in Sect. 2.5.1 when $\delta t<0$. In this case, there exists a solution of zero energy near the end. The spatial distribution of the wave function is mainly determined by the characteristic length

$$
\begin{equation*}
\xi_{-}=\frac{2|B| \hbar}{v}(1-\sqrt{1-4 m B})^{-1} \rightarrow \frac{\hbar}{|m| v}=\frac{t-\delta t}{2|\delta t|} . \tag{5.12}
\end{equation*}
$$

It becomes divergent when $\delta t \rightarrow 0$, which illustrates that the end state evolves into a bulk one and the system becomes gapless. There is no end state when $\delta t>0$. Therefore, the fact demonstrates a topological quantum phase near $\delta t=0$ [2].

We can also use numerical method to calculate the energy eigenstates and eigenvalues by diagonalizing the Hamiltonian, which can be written in the form of square matrix

$$
H=\left(\begin{array}{ccccccc}
0 & t+\delta t & 0 & 0 & 0 & 0 & 0  \tag{5.13}\\
t+\delta t & 0 & t-\delta t & 0 & 0 & 0 & 0 \\
0 & t-\delta t & 0 & t+\delta t & 0 & 0 & 0 \\
0 & 0 & t+\delta t & 0 & t-\delta t & 0 & 0 \\
0 & 0 & 0 & t-\delta t & 0 & \ddots & 0 \\
0 & 0 & 0 & 0 & \ddots & 0 & t+\delta t \\
0 & 0 & 0 & 0 & 0 & t+\delta t & 0
\end{array}\right) .
$$



Fig. 5.3 The amplitudes of the wave function $\Psi_{i}$ of the end states at the lattice site $i$ for two different $\delta t=-0.1 t$ and $-0.3 t$. The smaller value of $|\delta t|$ corresponds to the wider distribution of the wave function in space

One can find the existence of the zero-energy mode at the end while changing the sign of $\delta t$. The end state solutions at different $\delta t=-0.1 t$ and $-0.3 t$ are plotted in Fig. 5.3. It demonstrates that the wave function has a wider distribution in the space for a small $|\delta t|$.

However, the most famous excitations in this model are soliton and antisoliton, which are charge and spin carriers in polyacetylene [3]. They are the domain walls of two distinct phases of $\pi$ and 0 . These solutions correspond to those of the Dirac equation at the interface between two regions of positive and negative masses in Chap. 2. The wave function of the in-gap bound state is distributed around the domain walls. Considering the degeneracy of electron spins, there are two bound states with different spins. The charge and spin states of the soliton are followed from the solutions of domain wall along with the localized chemicalbond representation. Totally there are four possible states according to the electron number $n$ in the two states: (a) two neutral spin- $\frac{1}{2}$ solitons with $S_{z}= \pm \frac{1}{2}$ for $n=1$ and (b) two charge species $S^{ \pm}$for $n=0$ and $n=2$, in which the total spin is zero and may be viewed as spinless "ions." However, the solitons can move freely unless they are pinned, in contrast to the chemical analogs. From the point of view of topological insulator, these states are the end states at the interface between one topologically trivial phase and one topologically nontrivial phase.

### 5.2 Ferromagnet with Spin-Orbit Coupling

In the Su-Schrieffer-Heeger model, the Hamiltonian is written as a $2 \times 2$ matrix in the basis of A and B sublattices, $\left(a_{k}^{\dagger}, b_{k}^{\dagger}\right)$. A new type of topological phase in one dimension can be obtained if we replace the basis by electrons with different spins, $\left(c_{k, \uparrow}^{\dagger}, c_{k, \downarrow}^{\dagger}\right)$. For a ferromagnet with spin-orbit coupling, one yields

$$
\begin{equation*}
H=\sum_{k}\left(c_{k, \uparrow}^{\dagger}, c_{k, \downarrow}^{\dagger}\right)\left[\lambda \sin k \sigma_{x}+\left(M-4 B \sin ^{2} \frac{k}{2}\right) \sigma_{z}\right]\binom{c_{k, \uparrow}}{c_{k, \downarrow}}, \tag{5.14}
\end{equation*}
$$

where $c_{k, \sigma}^{\dagger}$ and $c_{k, \sigma}$ are the creation and annihilation operators for electrons with spin $\sigma(=\uparrow, \downarrow)$. Here $\lambda$ is the strength of spin-orbit coupling. In the absence of the spin-orbit coupling, the two bands of electrons with spin-up and spin-down are well separated. If the lower band is fully filled, the ground state is fully saturated with a maximal spin and the system is an insulating ferromagnet. In the presence of the spin-orbit coupling $\lambda$, the $S_{z}$ is no longer conserved. However, the filled band is still ferromagnetic as the expectation value of $S_{z}$ is still nonzero. We find that this model has the identical mathematical structure as the Su-Schrieffer-Heeger model, although the bases for the two models are different.

## 5.3 -Wave Pairing Superconductor

The $p$-wave pairing spinless superconductor has two distinct phases, strong pairing and weak pairing, which correspond to the topologically trivial and nontrivial phase, respectively [4]. In the Bardeen-Cooper-Schrieffer theory for superconductivity, the effective model for the superconductor can be written as

$$
\begin{equation*}
H=\sum_{k}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right) c_{k}^{\dagger} c_{k}+\Delta_{k} c_{k} c_{-k}+h . c . \tag{5.15}
\end{equation*}
$$

where $\mu$ is the chemical potential to determine the number of electrons. Introducing the spinor $\left(c_{k}^{\dagger}, c_{-k}\right)$, one obtains

$$
\begin{equation*}
H=\sum_{k}\left(c_{k}^{\dagger}, c_{-k}\right)\left[\Delta_{k} \sigma_{x}+\frac{1}{2}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right) \sigma_{z}\right]\binom{c_{k}}{c_{-k}^{\dagger}} \tag{5.16}
\end{equation*}
$$

Here a constant $\frac{1}{2} \sum_{k}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right)$ is omitted. For a $p$-wave pairing superconductor, the order parameter for the Cooper pairing satisfies $\Delta_{k}=-\Delta_{-k}$. For a simplicity, here we take $\Delta_{k}=\Delta_{0} k$. The Berry phase in the ground state is always $\pi$ for $\mu>0$ as $m$ is assumed to be positive. In this system, if $\Delta=0$,

$$
\begin{align*}
H & =\frac{1}{2} \sum_{k}\left(c_{k}^{\dagger}, c_{-k}\right)\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right) \sigma_{z}\binom{c_{k}}{c_{-k}^{\dagger}} \\
& =\sum_{k}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right) c_{k}^{\dagger} c_{k}-\frac{1}{2} \sum_{k}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right) \tag{5.17}
\end{align*}
$$

the two states with eigenvalues $\pm \frac{1}{2}\left(\frac{\hbar^{2} k^{2}}{2 m}-\mu\right)$ actually correspond to one state. This is because the basis in the term of spinors is redundant. This so-called particle-hole symmetry persists even when $\Delta \neq 0$.

On a lattice, $k$ and $k^{2}$ can be replaced by $\sin k$ and $4 \sin ^{2} \frac{k}{2}$. The effective model is

$$
\begin{equation*}
H=\sum_{k}\left(c_{k}^{\dagger}, c_{-k}\right)\left[\Delta_{0} \sin k \sigma_{x}+\left(t+4 t^{\prime} \sin ^{2} \frac{k}{2}\right) \sigma_{z}\right]\binom{c_{k}}{c_{-k}^{\dagger}} \tag{5.18}
\end{equation*}
$$

The energy eigenvalues of the quasiparticles always appear in pairs,

$$
\begin{equation*}
E_{ \pm, k}= \pm \sqrt{\Delta_{0}^{2} \sin ^{2} k+\left(t+4 t^{\prime} \sin ^{2} \frac{k}{2}\right)^{2}} \tag{5.19}
\end{equation*}
$$

Performing the Fourier transformation, one obtains a lattice model in the real space, which is the one-dimensional Kitaev model for Majorana fermion.

When the system has an open boundary condition, for a topologically nontrivial phase, there exists an energy zero mode near the boundary, which satisfies

$$
\begin{equation*}
\gamma^{\dagger}(E=0)=\gamma(E=0) \tag{5.20}
\end{equation*}
$$

Thus, the creation operator of the zero mode is equal to its annihilation operator. This particle is called Majarona fermion. Because of the particle-hole symmetry, these two states are actually one state after the particle-hole transformation. Thus, the ground states are doubly degenerate depending on whether the zero-energy mode is occupied or not. Since the Cooper pairing term in the effective Hamiltonian creates or annihilates the electrons in pairs, the number parity of electrons is always conserved. The occupancy of the zero mode changes the number parity of the system.

The p-wave pairing superconductor and the Su-Schrieffer-Heeger model are connected through a partial particle-hole transformation [5]. Performing a particlehole transformation for electrons on the site B,

$$
c_{B, n} \rightarrow c_{B, n}^{\dagger}
$$

the Su-Schrieffer-Heeger model in Eq. (5.1) is transformed into

$$
H=\sum_{n=1}^{N}(t+\delta t) c_{A, n}^{\dagger} c_{B, n}^{\dagger}+\sum_{n=1}^{N-1}(t-\delta t) c_{A, n+1}^{\dagger} c_{B, n}^{\dagger}+\text { h.c. }
$$

which is one for the p-wave pairing superconductor on a lattice [6]. A solution for the end states of the lattice model in terms of Majorana fermions can be found in Sect. 10.2.2.

### 5.4 Ising Model in a Transverse Field

The one-dimensional Ising model is equivalent to a spinless $p$-wave pairing superconductor under the Jordan-Wigner transformation. The transverse Ising model is defined as

$$
\begin{equation*}
H=J \sum_{n=1}^{N-1} \sigma_{x, n} \sigma_{x, n+1}+h \sum_{n=1}^{N-1} \sigma_{z, n} \tag{5.21}
\end{equation*}
$$

where $N$ is the number of lattice sites.
When $|J| \gg|h|$, the ground state is determined by the first term. It is antiferromagnetic if $J>0$, and ferromagnetic if $J<0$. The magnetization is along the $x$-direction, and the ground state is doubly degenerate. If $|h| \gg|J|$, the ground state is ferromagnetic along the $z$-direction and is non-degenerate. Thus, the change of the degeneracy of the ground state reveals a quantum phase transition at $J=h$.

For a lattice with even number lattice sites, under the Jordan-Wigner transformation [7],

$$
\begin{align*}
& \sigma_{n}^{+}=\sigma_{x, n}+i \sigma_{y, n}=2 \exp \left[-i \pi \sum_{k=1}^{n-1} f_{k}^{\dagger} f_{k}\right] f_{n}^{\dagger},  \tag{5.22a}\\
& \sigma_{n}^{-}=\sigma_{x, n}-i \sigma_{y, n}=2 \exp \left[+i \pi \sum_{k=1}^{n-1} f_{k}^{\dagger} f_{k}\right] f_{n}^{\dagger},  \tag{5.22b}\\
& \sigma_{z, n}=2 f_{n}^{\dagger} f_{n}-1, \tag{5.22c}
\end{align*}
$$

where $f_{n}^{\dagger}$ and $f_{n}$ are the fermion operators and satisfy the anticommutation relation of $\left\{f_{n}^{\dagger}, f_{n^{\prime}}\right\}=\delta_{n, n^{\prime}}$. In this way, the model is reduced into one for a $p$-wave pairing superconductor or the Kitaev's toy model for Majorana fermion,

$$
\begin{equation*}
H=J \sum_{n=1}^{N-1}\left(f_{n}^{\dagger}-f_{n}\right)\left(f_{n+1}^{\dagger}+f_{n+1}\right)+h \sum_{n=1}^{N}\left(2 f_{n}^{\dagger} f_{n}-1\right) \tag{5.23}
\end{equation*}
$$

The ground state is doubly degenerate due to the existence of the end states when $J<h$. However, it is noted that the Jordan-Wigner transformation is not a local transformation. The ground states in the Ising model simply have different polarizations along the $x$-direction, not the end states.

### 5.5 One-Dimensional Maxwell's Equations in Media

A one-dimensional plane electromagnetic wave of the frequency $\omega$ in a nonconducting media can be described by the Maxwell's equations [8],

$$
\begin{align*}
\partial_{x} E_{y} & =-i \omega \mu(x) H_{z},  \tag{5.24a}\\
\partial_{x} H_{z} & =-i \omega \epsilon(x) E_{y} . \tag{5.24b}
\end{align*}
$$

$E_{y}$ is the electric field, and $H_{z}=\frac{1}{\mu_{0}} B_{z}-M_{z}$ is the magnetic field. $\epsilon$ is the electric permittivity, and $\mu$ is the magnetic permeability, which are a function of position.

To derive a Dirac-like equation for the electromagnetic wave, we introduce dimensionless fields, $e=E_{y} / E_{0}$ and $h=H_{z} / H_{0}$ where $E_{0}$ and $H_{0}$ are the field as units for the electric and magnetic fields, respectively, and can be determined by the incident wave, that is, $E_{0} / H_{0}=1 / c \epsilon_{0}=c \mu_{0}$ in the vacuum. Equation ( 5.24 a and b) can be combined to write in the form of matrix,

$$
\begin{equation*}
-i \sigma_{x} \partial_{x}\binom{e}{h}=\left(-\frac{k}{2}(\tilde{\mu}+\tilde{\epsilon})+\frac{k}{2}(\tilde{\mu}-\tilde{\epsilon}) \sigma_{z}\right)\binom{e}{h}, \tag{5.25}
\end{equation*}
$$

where $k=\omega / c, \tilde{\epsilon}(x)=\epsilon(x) / \epsilon_{0}$, and $\tilde{\mu}=\mu(x) / \mu_{0}$. The dimensionless permittivity $\tilde{\epsilon}(x)$ and permeability $\tilde{\mu}(x)$ satisfy the relation $\tilde{\epsilon} \tilde{\mu}=n(x)$ where $n(x)$ is the index of refraction. In this way, we obtain a Dirac-like equation for the electromagnetic wave

$$
\begin{equation*}
\left[-i \sigma_{x} \partial_{x}+m(x) \sigma_{z}+V(x)\right]\binom{e}{h}=E\binom{e}{h} \tag{5.26}
\end{equation*}
$$

Here the mass distribution $m(x)=\frac{k}{2}(\tilde{\epsilon}-\tilde{\mu})$, and the potential $V(x)-E=$ $\frac{k}{2}(\tilde{\epsilon}+\tilde{\mu})$. This equation looks like the stationary Dirac equation with the eigenvalue $E(\hbar=c=1)$.

In the metamaterial with subwavelength resonant unit cells, both $\epsilon$ and $\mu$ can be tuned and even change their signs [9]. From this equation, it is possible to simulate the topological phase by using the microwave experiment in metamaterials. For example, design a sample with an interface with $m(x)>0$ if $x>0$ and $m(x)<0$ if $x<0$. It is required that $E=V(x)=0$. It follows from Eq. (5.26) that we may have a solution which is distributed around the interface as that for a domain wall as shown in Fig. 2.1. Furthermore, if we design a periodic structure for $m(x)$, it is possible to have the solution for the end states as we plotted in Fig. 2.3. In this way, the topological phase can be observed in quasi-one-dimensional periodic metamaterial. This provides a platform to observe the topological excitations in one dimension.

### 5.6 Summary

Reexamination of Su-Schrieffer-Heeger model tells that polyacetylene actually has two distinct topological phases. The domain wall of these two phases constitutes the topological excitations or charge and spin carriers in the system. Also the Dirac equation in different bases may be applied to describe topological phases in different physical systems such as a dimerized lattice model, ferromagnet with spin-orbit coupling, and superconductor.
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## Chapter 6 <br> Quantum Spin Hall Effect


#### Abstract

A quantum spin Hall system possesses a pair of helical edge states. It exhibits the quantum spin Hall effect, in which an electric current can induce a transverse spin current or spin accumulation near the system boundary.

Keywords Two-dimensional topological insulator • Chern number • Quantum Hall conductance • Quantum spin Hall effect • Helical edge states • LandauerBüttiker formalism • $\mathrm{HgTe} / \mathrm{CdTe}$ quantum well


### 6.1 Two-Dimensional Dirac Model and the Chern Number

In two dimensions, the Chern number is associated with the quantum Hall conductance in the band insulators. Before we introduce the quantum spin Hall effect, we first focus on the Chern number in two-dimensional Dirac equation in Eq. (2.42), in which time reversal symmetry is broken. The Hamiltonian can be written in a compact form,

$$
\begin{equation*}
H=\mathbf{d}(\mathbf{p}) \cdot \sigma, \tag{6.1}
\end{equation*}
$$

where $d_{x}=v p_{x}, d_{y}=v p_{y}$, and $d_{z}=m v^{2}-B p^{2}$. Using the formula in Eq. (A.29), the Chern number is given by

$$
\begin{equation*}
n_{c}=-\frac{1}{2}(\operatorname{sgn}(m)+\operatorname{sgn}(B)) . \tag{6.2}
\end{equation*}
$$

From this formula, we have two topological nontrivial phases with $n= \pm 1$ for $m B>0$ and topologically trivial phase with $n=0$ for $m B<0$. We also have two marginal phases with $n= \pm \frac{1}{2}$ for $m=0$ or $B=0$. The massive Dirac fermions of $B=0$ are a marginal phase. At the junction of two systems of a positive mass and a negative mass, the topological invariant changes by $\delta n=1$ or -1 . Thus, there exists
a boundary state at the junction. For the gapless Dirac fermions $m=0$ and $B \neq 0$, the system is also marginal. The topological invariant also changes by $\delta n=1$ at the interface between positive and negative $B$.

In the lattice model in Eq. (3.31), using the formula for the Chern number in Eq. (A.29), one obtains

$$
n_{c}=\left\{\begin{array}{r}
1 \text { if } 0<\Delta / B<4  \tag{6.3}\\
-1 \text { if } 4<\Delta / B<8
\end{array} .\right.
$$

The number is always an integer as the first Brillouin zone is finite for a lattice model. There exist three transition points: the first transition point at $\Delta / B=0$ is from $n_{c}=0$ to $n_{c}=1$; the second point at $\Delta / B=4$ is from $n_{c}=1$ to $n_{c}=-1$; and the third point at $\Delta / B=8$ is from $n_{c}=-1$ to $n_{c}=0$. It is noted that the transition at $\Delta / B=4$ is between two topological phases with $n_{c}=1$ and -1 .

Nonzero Chern number indicates the quantum Hall conductance. Therefore the two-dimensional Dirac equation is a good candidate to study the quantum anomalous Hall effect in ferromagnetic insulator with spin-orbit coupling.

### 6.2 From Haldane Model to Kane-Mele Model

### 6.2.1 Haldane Model

In 1988, Haldane proposed a spinless fermion model for the integer quantum Hall effect without Landau levels, in which two independent effective Hamiltonians in the same form of two-dimensional Dirac equation were obtained [1]. He proposed that the quantum Hall effect may result from the broken time reversal symmetry without any net magnetic flux through the unit cell of a periodic two-dimensional graphite or graphene model as depicted in Fig. 6.1. The lattice is bipartite with A (black) and B (white) sublattice sites. A real hopping term $t_{1}$ between the nearest neighbor sites (solid line) and $t_{2}$ between the next nearest neighbor sites (dashed line) are considered. The on-site energy $+M$ on A sites and $-M$ on B sites are included to break the inversion symmetry on A and B sublattices. Besides, he added

Fig. 6.1 The Haldane honeycomb model. The white and black dots represents the two sublattice sites with different on-site energy. The areas $a$ and $b$ are threaded by the magnetic flux $\phi_{a}$ and $\phi_{b}=-\phi_{a}$, respectively. The area $c$ has no flux

a periodic magnetic flux density $\mathbf{B}(r)$ normal to the plane with the full symmetry of the lattice and with the zero total flux through the unit cell, that is, the flux $\phi_{a}$ in the region $a$ and the flux $\phi_{b}$ in the region $b$ have the relation $\phi_{a}=-\phi_{b}$. Since the closed path of the nearest neighbor hops enclose complete unit cell, but the net flux is zero, the hopping terms $t_{1}$ are not affected, but the hopping terms $t_{2}$ acquire a phase $\phi=2 \pi\left(2 \phi_{a}+\phi_{b}\right) / \phi_{0}$ where the flux quantum $\phi_{0}=h / e$. The hopping direction is for which the amplitudes are $t_{2} \exp [i \phi]$.

To diagonalize the Hamiltonian, a two-component spinor $\left(c_{k, A}^{\dagger}, c_{k, B}^{\dagger}\right)$ of Bloch states constructed on the two sublattices is applied. Let $\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)$ be the displacements from a B site to its three adjacent A sites. In this representation, the model Hamiltonian can be expressed as

$$
\begin{equation*}
H=\epsilon(k)+\mathbf{d}(k) \cdot \sigma \tag{6.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \epsilon(k)=2 t_{2} \cos \phi \sum_{i=1,2,3} \cos \left(\mathbf{k} \cdot \mathbf{b}_{i}\right),  \tag{6.5a}\\
& d_{x}(k)=+t_{1} \sum_{i=1,2,3} \cos \left(\mathbf{k} \cdot \mathbf{a}_{i}\right),  \tag{6.5b}\\
& d_{y}(k)=+t_{1} \sum_{i=1,2,3} \sin \left(\mathbf{k} \cdot \mathbf{a}_{i}\right),  \tag{6.5c}\\
& d_{z}(k)=M-2 t_{2} \sin \phi\left(\sum_{i=1,2,3} \sin \left(\mathbf{k} \cdot \mathbf{b}_{i}\right)\right) \tag{6.5d}
\end{align*}
$$

with $\mathbf{b}_{1}=\mathbf{a}_{2}-\mathbf{a}_{3}, \mathbf{b}_{2}=\mathbf{a}_{3}-\mathbf{a}_{1}$, and $\mathbf{b}_{3}=\mathbf{a}_{1}-\mathbf{a}_{2}$. The Brillouin zone is a hexagon rotated by $\pi / 2$ with respect to the Wigner-Seitz unit cell. At its six corners $\left(\mathbf{k} \cdot \mathbf{a}_{1}, \mathbf{k} \cdot \mathbf{a}_{2}, \mathbf{k} \cdot \mathbf{a}_{3}\right)$ is a permutation of $(0,2 \pi / 3,4 \pi / 3)$. Two distinct corners $\mathbf{k}_{\alpha}^{0}$ are defined such that $\mathbf{k}_{\alpha}^{0} \cdot b_{i}=\alpha \frac{2 \pi}{3}$ with $\alpha= \pm 1$. The energy spectra are easily obtained by diagonalizing the $2 \times 2$ matrix. There are two bands, which only touch if all three Pauli matrix terms have vanishing coefficients. This can only occur at the zone corner $\mathbf{k}_{\alpha}^{0}$ and only if $M=\alpha 3 \sqrt{3} t_{2} \sin \phi$. Assume $\left|t_{2} / t_{1}\right|<1 / 3$, which guarantees that the two bands never overlap and are separated by a finite gap unless they touch. At the point $\mathbf{K},\left(\mathbf{K} \cdot \mathbf{a}_{1}, \mathbf{K} \cdot \mathbf{a}_{2}, \mathbf{K} \cdot \mathbf{a}_{3}\right)=(0,2 \pi / 3,-2 \pi / 3)$. Near the point, we expand the Hamiltonian to the linear order in $\delta \mathbf{k}=\mathbf{k}-\mathbf{K}$. As a result,

$$
\begin{equation*}
H_{+}=v\left(\delta k_{x} \sigma_{x}-\delta k_{y} \sigma_{y}\right)+m_{+} v^{2} \sigma_{z} \tag{6.6}
\end{equation*}
$$

where $v=\frac{3}{2} t_{1} a / \hbar$ and $m_{+} v^{2}=M-3 \sqrt{3} t_{2} \sin \phi$. At another point $\mathbf{K}^{\prime}$, $\left(\mathbf{K}^{\prime} \cdot \mathbf{a}_{1}, \mathbf{K}^{\prime} \cdot \mathbf{a}_{2}, \mathbf{K}^{\prime} \cdot \mathbf{a}_{3}\right)=(0,-2 \pi / 3,+2 \pi / 3)$,

$$
\begin{equation*}
H_{-}=v\left(-\delta k_{x} \sigma_{x}-\delta k_{y} \sigma_{y}\right)+m_{-} v^{2} \sigma_{z} \tag{6.7}
\end{equation*}
$$

where $v=\frac{3}{2} t_{1} a / \hbar$ and $m_{-} v^{2}=M+3 \sqrt{3} t_{2} \sin \phi$. The two Hamiltonians have different chirality when $m_{ \pm}=0$.

To compare $H_{+}$and $H_{-}$, we make a transformation for $\sigma$ in $H_{-}$,

$$
\begin{equation*}
\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right) \rightarrow\left(-\sigma_{x}, \sigma_{y},-\sigma_{z}\right) \tag{6.8}
\end{equation*}
$$

Thus, $H_{-}$can be written as

$$
\begin{equation*}
H_{-}=v\left(\delta k_{x} \sigma_{x}-\delta k_{y} \sigma_{y}\right)+\tilde{m}-v^{2} \sigma_{z} \tag{6.9}
\end{equation*}
$$

with $\tilde{m}_{-}=-m_{-}=-M-3 \sqrt{3} t_{2} \sin \phi$. Therefore, the effective models near the two points have the form

$$
\begin{equation*}
H_{\alpha}=v\left(\delta k_{x} \sigma_{x}-\delta k_{y} \sigma_{y}\right)+\tilde{m}_{\alpha} v^{2} \sigma_{z} \tag{6.10}
\end{equation*}
$$

where $\tilde{m}_{\alpha}=\alpha M-3 \sqrt{3} t_{2} \sin \phi$. Clearly, inclusion of $M$ in the graphene lattice opens opposite energy gaps $M$ and $-M$ at $\mathbf{K}$ and $\mathbf{K}^{\prime}$, respectively while the magnetic flux opens the same energy gap at the two points. This demonstrates that the on-site energy $\pm M$ and magnetic flux play different roles in opening of energy gap and generate different topological results.

The Chern number of the whole system is determined by

$$
\begin{equation*}
n_{c}=\frac{1}{2}\left[\operatorname{sgn}\left(\tilde{m}_{+}\right)+\operatorname{sgn}\left(\tilde{m}_{-}\right)\right] . \tag{6.11}
\end{equation*}
$$

In the absence of magnetic flux, the Chern number is always zero as the gaps at $\mathbf{K}$ and $\mathbf{K}^{\prime}$ have opposite signs, while it can be +1 or -1 possibly in the presence of magnetic flux.

Of course, the topology of the system should be determined by the whole band structure. In his pioneering paper, Haldane used the Streda formula to calculate the Hall conductance [2],

$$
\begin{equation*}
\sigma_{H}=\left.\frac{\partial \rho}{\partial B_{z}}\right|_{\mu}, \tag{6.12}
\end{equation*}
$$

the variation of density of charge carriers $\rho$ with respect to the external field $B_{z}$ perpendicular to the plane for a fixed chemical potential $\mu$. For a full and complete calculation, we can use the formula in Eq. (A.29) to calculate the Chern number, which gives $+1,0$ or -1 . The Hall conductance is expressed in terms of the Chern number $\sigma_{x y}=n_{c} \frac{e^{2}}{h}$, which depicts a phase diagram as in Fig. 6.2.

### 6.2.2 Kane-Mele Model

The Haldane model is for spinless fermions. One can generalize the Haldane model to an electron system with spin, which becomes doubly degenerate if there is no

Fig. 6.2 The phase diagram of the Haldane model for $\left|t_{2} / t_{1}\right|<1 / 3$. The zero-field quantum Hall effect phases where $\sigma_{x y}=n_{c} e^{2} / h$ occur if $\left|M / t_{2}\right|<3 \sqrt{3}|\sin \phi|$

coupling between electrons with spin-up and spin-down. The electrons in the edge channel are chiral, that is, flowing around the boundary in the counterclockwise for $n_{c}=1$ and in the clockwise for $n_{c}=-1$, which is characteristic of quantum Hall effect. This is a trivial generalization. In 2005, Kane and Mele [3] generalized the Haldane model to the graphene lattice model of electrons with spin $\frac{1}{2}$. They introduced the spin-orbit coupling between electron spin and momentum to replace the periodic magnetic flux and predicted a new quantum phenomenon - the quantum spin Hall effect. Simply speaking, the quantum spin Hall effect can be regarded as the combination of two layers of the Haldane models for electrons with spin-up and spin-down. In a system with time reversal symmetry, the electrons with spin-up in the edge channel flow in one direction, while electrons with spin-down in the edge channel flow in an opposite direction, $I_{\uparrow}=-I_{\downarrow}$. The net charge current in two edge channels is zero, $I_{c} \equiv I_{\uparrow}+I_{\downarrow}=0$ as a net charge current breaks time reversal symmetry. Instead, a pure spin current circulates around the boundary of system, $I_{s} \equiv \frac{\hbar}{2 e}\left(I_{\uparrow}-I_{\downarrow}\right)$. Unlike the quantum Hall effect in which the magnetic field breaks time reversal symmetry, the spin-orbit coupling preserves time reversal symmetry. The spin current itself does not break the symmetry since the momentum $p \rightarrow-p$ and spin $\sigma \rightarrow-\sigma$ under the time reversal.

The Kane-Mele model for the quantum spin Hall effect is a graphene model with the time reversal invariant spin-orbit coupling,
$H=t \sum_{\langle i, j\rangle} c_{i}^{\dagger} c_{j}+i \lambda_{\text {SO }} \sum_{\langle\langle i, j\rangle\rangle} v_{i j} c_{i}^{\dagger} s_{z} c_{j}+i \lambda_{R} \sum_{\langle i, j\rangle} c_{i}^{\dagger}\left(s \times \mathbf{d}_{i j}\right)_{z} c_{j}+\lambda_{v} \sum_{i} \xi_{i} c_{i}^{\dagger} c_{i}$.
The first term is the nearest neighbor hopping term on a graphene lattice, where $c_{i}^{\dagger}=$ $\left(c_{i, \uparrow}^{\dagger}, c_{i, \downarrow}^{\dagger}\right)$. The second term is a mirror symmetric spin-orbit interaction, which involves spin-dependent second neighbor hopping. Here $v_{i j}=\frac{2}{\sqrt{3}}\left(\mathbf{d}_{i} \times \mathbf{d}_{j}\right)_{z}= \pm 1$, where $\mathbf{d}_{i}$ and $\mathbf{d}_{j}$ are two unit vectors along the two bonds the electron traverses going from site $j$ to $i$. The Pauli matrices $s_{i}$ describe the electron spin. The third term is the nearest neighbor Rashba term, which explicitly violates the $z \rightarrow-z$ mirror symmetry. The last term is a staggered sublattice potential with $\xi_{i}= \pm 1$. Inclusion of the Rashba term makes the system more complicated since $s_{z}$ is no longer conserved and the electrons with spin-up and spin-down are coupled together.

Following the method in the Haldane model, a four-band Hamiltonian can always be expressed in terms of the Dirac matrices

$$
\begin{equation*}
H(k)=\sum_{a=1}^{5} d_{a}(k) \Gamma^{a}+\sum_{a<b=1}^{5} d_{a b}(k) \Gamma^{a b} . \tag{6.14}
\end{equation*}
$$

Here the five Dirac matrices

$$
\begin{equation*}
\Gamma^{a}=\left(\sigma_{x} \otimes s_{0}, \sigma_{z} \otimes s_{0}, \sigma_{y} \otimes s_{x}, \sigma_{y} \otimes s_{y}, \sigma_{y} \otimes s_{z}\right) \tag{6.15}
\end{equation*}
$$

( $a=1,2,3,4,5$ ) where the Pauli matrices $\sigma_{i}$ represent the sublattice indices and

$$
\begin{equation*}
\Gamma^{a b}=\frac{1}{2 i}\left[\Gamma^{a}, \Gamma^{b}\right] . \tag{6.16}
\end{equation*}
$$

In this representation, the time reversal operator is $\Theta=i\left(\sigma_{0} \otimes s_{y},\right) K$. The five Dirac matrices are even under time reversal,

$$
\begin{equation*}
\Theta \Gamma^{a} \Theta^{-1}=\Gamma^{a}, \tag{6.17}
\end{equation*}
$$

while the ten commutators are odd,

$$
\begin{equation*}
\Theta \Gamma^{a b} \Theta^{-1}=-\Gamma^{a b} \tag{6.18}
\end{equation*}
$$

To have a time reversal invariant Hamiltonian, the coefficients should satisfy the relations,

$$
\begin{align*}
d_{\alpha}(-k) & =d_{\alpha}(k)  \tag{6.19a}\\
d_{a b}(-k) & =-d_{a b}(k) \tag{6.19b}
\end{align*}
$$

Thus, the coefficients in the Kane-Mele model are

$$
\begin{align*}
& d_{1}=t\left(1+2 \cos \frac{k_{x}}{2} \cos \frac{\sqrt{3} k_{y}}{2}\right)  \tag{6.20a}\\
& d_{2}=\lambda_{v}  \tag{6.20b}\\
& d_{3}=\lambda_{R}\left(1-\cos \frac{k_{x}}{2} \cos \frac{\sqrt{3} k_{y}}{2}\right)  \tag{6.20c}\\
& d_{4}=-\sqrt{3} \lambda_{R} \sin \frac{k_{x}}{2} \sin \frac{\sqrt{3} k_{y}}{2}  \tag{6.20d}\\
& d_{12}=-2 t \cos \frac{k_{x}}{2} \sin \frac{\sqrt{3} k_{y}}{2} \tag{6.20e}
\end{align*}
$$

$$
\begin{align*}
& d_{15}=\lambda_{\mathrm{SO}}\left(2 \sin k_{x}-4 \sin \frac{k_{x}}{2} \cos \frac{\sqrt{3} k_{y}}{2}\right)  \tag{6.20f}\\
& d_{23}=-\lambda_{R} \cos \frac{k_{x}}{2} \sin \frac{\sqrt{3} k_{y}}{2}  \tag{6.20~g}\\
& d_{24}=\sqrt{3} \lambda_{R} \sin \frac{k_{x}}{2} \cos \frac{\sqrt{3} k_{y}}{2} \tag{6.20h}
\end{align*}
$$

This equation gives four energy bands. When two lower energy bands are fully occupied, the system becomes insulating if an energy gap exists between two upper bands and two lower bands. As the whole system does not break the time reversal symmetry, the Chern number is always zero. For $\lambda_{R}=0$, the Hamiltonian is split into two independent parts,

$$
\begin{equation*}
H=\sum_{s=\uparrow, \downarrow} H_{s} \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{s}=t \sum_{\langle i, j\rangle} c_{i, s}^{\dagger} c_{j, s}+i s \lambda_{\mathrm{SO}} \sum_{\langle\langle i, j\rangle\rangle} v_{i j} c_{i, s}^{\dagger} c_{j, s}+\lambda_{v} \sum_{i} \xi_{i} c_{i, s}^{\dagger} c_{i, s} . \tag{6.22}
\end{equation*}
$$

In this case, there is an energy gap with magnitude $\left|6 \sqrt{3} \lambda_{\mathrm{SO}}-2 \lambda_{v}\right|$. For $\lambda_{v}>$ $3 \sqrt{3} \lambda_{\text {SO }}$ the gap is dominated by $\lambda_{v}$, while for $\lambda_{v}<3 \sqrt{3} \lambda_{\text {SO }}$ the gap is dominated by $\lambda_{\text {so }}$. For each $H_{s}$, we can define a spin-dependent Chern number. For $\lambda_{v}>$ $3 \sqrt{3} \lambda_{\text {so }}$, the corresponding Chern number is zero for both $H_{\uparrow}$ and $H_{\downarrow}$. However, for $\lambda_{v}<3 \sqrt{3} \lambda_{\text {so }}$ the corresponding Chern number becomes nonzero,

$$
\begin{equation*}
n_{s}=\operatorname{sgn}\left(s \lambda_{\mathrm{so}}\right) \tag{6.23}
\end{equation*}
$$

Although the total Chern number $n=n_{+}+n_{-}=0$, their difference $n_{+}-n_{-}=2$ or -2 . Thus, for $\lambda_{v}<3 \sqrt{3} \lambda_{\text {SO }}$, it is a combination of two independent quantum Hall phases with different chirality, that is, the quantum spin Hall system [4].

For $\lambda_{R} \neq 0$, the electrons with spin-up and spin-down will mix together, and we cannot separate the whole system into two independent parts as in the case of $\lambda_{R}=0$. In other words, we could not introduce a spin-dependent Chern number to describe this new phase. Instead, Kane and Mele introduced $\mathrm{Z}_{2}$ invariant to describe it.

For a strip sample, we adopt the periodic boundary condition in the $x$-direction such that $k_{x}$ is a good quantum number. Exact diagonalization gives the energy dispersion of the system as a function of $k_{x} a$. It is found that there are two distinct phases: (a) a pair of the bands connects the conduction and valence bands and (b) no band connects the two bands as plotted in Fig. 6.3. Since the system is insulating and there exists an energy gap in the bulk, the bands connecting the conduction and


Fig. 6.3 Energy bands for a one-dimensional stripe with zigzag boundary condition. (a) Quantum spin Hall phases with $\lambda_{v}=0.1 t$ and (b) insulating phase with $\lambda_{v}=0.4 t$. In both cases, $\lambda_{\text {So }}=$ $0.06 t$ and $\lambda_{R}=0.05 t$
valence bands must be the edge states, which could be confirmed numerically. Thus, we conclude that in the topologically nontrivial phase, we have a pair of edge states between the bulk band gap at each boundary.

### 6.3 Transport of Edge States

The helical edge states are characteristic of two-dimensional topological insulator. It can be detected through the transport measurement in a mesoscopic device. Before we discuss the transport properties of the edge states in the quantum spin Hall system, we briefly introduce the Landauer-Büttiker formula for electron transport.

### 6.3.1 Landauer-Büttiker Formalism

Consider a one-dimensional conductor. Suppose the left side (the source) is filled up to the energy level $\mu_{s}$, slightly higher than that of the right-hand side (the drain) $\mu_{d}$. Then in the range between $\mu_{s}$ and $\mu_{d}$, the conductor has been fully occupied states poring from left to right. The current through the channel is defined as

$$
\begin{equation*}
I=-e v_{\mathrm{eff}} \delta N \tag{6.24}
\end{equation*}
$$

where $v_{\text {eff }}$ is the effective velocity of charge carriers along the channel near the Fermi energy and $\delta N$ is the density of the charge carriers. Assume the voltage difference between two leads is quite small. Then

$$
\begin{equation*}
\delta N=D\left(E_{f}\right)\left(\mu_{s}-\mu_{d}\right) \tag{6.25}
\end{equation*}
$$

where $D\left(E_{f}\right)=\partial N /\left.\partial E\right|_{E_{f}}$ is the density of states at the Fermi level and $D\left(E_{f}\right) \approx$ $D\left(\mu_{s}\right) \approx D\left(\mu_{d}\right)$. In one dimension, the velocity $v_{\text {eff }}$ is given by the variance of dispersion with respect to the wave vector $v_{\text {eff }}=\partial E(k) / \hbar \partial k$ and the density of states $D(E)=\frac{\partial k / 2 \pi}{\partial E}=\frac{1}{h v_{\text {eff }}}$ and $\mu_{s}-\mu_{d}=-e\left(V_{s}-V_{d}\right)$. As a result, the current through the channel is given by

$$
\begin{equation*}
I=\frac{e^{2}}{h}\left(V_{s}-V_{d}\right) \tag{6.26}
\end{equation*}
$$

The conductance is

$$
\begin{equation*}
G=\frac{I}{V_{s}-V_{d}}=\frac{e^{2}}{h} \tag{6.27}
\end{equation*}
$$

which is quantized in an ideal one-dimensional conductor.
More generally, Landauer proposed that the conductance of a mesoscopic conductor is given by $[5,6]$,

$$
\begin{equation*}
G=\frac{2 e^{2}}{h} M T \tag{6.28}
\end{equation*}
$$

where $M$ stands for number of the transverse modes in the conductor and $T$ is the averaged probability an electron injected from one end can transmit to the other. The factor 2 comes from the spin degeneracy of electron. The conductance is then independent of the system's dimension in length or width. Assume a conductor is connected to two electron reservoirs through ballistic leads. Then in the low temperature limit, the current flow is caused by the electrons' motion in the energy window $\mu_{1} \sim \mu_{2}$. So the current transmitted from the left lead into the right lead is

$$
\begin{equation*}
I=-\frac{2 e}{h} M T\left(\mu_{1}-\mu_{2}\right) \tag{6.29}
\end{equation*}
$$

and thus, the conductance is given by the linear response formula $G=I / \delta V\left(\mu_{1}-\right.$ $\mu_{2}=-e \delta V$ ), which is exactly the Landauer formula in Eq. (6.28).

It can be shown that the Landauer formula recovers the classic Ohm's law in the large conductor scale limit. For a wide conductor, its number of conducting mode is proportional to the width $W: M \propto W$. Assume the conductor is long, we can prove that its transmission probability is given by

$$
\begin{equation*}
T(L)=\frac{L_{0}}{L+L_{0}} \tag{6.30}
\end{equation*}
$$

where $L_{0}$ is a characteristic length and $L$ is the conductor's length.
Büttiker developed an approach to systematically treat the voltage and current probes in a multiple terminal device [7,8], which has helped interpreting numerous mesoscopic experimental results since the 1980s. The approach was to extend the
two-terminal Landauer formula and to sum over all the probes. In a multiterminal device, the current in the $i$ th terminal is given by

$$
\begin{equation*}
I_{i}=-\frac{e}{h} \sum_{j \neq i}\left[T_{j i} \mu_{i}-T_{i j} \mu_{j}\right] \tag{6.31}
\end{equation*}
$$

where $\mu_{i}$ is the Fermi energy in the $i$ th probe and is related to the voltage through $V_{i}=-\mu_{i} / e$ and $T_{i j}$ can be seen as the product of the number of modes and the transmission probability from the $j$ th probe to the $i$ th probe. The summation is over all the probes apart from probe $i$. The above formula can be written in terms of the interterminal transmission coefficient $T_{i j}$ as

$$
\begin{equation*}
I_{i}=\frac{e^{2}}{h} \sum_{j \neq i}\left[T_{j i} V_{i}-T_{i j} V_{j}\right] \tag{6.32}
\end{equation*}
$$

In the equilibrium condition, all the probes have equal voltage and zero current flow. And thus, from the above equation we must have

$$
\begin{equation*}
\sum_{j \neq i} T_{j i}=\sum_{j \neq i} T_{i j} \tag{6.33}
\end{equation*}
$$

which enables us to rewrite the Büttiker formula in Eq. (6.32) in a more straightforward form:

$$
\begin{equation*}
I_{i}=\frac{e^{2}}{h} \sum_{j \neq i} T_{i j}\left[V_{i}-V_{j}\right] \tag{6.34}
\end{equation*}
$$

The Büttiker formula in Eq. (6.34) enables us to write the multiterminal conductance and resistance in compact forms of matrices. For example, without knowing the specific pattern of a three-terminal device, we know the current and voltage in the terminals are related to a set of equations:

$$
\left(\begin{array}{c}
I_{1}  \tag{6.35}\\
I_{2} \\
I_{3}
\end{array}\right)=\frac{e^{2}}{h}\left(\begin{array}{ccc}
T_{12}+T_{13} & -T_{12} & -T_{13} \\
-T_{21} & T_{21}+T_{23} & -T_{23} \\
-T_{31} & -T_{32} & T_{31}+T_{32}
\end{array}\right)\left(\begin{array}{c}
V_{1} \\
V_{2} \\
V_{3}
\end{array}\right) .
$$

This matrix equation can be further simplified by the fact that total current flow is conserved, that is, $I_{1}+I_{2}+I_{3}=0$. Also we know from the Landauer formula as well as the Büttiker formula that it is only the voltage difference between the probes that determines the magnitude of the current. Thus, we can set an arbitrary probe voltage to be 0 . For instance, we can set $V_{3}=0$, and this enables us to reduce the matrix dimension by 1

$$
\binom{I_{1}}{I_{2}}=\frac{e^{2}}{h}\left(\begin{array}{cc}
T_{12}+T_{13} & -T_{12}  \tag{6.36}\\
-T_{21} & T_{21}+T_{23}
\end{array}\right)\binom{V_{1}}{V_{2}} .
$$

The resistance is also in the matrix form, related to the conductance matrix through

$$
\left(\begin{array}{ll}
R_{11} & R_{12}  \tag{6.37}\\
R_{21} & R_{22}
\end{array}\right)=\frac{h}{e^{2}}\left(\begin{array}{cc}
T_{12}+T_{13} & -T_{12} \\
-T_{21} & T_{21}+T_{23}
\end{array}\right)^{-1} .
$$

The above approach has become a standard technique in finding the conductance and resistance in a multiterminal device.

### 6.3.2 Transport of Edge States

In the quantum spin Hall system, a pair of helical edge states consists two chiral states of electrons with spin-up ( $\sigma=\uparrow$ ) and spin-down $(\sigma=\downarrow)$. The transmission coefficient of the chiral state with spin-up from one terminal to its neighbor terminal, say, in the clockwise direction is $T_{i j}^{\uparrow}=1$, and the transmission coefficient from one terminal to its neighbor terminal in the counterclockwise direction is $T_{j i}^{\uparrow}=0$. Meanwhile, the transmission coefficient of the chiral state with spin-down from one terminal to its neighbor terminal in the clockwise direction is $T_{i j}^{\downarrow}=0$, and the transmission coefficient from one terminal to its neighbor terminal in the counterclockwise direction is $T_{j i}^{\downarrow}=1$.

The charge current at the terminal $i$ is defined as the summation of the currents with spin-up and spin-down

$$
\begin{equation*}
I_{i}^{c} \equiv I_{i}^{\uparrow}+I_{i}^{\downarrow}=\frac{e^{2}}{h} \sum_{j \neq i, \sigma}\left(T_{i j}^{\sigma} V_{j}-T_{j i}^{\sigma} V_{i}\right) \tag{6.38}
\end{equation*}
$$

The spin current at the terminal $i$ is defined as the difference of the currents with spin-up and spin-down

$$
\begin{equation*}
I_{i}^{s} \equiv \frac{\hbar / 2}{e}\left(I_{i}^{\uparrow}-I_{i}^{\downarrow}\right)=\frac{e}{4 \pi} \sum_{j \neq i, \sigma} \sigma\left(T_{i j}^{\sigma} V_{j}-T_{j i}^{\sigma} V_{i}\right) \tag{6.39}
\end{equation*}
$$

where we convert the unit of charge current into that of spin current: change the unit of charge $e$ into the unit of $\operatorname{spin} \hbar / 2$ by the ratio $\frac{\hbar / 2}{e}$.

Two-Terminal Measurement: As the edge states are helical, the transmission coefficients $T_{12}^{\sigma}=T_{21}^{\sigma}=1$ for electrons with both spin-up ( $\sigma=\uparrow$ ) and spin-down $(\sigma=\downarrow)$. Take $V_{1}=V / 2$ and $V_{2}=-V / 2$. The spin-dependent current flowing out of the terminal 2 is

$$
\begin{equation*}
I_{2}^{\uparrow}=I_{2}^{\downarrow}=\frac{e^{2}}{h}\left(V_{1}-V_{2}\right) \tag{6.40}
\end{equation*}
$$

Thus, the charge conductance is

$$
\begin{equation*}
G=G_{\uparrow}+G_{\downarrow}=2 \frac{e^{2}}{h} \tag{6.41}
\end{equation*}
$$

since there are two conducting channels from the left to the right. This is equivalent to a quantum Hall conductance for $n=2$ in a setup with two terminals.

Four-Terminal Measurement: In this case, the transmission coefficients for electron with spin-up $T_{43}^{\uparrow}=T_{32}^{\uparrow}=T_{21}^{\uparrow}=T_{14}^{\uparrow}=1$ and 0 otherwise, and the transmission coefficients for electron with spin-down $T_{12}^{\downarrow}=T_{23}^{\downarrow}=T_{34}^{\downarrow}=T_{41}^{\downarrow}=1$ and 0 otherwise. From the Landauer-Büttiker formula, we have

$$
\left(\begin{array}{l}
I_{1}^{\uparrow}  \tag{6.42}\\
I_{2}^{\uparrow} \\
I_{3}^{\uparrow} \\
I_{4}^{\uparrow}
\end{array}\right)=\left(\begin{array}{cccc}
-1 & 0 & 0 & 1 \\
1 & -1 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 1 & -1
\end{array}\right)\left(\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right)
$$

and

$$
\left(\begin{array}{l}
I_{1}^{\downarrow}  \tag{6.43}\\
I_{2}^{\downarrow} \\
I_{3}^{\downarrow} \\
I_{4}^{\downarrow}
\end{array}\right)=\left(\begin{array}{cccc}
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 \\
1 & 0 & 0 & -1
\end{array}\right)\left(\begin{array}{c}
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right) .
$$

The total charge current is the sum of the currents with spin-up and spin-down, $I_{i}=I_{i}^{\uparrow}+I_{i}^{\downarrow}$. Thus, the equation for the charge current

$$
\left(\begin{array}{l}
I_{1}  \tag{6.44}\\
I_{2} \\
I_{3} \\
I_{4}
\end{array}\right)=\frac{e^{2}}{h}\left(\begin{array}{cccc}
-2 & 1 & 0 & 1 \\
1 & -2 & 1 & 0 \\
0 & 1 & -2 & 1 \\
1 & 0 & 1 & -2
\end{array}\right)\left(\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right) .
$$

The total spin current in each terminal is the difference of the currents with spin-up and spin-down, $I_{i}^{s}=\left(I_{i}^{\uparrow}-I_{i}^{\downarrow}\right) \times \frac{\hbar / 2}{e}$,

$$
\left(\begin{array}{c}
I_{1}^{s}  \tag{6.45}\\
I_{2}^{s} \\
I_{3}^{s} \\
I_{4}^{s}
\end{array}\right)=\frac{e}{4 \pi}\left(\begin{array}{cccc}
0 & -1 & 0 & 1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right) .
$$

Set the voltages at the terminals 1 and $3 V / 2$ and $-V / 2$ and 0 for terminals 2 and 4


Fig. 6.4 Schematic diagram showing (a) two-terminal and (b) four-terminal measurement geometries. In (a), a charge current $I_{C}=\left(2 e^{2} / h\right) V$ flows into the right lead. In (b), a spin current $I_{S}=\frac{e}{4 \pi} V$ flows into the right lead

$$
\left(\begin{array}{l}
V_{1}  \tag{6.46}\\
V_{2} \\
V_{3} \\
V_{4}
\end{array}\right)=\left(\begin{array}{c}
\frac{V}{2} \\
0 \\
-\frac{V}{2} \\
0
\end{array}\right)
$$

The currents at terminal 2 are

$$
\begin{align*}
& I_{2}^{\uparrow}=\frac{e^{2}}{h} T_{21}^{\uparrow} V_{1}=+\frac{e^{2}}{2 h} V  \tag{6.47a}\\
& I_{2}^{\downarrow}=\frac{e^{2}}{h} T_{23}^{\downarrow} V_{3}=-\frac{e^{2}}{2 h} V \tag{6.47b}
\end{align*}
$$

As a result, the total current is

$$
\begin{equation*}
I_{2}^{c}=I_{2}^{\uparrow}+I_{2}^{\downarrow}=0 \tag{6.48}
\end{equation*}
$$

However,

$$
\begin{equation*}
I_{2}^{s}=\left(I_{2}^{\uparrow}-I_{2}^{\downarrow}\right) \times \frac{\hbar / 2}{e}=\frac{e}{4 \pi} V \tag{6.49}
\end{equation*}
$$

Thus, the spin Hall conductance is $G_{s}=\frac{e}{4 \pi}$. However, it is noted that the Hall conductance for each sector is

$$
\begin{equation*}
G^{\uparrow}=\frac{I_{2}^{\uparrow}}{V_{1}-V_{3}}=\frac{e^{2}}{2 h} \tag{6.50}
\end{equation*}
$$

as we have set the voltages at the four-terminals. In conclusion, the quantum spin Hall effect can be measured through the charge transport in a mesoscopic system as shown in Fig. 6.4 [3].

Strictly speaking, the spin-up and spin-down here mean two different conducting channels of the edge states, not the real electron spin. Due to the spin-orbit coupling, none of the spin components $S_{\alpha}(\alpha=x, y, z)$ is conserved. So the "real" spin Hall conductance is not quantized.

### 6.4 Stability of Edge States

Assume the impurity potential $V$ is time reversal invariant. There does not exist backscattering between the two helical edge states. The time reversal operator $\Theta^{2}=$ -1 . Thus, we set $\left|u_{-k, \downarrow}\right\rangle=\Theta\left|u_{k, \uparrow}\right\rangle$ and $\left|u_{k, \uparrow}\right\rangle=-\Theta\left|u_{-k, \downarrow}\right\rangle$. The operator $\Theta$ is anti-unitary and has the property,

$$
\begin{equation*}
\langle\Theta \alpha| V|\Theta \beta\rangle=\langle\beta| V|\alpha\rangle . \tag{6.51}
\end{equation*}
$$

Using this relation, it is easy to conclude

$$
\begin{equation*}
\left\langle u_{k, \uparrow}\right| V\left|u_{-k, \downarrow}\right\rangle=0 \tag{6.52}
\end{equation*}
$$

Li and Shi proposed a general argument for the robustness of the helical edge state transport [9]. In essence, a two-dimensional quantum spin Hall insulator is a conductor with an odd number of Kramers pairs of conducting channel. This is different from the ordinary one-dimensional conductor which always has an even number of Kramers pairs of conducting channel. In general, the transmission along the conductor can be characterized by a $2 N \times 2 N S$ matrix, which relates the incoming ( $\psi_{\text {in }}$ ) and outcoming ( $\psi_{\text {out }}$ ) wave amplitudes,

$$
\begin{equation*}
\psi_{\mathrm{out}}=S \psi_{\mathrm{in}} \tag{6.53}
\end{equation*}
$$

where

$$
\begin{align*}
\psi_{\mathrm{in}} & =\left(a_{1}^{+}, a_{2}^{+}, \cdots, a_{N}^{+} ; b_{1}^{-}, b_{2}^{-}, \cdots, b_{N}^{-}\right)^{T} ;  \tag{6.54a}\\
\psi_{\mathrm{out}} & =\left(a_{1}^{-}, a_{2}^{-}, \cdots, a_{N}^{-} ; b_{1}^{+}, b_{2}^{+}, \cdots, b_{N}^{+}\right)^{T} . \tag{6.54b}
\end{align*}
$$

$a_{i}^{+}\left(b_{i}^{+}\right)$and $a_{i}^{-}\left(b_{i}^{-}\right)$denote the right-going and left-going wave amplitudes, respectively. $a_{i}^{ \pm}$and $b_{i}^{ \pm}$with the same index $i$ are related by the time reversal and form a Kramers pair. $N$ denotes the total number of Kramers pairs at each edge and can be odd for the quantum spin Hall insulator or even for ordinary insulator. In this notation, time reversal symmetry imposes the constraint on the $S$ matrix

$$
\begin{equation*}
S^{T}=-S \tag{6.55}
\end{equation*}
$$

Moreover, the conservation of charge implies that the $S$ matrix must be unitary: $S^{\dagger} S=1$.

Under these constraints, the polar decomposition of the $S$ matrix reads as [10]

$$
S=\left(\begin{array}{cc}
U^{T} & 0  \tag{6.56}\\
0 & V^{T}
\end{array}\right)\left(\begin{array}{cc}
\Sigma & T \\
-T & -\Sigma
\end{array}\right)\left(\begin{array}{cc}
U & 0 \\
0 & V
\end{array}\right)
$$

where $U$ and $V$ are two $N \times N$ unitary matrix. For even $N=2 n, \Sigma$ is a block diagonal matrix

$$
\begin{equation*}
\Sigma=\sqrt{1-T_{1}} i \sigma_{y} \oplus \sqrt{1-T_{2}} i \sigma_{y} \oplus \cdots \oplus \sqrt{1-T_{n}} i \sigma_{y} \tag{6.57}
\end{equation*}
$$

and

$$
\begin{equation*}
T=\operatorname{diag}\left[\sqrt{T_{1}} \sigma_{0}, \sqrt{T_{2}} \sigma_{0}, \cdots, \sqrt{T_{n}} \sigma_{0}\right] \tag{6.58}
\end{equation*}
$$

For odd $N=2 n+1, \Sigma$ is a block diagonal matrix

$$
\begin{equation*}
\Sigma=\sqrt{1-T_{1}} i \sigma_{y} \oplus \sqrt{1-T_{2}} i \sigma_{y} \oplus \cdots \oplus 0_{1 \times 1} \tag{6.59}
\end{equation*}
$$

and

$$
\begin{equation*}
T=\operatorname{diag}\left[\sqrt{T_{1}} \sigma_{0}, \sqrt{T_{2}} \sigma_{0}, \cdots, 1\right] . \tag{6.60}
\end{equation*}
$$

$T_{i}$ denotes the transmission coefficient in the $i$ th conducting channel. One immediately sees that for odd $N$, there is at least one conducting channel that has the perfect transmission $T_{i}=1$, without being adversely affected by the disorder. This is the reason behind the robustness of helical edge states in the quantum spin Hall effect.

According to the $\mathrm{Z}_{2}$ classification for time reversal invariant insulating system, there always exist an odd number of Kramers pairs of conducting edge states along each edge of sample. However, in the geometry of a strip, there are two edges, and the total number of Kramers pairs is still even in the system. The conductance is not really quantized if the interaction or finite size effect makes the channels at two edges couple together [11].

### 6.5 Realization of Quantum Spin Hall Effect in $\mathrm{HgTe} / \mathrm{CdTe}$ Quantum Well

In 2006 Bernevig, Hughes and Zhang [12] predicted that $\mathrm{HgTe} / \mathrm{CdTe}$ quantum well may have an inverted band structure and exhibit the quantum spin Hall effect. One year later, König et al. [13] verified the theoretical prediction experimentally.

### 6.5.1 Band Structure of $\mathrm{HgTe} / \mathrm{CdTe}$ Quantum Well

The band structures of HgTe and CdTe near the $\Gamma$ point can be described very well by the six-band bulk Kane model which incorporates the $\Gamma_{6}$ and $\Gamma_{8}$ bands but neglects the split-off $\Gamma_{7}$ band. CdTe has a so-called normal band structure, in which the band $\Gamma_{6}$ of $s$-wave electron $\left(j=\frac{1}{2}\right)$ has a higher energy and the band $\Gamma_{8}\left(j=\frac{3}{2}\right)$ has a lower energy. However, HgTe has an inverted band structure as shown in Fig. 6.5. In order to consider the coupling between the $\Gamma_{6}$ and $\Gamma_{8}$ bands, we choose the six-band basis set $[14,15]$,


Fig. 6.5 A schematic illustration of the normal band structure and inverted band structure. The left is the normal band structure where the blue curve represents the light hole (LH) and heavy hole $(\mathrm{HH})$ of the $\Gamma_{8}$ valence band, the right is the inverted band structure where the LH flips up and becomes the conduction band, and the $\Gamma_{6}$ appears below the HH band (Adapted from [15])

$$
\begin{align*}
& u_{1}(\mathbf{r})=\left|\Gamma_{6},+\frac{1}{2}\right\rangle_{c}=S \uparrow,  \tag{6.61a}\\
& u_{2}(\mathbf{r})=\left|\Gamma_{6},-\frac{1}{2}\right\rangle_{c}=S \downarrow,  \tag{6.61b}\\
& u_{3}(\mathbf{r})=\left|\Gamma_{8},+\frac{3}{2}\right\rangle_{v}=\frac{1}{\sqrt{2}}(X+i Y) \uparrow,  \tag{6.61c}\\
& u_{4}(\mathbf{r})=\left|\Gamma_{8},+\frac{1}{2}\right\rangle_{v}=\frac{1}{\sqrt{6}}[(X+i Y) \downarrow-2 Z \uparrow],  \tag{6.61d}\\
& u_{5}(\mathbf{r})=\left|\Gamma_{8},-\frac{1}{2}\right\rangle_{v}=-\frac{1}{\sqrt{6}}[(X-i Y) \uparrow+2 Z \downarrow],  \tag{6.61e}\\
& u_{6}(\mathbf{r})=\left|\Gamma_{8},-\frac{3}{2}\right\rangle_{v}=-\frac{1}{\sqrt{2}}(X-i Y) \downarrow . \tag{6.61f}
\end{align*}
$$

For the chosen basis set, the Hamiltonian for a three-dimensional system with [001] growth direction takes the following form:

$$
H=\left(\begin{array}{cccccc}
T & 0 & -\frac{1}{\sqrt{2}} P k_{+} & \sqrt{\frac{2}{3}} P k_{z} & \frac{1}{\sqrt{6}} P k_{-} & 0  \tag{6.62}\\
0 & T & 0 & -\frac{1}{\sqrt{6}} P k_{+} \sqrt{\frac{2}{3}} P k_{z} & \frac{1}{\sqrt{2}} P k_{-} \\
-\frac{1}{\sqrt{2}} P k_{-} & 0 & U+V & -S_{-} & R & 0 \\
\sqrt{\frac{2}{3}} P k_{z} & -\frac{1}{\sqrt{6}} P k_{-} & -S_{-}^{\dagger} & U-V & 0 & R \\
\frac{1}{\sqrt{6}} P k_{+} & \sqrt{\frac{2}{3}} P k_{z} & R^{\dagger} & 0 & U-V & S_{+}^{\dagger} \\
0 & \frac{1}{\sqrt{2}} P k_{+} & 0 & R^{\dagger} & S_{+} & U+V
\end{array}\right)
$$

where

$$
\begin{align*}
k_{\|}^{2} & =k_{x}^{2}+k_{y}^{2}, k_{ \pm}=k_{x} \pm i k_{y},  \tag{6.63a}\\
T & =E_{c}(z)+\frac{\hbar^{2}}{2 m_{0}}\left[(2 F+1) k_{\|}^{2}+k_{z}(2 F+1) k_{z}\right],  \tag{6.63b}\\
U & =E_{v}(z)-\frac{\hbar^{2}}{2 m_{0}}\left(\gamma_{1} k_{\|}^{2}+k_{z} \gamma_{1} k_{z}\right),  \tag{6.63c}\\
V & =-\frac{\hbar^{2}}{2 m_{0}}\left(\gamma_{2} k_{\|}^{2}-2 k_{z} \gamma_{2} k_{z}\right),  \tag{6.63d}\\
R & =-\frac{\hbar^{2}}{2 m_{0}} \frac{\sqrt{3}}{2}\left[\left(\gamma_{3}-\gamma_{2}\right) k_{+}^{2}-\left(\gamma_{3}+\gamma_{2}\right) k_{-}^{2}\right],  \tag{6.63e}\\
S_{ \pm} & =-\frac{\hbar^{2}}{2 m_{0}} \sqrt{3} k_{ \pm}\left(\gamma_{3} k_{z}+k_{z} \gamma_{3}\right) . \tag{6.63f}
\end{align*}
$$

$P=-\frac{\hbar}{m_{0}}\langle s| p_{x}|X\rangle$ is the Kane matrix element between the $s$ and $p$ bands with $m_{0}$ the bare electron mass.

The quantum well growth direction is along $z$ with $\mathrm{Hg}_{1-x} \mathrm{Cd}_{x} \mathrm{Te}$ for $z<-d / 2$, HgTe for $-d / 2<z<d / 2$ and $\mathrm{Hg}_{1-x} \mathrm{Cd}_{x} \mathrm{Te}$ for $z>d / 2$. As the quantum well is confined along the $z$-direction, we make the substitution, $k_{z}=-i \frac{\partial}{\partial z}$. Now the problem reduces to solving, in the presence of continuous boundary conditions, the Hamiltonian (6.62) in each of the three regions of the quantum well.

The basic idea to derive an effective Hamiltonian is to start with the Hamiltonian at $k_{x}=k_{y}=0$ and to find the solutions of the wave function of electrons in the confined quantum well. Then using the solution of $k_{x}=k_{y}=0$ as the basis, one can derive an effective Hamiltonian for $k_{x}, k_{y} \neq 0$ by means of the projected perturbation method.

For $k_{x}=k_{y}=0$,

$$
H\left(k_{\|}=0\right)=\left(\begin{array}{cccccc}
T & 0 & 0 & \sqrt{\frac{2}{3}} P k_{z} & 0 & 0  \tag{6.64}\\
0 & T & 0 & 0 & \sqrt{\frac{2}{3}} P k_{z} & 0 \\
0 & 0 & U+V & 0 & 0 & 0 \\
\sqrt{\frac{2}{3}} P k_{z} & 0 & 0 & U-V & 0 & 0 \\
0 & \sqrt{\frac{2}{3}} P k_{z} & 0 & 0 & U-V & 0 \\
0 & 0 & 0 & 0 & 0 & U+V
\end{array}\right),
$$

which is reduced to a block diagonalized matrix after rearranging the basis as $\left\{u_{1}, u_{4}, u_{3}, u_{2}, u_{5}, u_{6}\right\}$. On the subsector of $\left\{u_{1}, u_{4}\right\}$ for $j_{z}=\frac{1}{2}$,

$$
H_{\mathrm{eff}}=\left(\begin{array}{cc}
T & \sqrt{\frac{2}{3}} P k_{z}  \tag{6.65}\\
\sqrt{\frac{2}{3}} P k_{z} & U-V
\end{array}\right)
$$

which is a one-dimensional modified Dirac equation. Consider a quantum well potential $V_{\mathrm{QW}}(z)$. The model coefficients are different for CdTe at $|z|>d / 2$ and $\operatorname{HgTe}$ at $|z|<d / 2$. Solving this one-dimensional problem, one obtains a bound state for the quantum well $\varphi_{1}$. Similarly, on the base $\left\{u_{3}\right\}$ of $j_{z}=\frac{3}{2}$, one obtains a solution for quantum well $\varphi_{2}$. Using these two states, one can have an effective Hamiltonian near the point of $k \neq 0$,

$$
\begin{equation*}
h(k)=\left(\left\langle\varphi_{1}\right|,\left\langle\varphi_{2}\right|\right) H(k)\binom{\left|\varphi_{1}\right\rangle}{\left|\varphi_{2}\right\rangle} \tag{6.66}
\end{equation*}
$$

$\left(u_{2}, u_{5}, u_{6}\right)$ gives other two states. In this way, Bernevig, Hughes, and Zhang derived an effective model for a quantum well of $\mathrm{HgTe} / \mathrm{CdTe}$ [12],

$$
H_{\mathrm{BHZ}}=\left(\begin{array}{cc}
h(k) & 0  \tag{6.67}\\
0 & h^{*}(-k)
\end{array}\right)
$$

where $h(k)=\epsilon(k)+A\left(k_{x} \sigma_{x}+k_{y} \sigma_{y}\right)+\left(M-B k^{2}\right) \sigma_{z}$.
The model is actually equivalent to the modified two-dimensional Dirac model as shown in Eq. (2.42) in addition of the kinetic term $\epsilon(k)$,

$$
\begin{align*}
h(k) & =\epsilon(k)+h_{+},  \tag{6.68}\\
h^{*}(-k) & =\epsilon(k)+U h_{-} U^{-1}, \tag{6.69}
\end{align*}
$$

where the unitary transformation matrix $U=\sigma_{z}$. All the model parameters are functions of the thickness of quantum well. The most striking property of this system is that the mass or gap parameter $M$ changes sign when the thickness $d$ of the quantum well is varied through a critical thickness $d_{c}(=6.3 \mathrm{~nm})$ associating with the transition of electronic band structure from a normal to an "inverted" type [16].

If the inclusion of $\epsilon(k)$ does not close the energy gap caused by $M$ for a nonzero $B$, the system should be insulating in the bulk. There exists a topological phase transition from positive $M$ to negative $M$. However, the sign of $M$ alone cannot determine whether the system is topologically trivial or nontrivial. From the formula in Eq. (2.48), we know that the system is in a quantum spin Hall phase only for $M B>0$ and there exists a pair of helical edge states at the boundary of the system.

### 6.5.2 Exact Solution of Edge States

In this subsection, we present an exact solution of edge state for the Bernevig-Hughes-Zhang model in Eq. (6.67), which was first solved in the paper by Zhou et al. [11]. Here we consider a semi-infinite plane with an open boundary condition at $y=0$. In this case, $k_{x}$ is a good quantum number, and $k_{y}$ is replaced by using the substitution $k_{y}=-i \partial_{y}$. The Hamiltonian is a block-diagonalized one,

$$
\mathcal{H}\left(k_{x},-i \partial_{y}\right)=\left(\begin{array}{cc}
h_{\uparrow}\left(k_{x},-i \partial_{y}\right) & 0  \tag{6.70}\\
0 & h_{\downarrow}\left(k_{x},-i \partial_{y}\right)
\end{array}\right),
$$

where

$$
h_{\uparrow}\left(k_{x},-i \partial_{y}\right)=\left(\begin{array}{cc}
M-B_{+}\left(k_{x}^{2}-\partial_{y}^{2}\right) & A\left(k_{x}-\partial_{y}\right)  \tag{6.71}\\
A\left(k_{x}+\partial_{y}\right) & -M+B_{-}\left(k_{x}^{2}-\partial_{y}^{2}\right)
\end{array}\right)
$$

and

$$
h_{\downarrow}\left(k_{x},-i \partial_{y}\right)=\left(\begin{array}{cc}
M-B_{+}\left(k_{x}^{2}-\partial_{y}^{2}\right) & -A\left(k_{x}+\partial_{y}\right)  \tag{6.72}\\
-A\left(k_{x}-\partial_{y}\right) & -M+B_{-}\left(k_{x}^{2}-\partial_{y}^{2}\right)
\end{array}\right) .
$$

with $B_{ \pm}=B \pm D$. The upper $h_{\uparrow}$ and lower $h_{\downarrow}$ blocks describe the states of spinup (strictly speaking, it is the sector of $j_{z}=\frac{1}{2}$ and $\frac{3}{2}$ ) and spin-down (the sector of $j_{z}=-\frac{1}{2}$ and $-\frac{3}{2}$ ), respectively.

The eigenvalue problem of the upper and lower blocks can be solved separately. Here we focus on the solution for the upper block of this Hamiltonian,

$$
\begin{equation*}
h_{\uparrow} \Psi_{\uparrow}=E \Psi_{\uparrow} . \tag{6.73}
\end{equation*}
$$

We take the trial wave function

$$
\begin{equation*}
\Psi_{\uparrow}=\binom{c}{d} e^{\lambda y} \tag{6.74}
\end{equation*}
$$

and substitute it into Eq. (6.73). Then the characteristic equation gives

$$
\operatorname{det}\left(\begin{array}{cc}
M-B_{+}\left(k_{x}^{2}-\lambda^{2}\right)-E & A\left(k_{x}-\lambda\right)  \tag{6.75}\\
A\left(k_{x}+\lambda\right) & -M+B_{-}\left(k_{x}^{2}-\lambda^{2}\right)-E
\end{array}\right)=0 .
$$

We obtain four real roots $\pm \lambda_{1}$ and $\pm \lambda_{2}$,

$$
\begin{equation*}
\lambda_{1,2}^{2}=k_{x}^{2}+F \pm \sqrt{F^{2}-\frac{M^{2}-E^{2}}{B_{+} B_{-}}} \tag{6.76}
\end{equation*}
$$

where $F=\left[A^{2}-2(M B+E D)\right] /\left(2 B_{+} B_{-}\right)$. To find an edge state solution, the wave function must decay to zero when deviating far away from the boundary. We adopt the Dirichlet boundary condition $\Psi_{\uparrow}\left(k_{x}, y=0\right)=\Psi_{\uparrow}\left(k_{x}, y=+\infty\right)=0$. Thus, the solution has a general form:

$$
\begin{equation*}
\Psi_{\uparrow}=\binom{\tilde{c}\left(k_{x}\right)}{\tilde{d}\left(k_{x}\right)}\left(e^{-\lambda_{1} y}-e^{-\lambda_{2} y}\right), \tag{6.77}
\end{equation*}
$$

if $\lambda_{1}$ and $\lambda_{2}$ are positive or their real parts are positive. Substituting the solution into Eq. (6.73), we obtain

$$
\begin{equation*}
\frac{\tilde{c}}{\tilde{d}}=\frac{A\left(k_{x}+\lambda_{1}\right)}{E-M+B_{+} k_{x}^{2}-B_{+} \lambda_{1}^{2}}=\frac{A\left(k_{x}+\lambda_{2}\right)}{E-M+B_{+} k_{x}^{2}-B_{+} \lambda_{2}^{2}} . \tag{6.78}
\end{equation*}
$$

Thus, it follows from this equation that

$$
\begin{equation*}
E=M-B_{+} \lambda_{1} \lambda_{2}-B_{+}\left(\lambda_{1}+\lambda_{2}\right) k_{x}-B_{+} k_{x}^{2} \tag{6.79}
\end{equation*}
$$

At $k_{x}=0$,

$$
\begin{align*}
& E=M-B_{+} \lambda_{1} \lambda_{2},  \tag{6.80a}\\
& \lambda_{1}=\sqrt{F+\sqrt{F^{2}-\left(M^{2}-E^{2}\right) / B_{+} B_{-}}}  \tag{6.80b}\\
& \lambda_{2}=\sqrt{F-\sqrt{F^{2}-\left(M^{2}-E^{2}\right) / B_{+} B_{-}}} \tag{6.80c}
\end{align*}
$$

Thus, one obtains

$$
\begin{align*}
E & =\frac{B_{-}-B_{+}}{B_{-}+B_{+}} M=-\frac{D}{B} M,  \tag{6.81}\\
\lambda_{1} \lambda_{2} & =\frac{M-E}{B_{+}}=\frac{M}{B}>0,  \tag{6.82}\\
\lambda_{1}+\lambda_{2} & =\sqrt{\frac{A^{2}}{B_{+} B_{-}}}>0 . \tag{6.83}
\end{align*}
$$

Therefore, the existing conditions of the edge state solution are

$$
\begin{equation*}
\frac{A^{2}}{B_{+} B_{-}}>0, \frac{M}{B}>0 \tag{6.84}
\end{equation*}
$$

Near $k_{x}=0$, from the equations for $\lambda_{1}, \lambda_{2}$, and $E$, we calculate

$$
\begin{align*}
\left.\frac{d E}{d k_{x}}\right|_{k_{x}=0} & =-\left.B_{+} \frac{d\left(\lambda_{1} \lambda_{2}\right)}{d k_{x}}\right|_{k_{x}=0}-\left.B_{+}\left(\lambda_{1}+\lambda_{2}\right)\right|_{k_{x}=0} \\
& =\operatorname{sgn}(B) A \sqrt{1-\frac{D^{2}}{B^{2}}} \tag{6.85}
\end{align*}
$$

It follows that the energy spectrum of the edge states near $k_{x}=0$ reads

$$
\begin{equation*}
E_{\uparrow}\left(k_{x}\right)=-\frac{M D}{B}+\operatorname{sgn}(B) A \sqrt{1-\frac{D^{2}}{B^{2}}} k_{x}+O\left(k_{x}^{2}\right) \tag{6.86}
\end{equation*}
$$

The effective velocity of this state is

$$
\begin{equation*}
v_{\uparrow}=+\operatorname{sgn}(B) A \sqrt{1-\frac{D^{2}}{B^{2}}} \tag{6.87}
\end{equation*}
$$

Similarly, we may have the energy dispersion of the edge states for the lower block $h_{\downarrow}$

$$
\begin{equation*}
E_{\downarrow}\left(k_{x}\right)=-\frac{M D}{B}-\operatorname{sgn}(B) A \sqrt{1-\frac{D^{2}}{B^{2}}} k_{x}+O\left(k_{x}^{2}\right) \tag{6.88}
\end{equation*}
$$

and the effective velocity

$$
\begin{equation*}
v_{\downarrow}=-\operatorname{sgn}(B) A \sqrt{1-\frac{D^{2}}{B^{2}}} \tag{6.89}
\end{equation*}
$$

The results can also be obtained from the perturbation theory for a small $k_{x}$. Thus, the effective velocities in two edge states are opposite; one is positive and the other is negative. These two edge states constitute a pair of helical edge states.

### 6.5.3 Experimental Measurement

The transition from the normal band to an inverted band structure coincides with the topological quantum phase transition from a trivial insulator to a quantum spin Hall insulator. The first experimental observation was made by a group in Wurzburg, Germany, led by Laurens W. Molenkamp [13]. In order to cover the regime of normal and inverted band structure, a series of HgTe samples with the quantum well width from 4.5 to 12 nm were grown. Initial evidence for the quantum spin Hall state was revealed when the Hall bar of dimension $(L \times W)=(20.0 \times 13.3) \mu \mathrm{m}^{2}$ with different thickness were studied. For a thinner sample with $d_{\mathrm{QW}}<d_{c}$, the sample shows an insulating behavior. But for a thicker sample with $d_{\mathrm{QW}}>d_{c}$, a finite value of resistance was measured as shown in Fig. 6.6, which is anticipated as the theoretical prediction for the quantum spin Hall effect. The inset shows the resistances at two different temperatures. Surprisingly, the resistance at lower temperature is larger than one at higher temperature, which usually is characteristic of an insulating phase rather than a conducting phase. We have to say that no quantized conductance has been yet measured experimentally in quantum spin Hall effect, although the measured conductance is close to the predicted value at a specific temperature.

Further evidence for the helical edge state comes from the nonlocal transport measurement, which is performed in a multiterminal setup. In conventional diffusive electronics, bulk transport satisfies Ohm's law. The resistance is proportional to the length and inversely proportional to the cross-sectional area, implying the existence of a local resistivity or conductivity tensor. However, the existence of the edge state


Fig. 6.6 The longitudinal four-terminal resistance, $R_{14,23}$, of various normal ( $d=5.5 \mathrm{~nm}$ ) (I) and inverted ( $d=7.3 \mathrm{~nm}$ ) (II, III, and IV) quantum well structures as a function of the gate voltage measured for $B=0 \mathrm{~T}$ at $T=30 \mathrm{mK}$. The device sizes are $(20.0 \times 13.3) \mu \mathrm{m}^{2}$ for devices I and II, $(1.0 \times 1.0) \mu \mathrm{m}^{2}$ for device III, and $(1.0 \times 0.5) \mu \mathrm{m}^{2}$ for device IV. The inset shows $R_{14,23}\left(V_{g}\right)$ of two samples from the same wafer, having the same device size (III) at 30 mK (green) and 1.8 K (black) on a linear scale (Adapted from [13]. Reprinted with permission from AAAS)

Fig. 6.7 An H-shaped four-terminal device of the quantum spin Hall system. The spin-filtered edge channels are indicated by red/solid (spin-up) and blue/dashed (spin-down) arrowed lines

necessarily leads to nonlocal transport, which invalidates Ohm's law. Such nonlocal transport was first observed in the quantum Hall effect and is well described by the quantum transport theory based on the Landauer-Büttiker formula.

In the device shown in Fig. 6.7, which is used in the nonlocal measurements to prove the existence of helical edge states, two terminals act as current probes, and the other two act as voltage probes. The nonlocal resistance is defined as

$$
\begin{equation*}
R_{i j, k l}=\frac{V_{k}-V_{l}}{I_{i j}} . \tag{6.90}
\end{equation*}
$$

We can set $V_{4}=0$ and write down the Büttiker formula

$$
\left(\begin{array}{c}
I_{1}  \tag{6.91}\\
I_{2} \\
I_{3}
\end{array}\right)=\frac{e^{2}}{h}\left(\begin{array}{ccc}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right)\left(\begin{array}{l}
V_{1} \\
V_{2} \\
V_{3}
\end{array}\right) .
$$

If the current is driven through the terminals 1 and 4 , and the terminals 2 and 3 act as voltage probes, we have $I_{1}=-I_{4}$ and $I_{2}=I_{3}=0$. Then we can solve this equation and get

$$
\begin{align*}
& R_{14,14}=\frac{V_{1}-V_{4}}{I_{1}}=\frac{h}{e^{2}} \frac{3}{4},  \tag{6.92}\\
& R_{14,23}=\frac{V_{2}-V_{3}}{I_{1}}=\frac{h}{e^{2}} \frac{1}{4}, \tag{6.93}
\end{align*}
$$

which are the predicted value if helical edge states truly exists in the system. These predictions have been experimentally confirmed in $\mathrm{HgTe} / \mathrm{CdTe}$ quantum well [17].

### 6.6 Quantum Hall Effect and Quantum Spin Hall Effect: A Case Study

The difference between the quantum Hall effect and the quantum spin Hall effect can be illustrated from the conductance of a three-probe conductor with one contact playing the role of a voltage probe. At such a contact, the net charge current vanishes. Electrons that leave the contact are replaced by the electrons from the contact reservoir. In the quantum Hall effect sample with $v=2$, two edge states from the left source contact enter the voltage probe and two edge states leave the voltage probe to the right drain contact. The potential of the probe is equal to that of the source contact, and the voltage probe has no effect on the overall conductance. However, in the quantum spin Hall effect sample, the situation is different. Here, only one edge state is directed from the source contact to the voltage probe. Two other edge states lead away from the probe - one to the source contact and one to the sink contact. To maintain zero current, it is sufficient to tune the chemical potential at the probe halfway between the potentials of the source and drain contacts. Now, half the current is directed back to the source contact. The voltage probe reduces the overall conductance by half a conductance quantum, that is, $\sigma=\frac{3}{2} \frac{e^{2}}{h}$ not $2 \frac{e^{2}}{h}$ as in the quantum Hall effect of $v=2$ [18]. Such a probe maintains zero net charge current into the contact. However, the spin current into the probe is nonzero and net spin-up in the case depicted. Simultaneously, a spin current is induced into both the source and drain electrodes.

Quantum Hall effect ( $v=2$ ): In this setup of three-terminal geometry, using the Landauer-Büttiker formula, the currents are

$$
\left(\begin{array}{c}
I_{\text {left }}  \tag{6.94}\\
I_{\text {probe }} \\
I_{\text {right }}
\end{array}\right)=2 \frac{e^{2}}{h}\left(\begin{array}{ccc}
-1 & 0 & 1 \\
1 & -1 & 0 \\
0 & 1 & -1
\end{array}\right)\left(\begin{array}{c}
\mu_{\text {left }} \\
\mu_{\text {probe }} \\
\mu_{\text {right }}
\end{array}\right) .
$$

The probe potential is tuned such that the charge current at the voltage probe vanishes:

$$
\begin{equation*}
I_{\text {probe }}=2 \frac{e^{2}}{h}\left(\mu_{\text {left }}-\mu_{\text {probe }}\right)=0 \tag{6.95}
\end{equation*}
$$

Then

$$
\begin{align*}
I_{\text {right }} & =2 \frac{e^{2}}{h}\left(\mu_{\text {probe }}-\mu_{\text {right }}\right) \\
& =2 \frac{e^{2}}{h}\left(\mu_{\text {left }}-\mu_{\text {right }}\right) \tag{6.96}
\end{align*}
$$

The conductance is

$$
\begin{equation*}
G_{\mathrm{QHE}}=2 \frac{e^{2}}{h} \tag{6.97}
\end{equation*}
$$

Quantum spin Hall effect: Using the Landauer-Büttiker formula, the currents are

$$
\left(\begin{array}{c}
I_{\text {left }}  \tag{6.98}\\
I_{\text {probe }} \\
I_{\text {right }}
\end{array}\right)=\frac{e^{2}}{h}\left(\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right)\left(\begin{array}{c}
\mu_{\text {left }} \\
\mu_{\text {probe }} \\
\mu_{\text {right }}
\end{array}\right) .
$$

The probe potential is tuned such that the charge current at the probe vanishes:

$$
\begin{equation*}
I_{\text {probe }}=\frac{e^{2}}{h}\left(\mu_{\text {left }}+\mu_{\text {right }}-2 \mu_{\text {probe }}\right)=0 . \tag{6.99}
\end{equation*}
$$

Then

$$
\begin{align*}
I_{\text {right }} & =\frac{e^{2}}{h}\left(\mu_{\text {left }}+\mu_{\text {probe }}-2 \mu_{\text {right }}\right) \\
& =\frac{3}{2} \frac{e^{2}}{h}\left(\mu_{\text {left }}-\mu_{\text {right }}\right) \tag{6.100}
\end{align*}
$$

The charge conductance is

$$
\begin{equation*}
G_{\mathrm{QHE}}=\frac{3}{2} \frac{e^{2}}{h} . \tag{6.101}
\end{equation*}
$$

In the quantum spin Hall effect, the spin currents are


Fig. 6.8 Difference between the quantum Hall effect and quantum spin Hall effect (right) in a setup with three probes. Left: the quantum Hall effect for $v=2$ with two chiral edge channels. Right: the quantum spin Hall effect with a pair of helical edge channels

$$
\left(\begin{array}{c}
I_{\text {left }}^{S}  \tag{6.102}\\
I_{\text {probe }}^{S} \\
I_{\text {right }}^{S}
\end{array}\right)=\frac{e}{4 \pi}\left(\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
\mu_{\text {left }} \\
\mu_{\text {probe }} \\
\mu_{\text {right }}
\end{array}\right) .
$$

The spin current at the probe is

$$
\begin{equation*}
I_{\text {probe }}^{S}=\frac{e}{4 \pi}\left(\mu_{\text {left }}-\mu_{\text {right }}\right) \neq 0 \tag{6.103}
\end{equation*}
$$

Although the charge current vanishes at the probe, the spin current does not vanish. The results are summarized in Fig. 6.8.

### 6.7 Coherent Oscillation Due to the Edge States

We study here the device shown in Fig. 6.9, which consists of a two-dimensional strip of a topological insulator on which two quantum point contacts have been patterned in series through gates (shaded regions in Fig. 6.9). The quantum point contacts define a saddle-shaped confining potential, whose height can be controlled by a gate voltage. An effective disk of area $A=\pi R^{2}$ ( $R$ is the radius of the disk) is formed in the center. The Aharonov-Bohm effect in the device can be expected intuitively because a topological insulator possesses a pair of independent gapless edge states of different spins moving in opposite directions, each forming an ideal one-dimensional loop around the disk. The two edge states are independent because no backscattering is allowed at a given sample edge even in the presence of weak time reversal invariant disorder. We note here that spin is not a good quantum number in topological insulators because of spin-orbit coupling. In the absence of a magnetic field, the actual edge states are eigenstates of the time reversal operator; their characterization as spin-up and spin-down is not precisely correct, and the word "spin" below is to be viewed more generally as the quantum number denoting the two states of a Kramers doublet.


Fig. 6.9 Schematic of the setup consisting of a disk connected to two reservoirs through two quantum point contacts. Red (light gray) and blue (dark gray) lines indicate the chiral edge channels of spin-up and spin-down electrons, with arrows indicating the direction of their motion (Adapted from [20])

Suppose a weak magnetic field $B_{\perp}$ exists normal to the plane. Following Ref. [19], we consider a spin-up (or spin-down) electron travelling from the lefthand side in Fig. 6.9. At the left-hand side junction, it splits into two partial waves: one is transmitted through the quantum point contact into the disk with amplitude $t$, and the other is transmitted across the quantum point contact with an amplitude $r$ causing a backscattering. We denote the wave function amplitudes in the upper and lower edges, right after the left-hand side junction, by $u_{1}$ and $d_{1}$, respectively. The corresponding amplitudes in the vicinity of right-hand side junction are $u_{2}=$ $u_{1} \exp [i \theta / 2]$ and $d_{2}=d_{1} \exp [-i \theta / 2]$, where

$$
\begin{equation*}
\theta=2 \pi \frac{\phi}{\phi_{0}}+2 \pi k R_{\mathrm{eff}}, \tag{6.104}
\end{equation*}
$$

$\phi_{0}=h / e$ is the magnetic flux quantum, $\phi=\pi R_{\text {eff }}^{2} B_{\perp}$ is the magnetic flux threading the effective one-dimensional loop with an effective radius $R_{\text {eff }}$, and $2 \pi k R_{\text {eff }}$ is the phase acquired by the wave function traveling along the loop. Since the Fermi level of electrons in the edge states can be tuned by a gate voltage $V_{\text {gate }}$ and the dispersion relation for the edge states is linear in $k$, the phase can be tuned by the gate voltage $\delta \theta=2 \pi R_{\text {eff }} \delta k \propto \delta V_{\text {gate }}$.

A partial wave goes through the right-hand side slit with an amplitude $t^{\prime}$ and across the slit with an amplitude $r^{\prime}$. Using the theory of multi-scattering processes [21], it follows that the total transmission for spin-up electron through the slit A and $B$ is given by

$$
\begin{equation*}
T^{\uparrow}\left(B_{\perp}\right)=\frac{\left|t t^{\prime}\right|^{2}}{1+\left|r r^{\prime}\right|^{2}-2\left|r r^{\prime}\right| \cos \left(\theta+\theta_{0}\right)} \tag{6.105}
\end{equation*}
$$

Here $\theta_{0}=\arg \left(r r^{\prime}\right)$. For specificity, our numerical calculations below suppose two symmetric quantum point contacts with $|t|=\left|t^{\prime}\right|$ and $|r|=\left|r^{\prime}\right|$. Resonant tunneling, that is, $T^{\uparrow}\left(B_{\perp}\right)=1$, occurs for $\cos \left(\theta+\theta_{0}\right)=1$.

The transmission coefficient for a spin-down electron $T^{\downarrow}\left(B_{\perp}\right)$, which is the time reversal counterpart of spin-up electron at $-B_{\perp}$ field, is given by $T^{\downarrow}\left(B_{\perp}\right)=$ $T^{\uparrow}\left(-B_{\perp}\right)$. According to the Landauer-Büttiker formula [6,22], the total conductance is

$$
\begin{equation*}
G(B)=\frac{e^{2}}{h}\left[T^{\uparrow}\left(B_{\perp}\right)+T^{\downarrow}\left(B_{\perp}\right)\right] . \tag{6.106}
\end{equation*}
$$

This coherence oscillations in the conductance $G$ as a function of the magnetic flux $\phi$ through the disk are therefore expected to be symmetric with respect to the direction of the magnetic field.

### 6.8 Further Reading
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## Chapter 7 <br> Three-Dimensional Topological Insulators


#### Abstract

Three-dimensional topological insulator is characterized by the surrounding surface states, in which electrons are well described as two-dimensional Dirac fermions. A series of materials have been discovered to be topological insulators since theoretical predictions.


Keywords Three-dimensional topological insulator - Surface states - Dirac cone • Surface quantum Hall effect • Topological insulator thin film

### 7.1 Family Members of Three-Dimensional Topological Insulators

### 7.1.1 Weak Topological Insulators: $\mathrm{Pb}_{x} \mathrm{Sn}_{1-x} \mathbf{T e}$

The first known inverted band material is SnTe , which was discovered more than 50 years ago [1]. The valence- and conduction-band edges in PbTe and SnTe occur at the $L$ points in the Brillouin zone. It was believed that the valence band of PbTe is an $L_{6}^{+}$state and its conduction band is an $L_{6}^{-}$state while the valence band of SbTe is an $L_{6}^{-}$state and its conduction band is an $L_{6}^{+}$state as shown in Fig. 7.1. In a $\mathrm{Pb}_{x} \mathrm{Sn}_{1-x}$ Te alloy sample, with increasing Sn composition, the energy gap initially decreases as the $L_{6}^{+}$and $L_{6}^{-}$states approach each other, then closes at an intermediate composition where the two states become degenerate, and finally reopens, with the $L_{6}^{+}$state now forming the conduction band and the $L_{6}^{-}$state forming the valence band [2]. The band structures of PbTe and SnTe were calculated in the early 1960s [3, 4]. It was realized that the change in the energy gap with composition for the $\mathrm{Pb}_{x} \mathrm{Sn}_{1-x} \mathrm{Te}$ alloy series can be understood qualitatively in terms of the difference between the relativistic effect in Pb and Sn ,

Fig. 7.1 Schmatic representation of the valence and conduction bands for PbTe , for the composition at which the energy gap is zero and for SnTe


Fig. 7.2 Schematic representation of band energy evolution of $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ as a function of $x$ (Replotted from [9])
and the relativistic correction is extremely important in determining the positions of the energy bands. Nowadays, we call the relativistic correction as the spin-orbit coupling in semiconductors.

The band inversion in $\mathrm{Pb}_{x} \mathrm{Sn}_{1-x}$ Te occurs at four equivalent valleys. The number of the surface states is even. Thus it is a trivial or weak topological insulator according to the topological classification of time reversal symmetry [5].

### 7.1.2 Strong Topological Insulators: $\mathrm{Bi}_{1-x} S b_{x}$

The first discovered strong topological insulator is bismuth antimony alloy $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}[6,7]$. Semiconducting $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ alloys have been studied experimentally because of their thermoelectric properties, which make them desirable for applications as thermocouple. The evolution of the band structure of the alloy $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ as a function of Sb composition $x$ has been well studied and is summarized in Fig. $7.2[8,9]$. As the Sb concentration increases, two things happen. First, the gap between the $L_{s}$ and $L_{a}$ bands decreases. At $x=4 \%$, the band gap closes and then reopens with the inverted ordering. Second, the top of the valence band at T comes down in energy and crosses the bottom of the conduction band at $x=7 \%$. At this point, the indirect gap becomes positive, and the alloy is a semiconductor. At $x=9 \%$, the T valence band crosses the $L_{s}$ valence band, and
the alloy is a direct-gap semiconductor at the $L$ points. As $x$ increases further, the gap increases and reaches its maximum value of about 30 meV at $x=18 \%$. At that point, the valence band $H$ crosses the $L_{s}$ valence band. For $x>22 \%$, the $H$ band crosses the $L_{a}$ conduction band, and the alloy is again a semimetal. Since the inversion transition between the $L_{s}$ and $L_{a}$ bands occurs in the semimetal phase adjacent to pure bismuth, it is clear that the semiconducting $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ alloy inherits its topological class from pure antimony and is thus a strong topological insulator [6].

Direct observation of Dirac gapless surface states in $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ was first reported by a group led by Hasan [7]. High-momentum-resolution angle-resolved photoemission spectroscopy performed with varying incident photon energy allows for the measurement of electronic band dispersion along various momentum space (k-space) trajectories in the three-dimensional bulk Brillouin zone. The surface band-dispersion image along $\Gamma-M$ direction shows five Fermi level crossings, which indicates that these surface states are topologically nontrivial.

### 7.1.3 Topological Insulators with a Single Dirac Cone: Bi $_{2}$ Se $_{3}$ and $\mathrm{Bi}_{2} \mathrm{Te}_{3}$

Soon after the discovery of $\mathrm{Bi}_{0.9} \mathrm{Sb}_{0.1}$, a new family of stoichiometric crystals, $\mathrm{Bi}_{2} \mathrm{Se}_{3}, \mathrm{Bi}_{2} \mathrm{Te}_{3}$, and $\mathrm{Sb}_{2} \mathrm{Te}_{3}$, was identified as three-dimensional topological insulators [10-12]. Among them, $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ (bismuth selenide) is expected to be the most promising one for applications. It has a large bulk band gap up to 0.3 eV , equivalent to $3,000 \mathrm{~K}$, much higher than room temperatures. Its band inversion happens at the $\Gamma$ point, leading to a simple band structure of the topological surface states with only single Dirac cone. The high-resolution ARPES measurement shows clearly the surface band dispersion on $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ as shown in Fig. 7.3, which provides an explicit and unanimous evidence of the surface states of topological insulators. It also reveals a single ring around the $\bar{\Gamma}$ point formed by the pure surface states and the band structure of the Dirac cone. The single Dirac cone of the surface states is now characteristic of topological insulator.

### 7.1.4 Strained HgTe

Three-dimensional HgTe is a semimetal which is charge neutral when the Fermi level is at the touching point between the light-hole and heavy-hole $\Gamma_{8}$ bands. A unique property of the band structure of HgTe is the inversion of the $\Gamma_{6}$ and $\Gamma_{8}$ band ordering. The effective masses of light and heavy holes have opposite signs (see Fig. 6.5). Appearance of the heavy-hole band between the light-hole and $\Gamma_{6}$ bands makes the material metallic instead of insulating since there is no energy gap in the band structure. Because of the band inversion, three-dimensional HgTe is


Fig. 7.3 High-resolution ARPES data of surface electronic band dispersion on $\mathrm{Bi}_{2} \mathrm{Se}_{\underline{3}}(111)$ measured with an incident photon energy of 22 eV near the $\Gamma$ point along the $\bar{\Gamma}-\bar{M}$ and $\bar{\Gamma}-\bar{K}$ momentum-space cuts (Reprinted by permission from Macmillan Publisher Ltd: Nature Physics [10], copyright (2009))


Fig. 7.4 (a) The surface local density of states of 3 D HgTe without strain, bright line in the direct gap between LH and HH bands indicates the first-type surface states, the bright regimes in valence band indicate the second-type surface states. (b) An insulating band gap is opened, and the firstand second-type surface states become connected. (c) The surface states when the $\Gamma_{6}$ and the HH band are inverted (Adapted from [14])
also expected to have Dirac-like surface states; however, the surface states always mix with bulk states. Once the system opens an energy gap, it will evolve into a topological insulator. Usually there are two ways to open an energy gap in the band structure. One way is to fabricate a thin film or quantum well. The finite size effect opens a gap, which is the origin of the quantum spin Hall effect in two-dimensional $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells. The other way is the strain effect. The strained three-dimensional HgTe is expected to be a topological insulator (see Fig. 7.4). The quantum Hall effect of the surface states in a strained bulk HgTe was observed experimentally [13].

Based on adiabatic continuity of their band structure to HgTe , a series of chalcopyrite semiconductors are predicted to be topological insulators [15].

### 7.2 Electronic Model for $\mathrm{Bi}_{2} \mathrm{Se}_{3}$

$\mathrm{Bi}_{2} \mathrm{Se}_{3}$ and $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ are three-dimensional topological insulators, which have robust and simple surface states constituting a single Dirac cone at the $\Gamma$ point [11]. $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ and $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ share the same rhombohedral crystal structure with the space group $\mathrm{D}_{3 d}^{5}$ $(\mathrm{R} \overline{3} \mathrm{~m})$ with five atoms in one unit cell. We take $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ as an example and show its crystal structure in Fig. 7.5, which has layered structure with a triangle lattice within one layer. It has a trigonal axis (threefold rotation symmetry), defined as the $z$-axis, a binary axis (twofold rotation symmetry), defined as the $x$-axis, and a bisectrix axis (in the reflection plane), defined as the $y$-axis. The material consists of five-atom layers arranged along the $z$-direction, known as quintuple layers. Each quintuple layer consists of five atoms with two equivalent Se atoms (denoted as Se 1 and $\mathrm{Se}^{\prime}$ ), two equivalent Bi atoms (denoted as Bil and $\mathrm{Bil}^{\prime}$ ), and a third Se atom (denoted as Se 2 ). The coupling is strong between two atomic layers within one quintuple layer but much weaker, predominantly of the van der Waals type, between


Fig. 7.5 Top: Crystal structure of $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ with three primitive vectors denoted as $\mathrm{t}_{1,2,3}$. The Se 1 ( Bi 1 ) layer can be related to the $\mathrm{Se}^{\prime}\left(\mathrm{Bi1}^{\prime}\right)$ layer by an inversion operation in which the Se 2 atoms have the role of inversion centers. Bottom: Schematic diagram of the $p_{z}$ orbitals of electrons, and the band inversion of the $p_{z}^{+}$orbitals of Bi and the $p_{z}^{-}$orbitals of Se due to the spin-orbit coupling
two quintuple layers. The primitive lattice vectors $t_{1 ; 2 ; 3}$ and rhombohedral unit cells are shown in Fig. 7.5. The Se 2 site has the role of an inversion center, and under an inversion operation, Bi 1 is changed to $\mathrm{Bi}^{\prime}$ and Se 1 is changed to $\mathrm{Se}^{\prime}$. The existence of inversion symmetry enables us to construct eigenstates with definite parity for this system.

To get a better understanding of the inversion of the band structure and the parity exchange in Fig. 7.5, we start from the atomic energy levels and consider the effect of crystal-field splitting and spin-orbit coupling on the energy eigenvalues at the $\Gamma$ point. The states near the Fermi surface mainly come from $p$ orbitals of $\operatorname{Bi}\left(6 s^{2} 6 p^{3}\right)$ and $\operatorname{Se}\left(4 s^{2} 4 p^{4}\right)$. The crystal field removes the degeneracy of the $p$ orbitals, and only the $p_{z}$ orbitals become relevant in the present problem. Furthermore, due to the inversion symmetry of the crystal lattice, the $p_{z}$ orbitals of electrons from Bi and Se atoms near the Fermi surface have opposite parity. The band gap between these two orbitals is controlled by the spin-orbit coupling: increasing the spin-orbit coupling may cause a band inversion as analyzed in [11].

The three-dimensional Dirac equation can be applied to describe a large family of three-dimensional topological insulators. $\mathrm{Bi}_{2} \mathrm{Te}_{3}, \mathrm{Bi}_{2} \mathrm{Se}_{3}$, and $\mathrm{Sb}_{2} \mathrm{Te}_{3}$ have been confirmed to be topological insulators with a single Dirac cone of surface states. For example, in $\mathrm{Bi}_{2} \mathrm{Te}_{3}$, the electrons near the Fermi surfaces, mainly come from the $p$ orbitals of Bi and Te atoms. According to the point group symmetry of the crystal lattice, $p_{z}$ orbital splits from $p_{x, y}$ orbitals. Near the Fermi surface the energy levels turn out to be the $p_{z}$ orbital, $\left|P 1_{z}^{+}, \uparrow\right\rangle,\left|P 1_{z}^{+}, \downarrow\right\rangle,\left|P 2_{z}^{-}, \uparrow\right\rangle$, and $\left|P 2_{z}^{-}, \downarrow\right\rangle$, where $\pm$ stand for the parity of the corresponding states and $\uparrow, \downarrow$ for the electron spin. Four low-lying states at the $\Gamma$ point can be used a basis to construct the lowenergy effective Hamiltonian [11]. In the basis of $\left(\left|P 1_{z}^{+}, \uparrow\right\rangle,\left|P 1_{z}^{+}, \downarrow\right\rangle,\left|P 2_{z}^{-}, \uparrow\right\rangle\right.$, $\left.\left|P 2_{z}^{-}, \downarrow\right|\right)$, we keep the terms up to the quadratic order in $p$ and obtain

$$
\begin{equation*}
H=\epsilon(p)+\sum_{i=x, y, z} v_{i} p_{i} \alpha_{i}+\left(M-\sum_{i=x, y, z} B_{i} p_{i}^{2}\right) \beta \tag{7.1}
\end{equation*}
$$

with $v_{x}=v_{y}=v_{\|}$and $v_{z}=v_{\perp}$ and $B_{x}=B_{y}=B_{\|}$and $B_{z}=B_{\perp}$. The first term $\epsilon(p)=C-D_{\|}\left(p_{x}^{2}+p_{y}^{2}\right)-D_{\perp} p_{z}^{2}$ which breaks the particle-hole symmetry of the system. The linear term in $p_{i}$ is determined by the change of parity of the different basis. Anisotropy of the crystal reveals that $B_{\|} \neq B_{\perp}$ and $v_{\|} \neq v_{\perp}$. It will modify the effective velocity of the surface states.

This model can be understood as a result of $k \cdot p$ theory. Under the time reversal, $\alpha_{i} \rightarrow-\alpha_{i}$ and $\beta \rightarrow \beta$. Suppose the system is time reversal invariant. Expand the Hamiltonian near $p=0$. The zero-order term is $M \beta$ where $M$ represents the energy gap at the point, the first-order term is $\sum_{i=x, y, z} v_{i} p_{i} \alpha_{i}$ since $p_{i} \rightarrow-p_{i}$, and the second-order term is $\sum_{i=x, y, z} B_{i} p_{i}^{2} \beta$ since $p_{i}^{2} \rightarrow p_{i}^{2}$ under the time reversal. $\epsilon(p)$ is the dispersion independent of inter-band coupling.

### 7.3 Effective Model for Surface States

The effective Hamiltonian for the surface states can be derived from the electronic model for the bulk. Consider an $x-y$ plane at $z=0 . p_{x}$ and $p_{y}$ are good quantum numbers, and $p_{z}$ is replaced by $-i \hbar \partial_{z}$ in Eq. (7.1) To derive an effective Hamiltonian for the surface states, we first find the solution of the surface states at $p_{x}=p_{y}=0$ in Eq. (7.1),

$$
\begin{equation*}
H(z)|\Psi\rangle=E|\Psi\rangle \tag{7.2}
\end{equation*}
$$

where

$$
\begin{equation*}
H(z)=C+D_{\perp} \hbar^{2} \partial_{z}^{2}-i v_{\perp} \hbar \partial_{z} \alpha_{z}+\left(M+B_{\perp} \hbar^{2} \partial_{z}^{2}\right) \beta \tag{7.3}
\end{equation*}
$$

We have derived the effective model for surface states for the modified Dirac equation in Chap. 2. Here the presence of $\epsilon(p)$ makes the problem a little bit more complicated to find the solution at $p_{x}=p_{y}=0$. The term $\epsilon(p)$ breaks the particlehole symmetry between the conduction band and valence band. If $D_{\perp}^{2}>B_{\perp}^{2}$, the band gap closes and the system is no longer an insulator. To have a surface state solution, we focus on the case of $D_{\perp}^{2}<B_{\perp}^{2}$. In this matrix equation, the first and third rows are decoupled from the second and fourth rows. For this reason, we can adopt two trial wave functions:

$$
\left|\Psi_{1}\right\rangle=\left(\begin{array}{c}
a_{1}  \tag{7.4}\\
0 \\
b_{1} \\
0
\end{array}\right) e^{\lambda z},\left|\Psi_{2}\right\rangle=\left(\begin{array}{c}
0 \\
a_{2} \\
0 \\
b_{2}
\end{array}\right) e^{\lambda z}
$$

respectively. The equation is reduced into two independent sets of equations:

$$
\left(\begin{array}{cc}
M+B_{+} \lambda^{2} & -i v_{\perp} \lambda  \tag{7.5}\\
-i v_{\perp} \lambda & -M+B_{-} \lambda^{2}
\end{array}\right)\binom{a_{1}}{b_{1}}=E\binom{a_{1}}{b_{1}}
$$

and

$$
\left(\begin{array}{cc}
M+B_{+} \lambda^{2} & +i v_{\perp} \lambda  \tag{7.6}\\
+i v_{\perp} \lambda & -M+B_{-} \lambda^{2}
\end{array}\right)\binom{a_{2}}{b_{2}}=E\binom{a_{2}}{b_{2}}
$$

where $B_{ \pm}=B_{\perp} \pm D_{\perp}$. These two equations are equivalent to those for the edge states in the quantum spin Hall effect at $k_{x}=0$. We first focus on the solution of $a_{1}$ and $b_{1}$. To have a nontrivial solution, the characteristic equation is

$$
\operatorname{det}\left(\begin{array}{cc}
M+B_{+} \lambda^{2}-E & -i v_{\perp} \lambda  \tag{7.7}\\
-i v_{\perp} \lambda & -M+B_{-} \lambda^{2}-E
\end{array}\right)=0
$$

From this equation, we find four roots for $\lambda: \pm \lambda_{1}$ and $\pm \lambda_{2}$. We adopt the Dirichlet boundary conditions, which require that the wave function for the surface states
must vanish at $z=0$ and $z \rightarrow-\infty$. For $M B_{\perp}>0$, we obtain

$$
\left|\Psi_{1}\right\rangle=\left(\begin{array}{c}
a_{1}  \tag{7.8}\\
0 \\
b_{1} \\
0
\end{array}\right)\left(e^{\lambda_{1} z}-e^{\lambda_{2} z}\right)
$$

with

$$
\begin{align*}
& \lambda_{1}=\frac{1}{2} \sqrt{\frac{v_{\perp}^{2}}{B_{+} B_{-}}}+\sqrt{\frac{1}{4} \frac{v_{\perp}^{2}}{B_{+} B_{-}}-\frac{M}{B_{\perp}}},  \tag{7.9a}\\
& \lambda_{2}=\frac{1}{2} \sqrt{\frac{v_{\perp}^{2}}{B_{+} B_{-}}}-\sqrt{\frac{1}{4} \frac{v_{\perp}^{2}}{B_{+} B_{-}}-\frac{M}{B_{\perp}}}, \tag{7.9b}
\end{align*}
$$

which requires that

$$
\begin{equation*}
\frac{a_{1}}{b_{1}}=\frac{i A \lambda_{1}}{B_{+}\left(\lambda_{1}^{2}+\frac{M}{B_{\perp}}\right)}=\frac{i A \lambda_{2}}{B_{+}\left(\lambda_{2}^{2}+\frac{M}{B_{\perp}}\right)} . \tag{7.10}
\end{equation*}
$$

The normalization of the wave function requires

$$
\begin{equation*}
\left|a_{1}\right|^{2}+\left|b_{1}\right|^{2}=\left(\frac{\lambda_{1}+\lambda_{2}}{2 \lambda_{1} \lambda_{2}}-\frac{2}{\lambda_{1}+\lambda_{2}}\right)^{-1} . \tag{7.11}
\end{equation*}
$$

Similarly, we find the solution to $\left|\Psi_{2}\right\rangle$ by setting $a_{2}=-a_{1}$ and $b_{2}=b_{1}$ :

$$
\left|\Psi_{2}\right\rangle=\left(\begin{array}{c}
0  \tag{7.12}\\
-a_{1} \\
0 \\
b_{1}
\end{array}\right)\left(e^{\lambda_{1} z}-e^{\lambda_{2} z}\right)
$$

The energy eigenvalue for both states is $E=-D_{\perp} M / B_{\perp}$.
To find the solution of $p_{x}, p_{y} \neq 0$, we may use the projection and perturbation method by utilizing the two solutions at $p_{x}=p_{y}=0$ as the basis to project the Hamiltonian. On the new basis, the effective Hamiltonian is projected out:

$$
\begin{equation*}
H_{\mathrm{eff}}=\binom{\left\langle\Psi_{1}\right| H\left|\Psi_{1}\right\rangle\left\langle\Psi_{1}\right| H\left|\Psi_{2}\right\rangle}{\left\langle\Psi_{2}\right| H\left|\Psi_{1}\right\rangle\left\langle\Psi_{2}\right| H\left|\Psi_{2}\right\rangle} . \tag{7.13}
\end{equation*}
$$

In this way, we obtain an effective Hamiltonian in the $x-y$ plane [16]

$$
\begin{equation*}
H_{\mathrm{eff}}=\epsilon_{0}(p)+v_{\mathrm{eff}}(p \times \sigma)_{z} \tag{7.14}
\end{equation*}
$$

where $v_{\text {eff }}=\operatorname{sgn}\left(B_{\perp}\right) \sqrt{1-D_{\perp}^{2} / B_{\perp}^{2}} v_{\|}$. We note that the inclusion of $\epsilon(p)$ will revise the effective velocity of the surface states. A quadratic term appears up to $p^{2}, \epsilon_{0}(p)=E_{0}-D_{\|}\left(p_{x}^{2}+p_{y}^{2}\right)$. Note that the effective Hamiltonian is only valid for a small $p$.

A key feature of this effective model is the lock-in relation between the momentum and spin. In the polar coordinate, we set $p=\sqrt{p_{x}^{2}+p_{y}^{2}}$ and $\phi_{p}=\arctan p_{y} / p_{x}$. The dispersions for the surface states are $E_{ \pm}(p)=$ $\epsilon_{0}(k) \pm v_{\text {eff }} p$, and the corresponding energy states are

$$
\begin{equation*}
\left|\Psi_{ \pm}\right\rangle=\frac{1}{\sqrt{2}}\binom{ \pm e^{-i \phi_{p}}}{i} \tag{7.15}
\end{equation*}
$$

The Berry phase, which is acquired by a state upon being transported around a loop in the k space, can be evaluated exactly:

$$
\begin{equation*}
\gamma_{ \pm}=\oint d \phi_{p}\left\langle\Psi_{ \pm}\right| i \frac{\partial}{\partial \phi_{p}}\left|\Psi_{ \pm}\right\rangle=\pi . \tag{7.16}
\end{equation*}
$$

The Berry phase will play an essential role in transport properties of the surface states, such as weak antilocalization. An ideal Dirac fermion gas is a super-metal, in which none of the states can be localized by disorders or impurities.

Hexagonal Warping Effect [17]: $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ has a rhombohedral crystal structure with space group $R 3 \bar{m}$. In the presence of a [111] surface, the crystal symmetry is reduced to $\mathrm{C}_{3 v}$, which consists of a threefold rotation $\mathrm{C}_{3}$ around the trigonal $z$-axis and a mirror operation M: $x \rightarrow-x$ where $x$ is in $\Gamma-K$ direction. Under the operations of $\mathrm{C}_{3}$ and M , the momentum and spin transform as follows:

$$
\begin{align*}
& C_{3}: p_{ \pm} \rightarrow e^{ \pm i 2 \pi / 3} p_{ \pm}, \sigma_{ \pm} \rightarrow e^{ \pm i 2 \pi / 3} \sigma_{ \pm}, \sigma_{z} \rightarrow \sigma_{z}  \tag{7.17a}\\
& M: p_{+} \rightarrow-p_{-}, \sigma_{x} \rightarrow \sigma_{x}, \sigma_{y, z} \rightarrow-\sigma_{y, z} . \tag{7.17b}
\end{align*}
$$

In addition, time reversal symmetry gives the constraint

$$
\begin{equation*}
H(\mathbf{p})=\Theta H(-\mathbf{p}) \Theta^{-1} \tag{7.18}
\end{equation*}
$$

Keeping the higher-order term up to $p^{3}$, the effective Hamiltonian for the surface states has the form

$$
\begin{equation*}
H_{\mathrm{eff}}=\epsilon_{0}(p)+v_{\mathrm{eff}}\left(p_{x} \sigma_{y}-p_{y} \sigma_{x}\right)+\frac{\lambda}{2}\left(p_{+}^{3}+p_{-}^{3}\right) \sigma_{z} . \tag{7.19}
\end{equation*}
$$

where $\epsilon_{0}=p^{2} / 2 m^{*}$. The cubic term does not break time reversal symmetry.

### 7.4 Physical Properties of Topological Insulators

### 7.4.1 Absence of Backscattering

The absence of backscattering in the topological surface states can be demonstrated as following: a pair of the Kramers' states $|k, \uparrow\rangle$ and $|-k, \downarrow\rangle$ are related by the time reversal transformation, $|-k, \downarrow\rangle=\Theta|k, \uparrow\rangle$. Since the operator $\Theta$ is anti-unitary, it is straightforward that

$$
\begin{align*}
\langle-k, \downarrow| U|k, \uparrow\rangle & =-\langle-k, \downarrow| \Theta U \Theta|k, \uparrow\rangle \\
& =-\langle k, \uparrow| U|-k, \downarrow\rangle^{*}=-\langle-k, \downarrow| U|k, \uparrow\rangle \tag{7.20}
\end{align*}
$$

where $U$ is a time reversal invariant operator. Thus for a potential of a nonmagnetic impurity $V,\langle-k, \downarrow| V|k, \uparrow\rangle=0$.

The absence of backscattering of the surface states was studied in the alloy $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ [18] and in the single crystal $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ [19]. $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ has only a single Dirac cone and therefore clearer picture. The constant energy contour at the Fermi energy of the conduction band of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ is shown in Fig. 7.6. Due to strong warping effect in Eq. (7.19), the constant energy contour of the surface band of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$ is not a perfect ring but looks like a hexagram. In the scanning tunneling microscopy (STM) measurement on the surface of $\mathrm{Bi}_{2} \mathrm{Te}_{3}$, nonmagnetic Ag atom trimers are deposited, which can scatter the surface states. The electron wave functions before and after scattering will interfere with each other and form a standing wave pattern. The fast Fourier transformation from the real-space standing wave pattern to the momentum space can reveal the momentum difference before and after the scattering. On the hexagram, the density of states is not uniform. At some momenta, the density of states is relatively large, as depicted by the darker area on the hexagram in Fig. 7.6. The scattering between these high-density momenta is more obvious than others. The momentum difference between two momenta with totally opposite momenta, that is, backscattering $\mathbf{q}=\mathbf{k}_{f}-\mathbf{k}_{i}=2 \bar{K}$. If the backscattering is present, there will

Fig. 7.6 The constant energy contour of $H_{\text {eff }}$ in Eq. (7.19) The dominant scattering wave vectors connect two points in $\bar{\Gamma}-\bar{K}$ directions on constant energy contour. $\mathbf{k}_{i}$ and $\mathbf{k}_{f}$ denote the wave vectors of incident and scattered states



Fig. 7.7 (a) The backscattering between two time-reversed scattering loops. (b) The exhibition of weak localization and weak antilocalization in magnetoconductivity. The horizontal dashed line marks the classical conductivity
be a high-value signal along $\mathbf{q}$ direction in the fast Fourier transformation spectra, more specifically, along the $\bar{K}$ direction of the surface Brillouin zone. However, there are apparent gaps along the $\bar{K}$ direction in the STM measurement [19]. This provides a direct evidence of the absence of backscattering of Dirac fermions on the surface of topological insulator.

### 7.4.2 Weak Antilocalization

The weak antilocalization is a characteristic feature in transport experiments that demonstrates the presence of the Dirac fermions in topological insulators. It appears as the low-field negative magnetoconductivity, that is, negative conductivity change as a function of applied magnetic field [20-24]. A series of experimental measurements were reported. So far, all the reported samples in the transport experiments have low mobility and short mean free path, so the diffusion dominates the electronic transport. Like many semiconductors, the phase coherence length in topological insulators can be as long as several hundred nanometers to more than $1 \mu \mathrm{~m}$ at low temperatures (below the liquid helium temperature). When the sample size is comparable with the phase coherence length, the quantum interference becomes an important correction to the diffusion transport. In materials without or with ignorable spin-orbit coupling, the constructive quantum interference will enhance the backscattering between two time-reversed scattering loops (Fig. 7.7) and suppress the resistivity. This suppression of resistivity by the quantum interference leads to the weak localization. It can be destroyed by applying a magnetic field that breaks the constructive quantum interference. On the other hand, it has been long time since people had realized that strong spin-orbit scattering in some solids could also make the quantum interference change from constructive to destructive. As a result, the conductivity is enhanced and weak antilocalization happens.

Besides the spin-orbit scattering, the energy band structure with spin-orbit coupling can also lead to the weak antilocalization, and this case can be understood in terms of the Berry phase argument. Due to the strong spin-orbit coupling, the surface states of topological insulator have a two-component spinor wave function, which describes a momentum-spin lock-in relation of the surface states. After an electron circled around the Dirac point, its spin orientation was rotated by $2 \pi$, and the wave function accumulates only a $\pi$ Berry phase $[25,26]$. The $\pi$ Berry phase changes the interference of the time-reversed scattering loops from constructive to destructive. The destructive interference will give the conductivity an enhancement, which can be destroyed by applying a magnetic field, leading to the negative magnetoconductivity with the cusp.

### 7.4.3 Shubnikov-de Haas Oscillation

All of early in-plane transport measurements reveal the dominance of the threedimensional bulk conductivity [20,21,27]. One way to determine the dimension of the carriers and to distinguish the two-dimensional surface states from the threedimensional bulk states is the Shubnikov-de Haas oscillation. In the presence of a strong perpendicular magnetic field, an electron gas splits into discrete Landau levels; the separation between the Landau levels increases with the increasing magnetic field. As the magnetic field increases, the Landau levels cut through the Fermi surface one by one. When the Fermi level is (not) aligned with a Landau level, the resistivity drops (increases). As a result, the in-plane measurement will measure an oscillating resistivity, known as the Shubnikov-de Haas oscillation. Because Shubnikov-de Haas oscillation only responds to a perpendicular magnetic field, a two-dimensional electron gas has no Shubnikov-de Haas oscillation for in-plane magnetic fields, while a three-dimensional electron gas can have Shubnikov-de Haas oscillation for magnetic field applied along any directions. This makes the angle dependence of Shubnikov-de Haas oscillation a convenient tool to identify the dimension of carriers. Shubnikov-de Haas oscillation revealed the coexistence of three-dimensional bulk carriers with the two-dimensional surface states in the transport for $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ [27, 28] and $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ [29-31]. The Shubnikov-de Haas oscillation measured in a $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ crystal shows that the bulk states dominate the transport, because it can be measured for arbitrary magnetic field direction. Shubnikov-de Haas oscillation also revealed the Berry phase information. The oscillating longitudinal resistivity $\rho_{x x}$ can be formulated as

$$
\begin{equation*}
\rho_{x x} \sim \cos \left[2 \pi\left(\frac{F}{B}-\gamma\right)\right], \tag{7.21}
\end{equation*}
$$

where $F$ is the oscillation frequency and $\gamma$ is the phase of the oscillation. The Berry phase can be found as [32] $2 \pi\left(\gamma-\frac{1}{2}\right)$. One has zero Berry phase for $\gamma=\frac{1}{2}$ and $\pi$

Berry phase for $\gamma=0$. The Berry phase is about 0.4 , giving another signature that the bulk states dominate the transport of as-grown topological insulator $\mathrm{Bi}_{2} \mathrm{Se}_{3}$.

### 7.5 Surface Quantum Hall Effect

When the surface states are subjected to a Zeeman field, the massless Dirac fermions gain a mass and open an energy gap,

$$
\begin{equation*}
H=v(p \times \sigma)_{z}+\Delta \sigma_{z}=d \cdot \sigma \tag{7.22}
\end{equation*}
$$

with $d_{x}=-v p_{y}, d_{y}=v p_{x}$, and $d_{z}=\Delta$. From the Kubo formula, the Hall conductance can be expressed as

$$
\begin{equation*}
\sigma_{x y}=\frac{e^{2}}{2 \hbar} \int \frac{d k_{x} d k_{y}}{(2 \pi)^{2}} \frac{\left(f_{k,+}-f_{k,-}\right) \mathbf{d}(k) \cdot \partial_{k_{x}} \mathbf{d}(k) \times \partial_{k_{y}} \mathbf{d}(k)}{|\mathbf{d}(k)|^{3}} \tag{7.23}
\end{equation*}
$$

where $f_{k, \pm}=\left\{1+\exp \left[( \pm|\mathbf{d}(k)|-\mu) / k_{B} T\right]\right\}^{-1}$ (for details see Sect. A.2). When the Fermi energy level is located in the gap, that is, $\mu=0$, the Hall conductance is half quantized at zero temperature:

$$
\begin{equation*}
\sigma_{x y}=-\frac{\operatorname{sgn}(\Delta)}{2} \frac{e^{2}}{h} \tag{7.24}
\end{equation*}
$$

It is noted that the Hall conductance is usually related to the Chern number, which is always an integer if the Brillouin zone is finite as we prove in Sect. A.1. However, here the integral range is infinite, which makes it possible that the conductance is not an integer.

This is regarded as one of the key features of the surface states in topological insulator. It has a lot of applications in the field of topological insulator. For example, it plays a decisive role in the development of topological field theory [33].

Although we have a half quantized Hall conductance from the Kubo formula, it is still not clear whether or not the half quantization of the Hall conductance can be directly observed in transport measurement. In the integer quantum Hall system, the current-carrying chiral edge states are responsible for the quantized conductance measured in transport experiment [34,35]. It is not immediately clear whether or not the similar chiral edge state will form on the closed surface of a topological insulator and how the quantized nature of the edge states can be reconciled with the prediction of the half quantization of the Hall conductance [33, 36, 37]. To get a definite answer to these questions, we investigate the multiterminal transport properties of a three-dimensional topological insulator in the presence of a uniform spin-splitting Zeeman field.

To illustrate the basic physics, we consider a three-dimensional topological insulator of the cubic shape. A Zeeman field is applied along the $z$-direction, as


Fig. 7.8 (a) Schematic of a three-dimensional topological insulator in a weak Zeeman field and the formation of the chiral current on the top and bottom surface boundary. (b) A chiral edge state around the domain wall between the two-dimensional Dirac fermions with the positive and negative masses. (c) An edge mode is splitted into two halves separating by a metallic area (Adapted from [42])
shown in Fig. 7.8a. Because the bulk of the system is insulating, it is effectively a closed two-dimensional surface with six facets. The effective Hamiltonian of the Dirac fermions for the surface states can be written as $[16,38]$

$$
\begin{equation*}
H_{\mathrm{eff}}(\mathbf{k})=v(\mathbf{k} \times \sigma) \cdot \mathbf{n}-g_{\|} \mu_{B} h_{\|} \sigma_{\|}-g_{\perp} \mu_{B} \mathbf{h}_{\perp} \cdot \sigma_{\perp} \tag{7.25}
\end{equation*}
$$

where $\mathbf{n}$ denotes the normal vector of the surface, $\sigma \equiv\left\{\sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ are the Pauli matrices, $h_{\|}\left(\sigma_{\|}\right)$and $h_{\perp}\left(\sigma_{\perp}\right)$ are the Zeeman field (Pauli matrix) components parallel and perpendicular to the normal vector, respectively, and $g_{\|}$and $g_{\perp}$ are the corresponding spin $g$-factors. Note that the surface states have anisotropic spin $g$-factors due to the strong spin-orbit coupling of the bulk band: $g_{\|}$is the same as that of the bulk material, and $g_{\perp}$ is renormalized by bulk band parameters and is usually strongly suppressed [16,38]. Different facets of the surface have different effective Hamiltonian respective to different normal vectors $\mathbf{n}$. For the top and the bottom facets, the effective Hamiltonian can be written as

$$
\begin{equation*}
H_{\mathrm{eff}}= \pm v\left(k_{x} \sigma_{y}-k_{y} \sigma_{x}\right)+\Delta_{z} \sigma_{z}, \tag{7.26}
\end{equation*}
$$

where + and - are for the top and bottom surfaces, respectively, and $\Delta_{z} \equiv$ $-g_{\|} \mu_{B} h$. The spectrum will open a gap on these facets, and the Dirac fermions gain a mass $\pm \Delta_{z}$. On the other hand, the effective Hamiltonian for the side facets can be written as

$$
\begin{equation*}
H_{\mathrm{eff}}=v\left[\left(k_{x}+\Delta_{h}\right) \sigma_{z}-k_{z} \sigma_{x}\right], \tag{7.27}
\end{equation*}
$$

where $\Delta_{h} \equiv g_{\perp} \mu_{B} h$. In this case, the Zeeman field simply shifts the Dirac point from $\left(k_{x}=0, k_{y}=0\right)$ to $\left(-\Delta_{h}, 0\right)$. When the Fermi level is located in the gap of the top and bottom surface, the system becomes effectively two insulating domains separated by a conducting belt with massless Dirac fermions.

Fig. 7.9 Schematic
illustration of the three-dimensional (3D) device with two-dimensional (2D) semi-infinite metallic leads


A chiral edge state will form and is concentrated around the boundaries between the insulating domains and the metallic belt as illustrated in Fig. (7.8)b, c. Effectively, the chiral edge state is split into two halves, each of which is circulating around the boundary of one of the domains and carrying one half of the conductance quantum $e^{2} / h$. Such a picture reconciles the apparent conflict between the half quantization and the index theorem. After establishing the existence of the chiral surface-edge states, we can calculate the Hall conductance numerically using the Landauer-Büttiker formalism [39-41]. The setup of the device is illustrated in Fig. 7.9; four identical two-dimensional metallic leads ( $\mu=1,2,3,4$ ) are attached to the top square surface of a semi-infinite three-dimensional topological insulator, acting as the measurement electrodes. The Zeeman field is normal to the top surface, and the Fermi level is located in the gap. The multiterminal conductance can be deduced from the transmission coefficient $T_{p q}$ from the terminal $p$ to terminal $q$,

$$
\begin{equation*}
T_{p q}=\operatorname{Tr}\left[\Gamma_{p} G^{r} \Gamma_{q} G^{a}\right] \tag{7.28}
\end{equation*}
$$

where $\Gamma_{p}$ is determined by the self-energy at the terminal $p$ [40]. The advanced and retarded Green's functions are given by

$$
\begin{equation*}
G^{R, A}(E)=\frac{1}{E-H_{c}-\sum_{p=1}^{4} \Pi_{p}^{R, A}}, \tag{7.29}
\end{equation*}
$$

where $E$ is the electron energy and $H_{c}$ is the model Hamiltonian for threedimensional system. The retarded and advanced self-energy terms are introduced for the semi-infinite lead $p$ [41].

In this way, the transmission coefficients as a function of the thickness of the sample can be calculated numerically. When the sample is thick enough, it was found that the transmission coefficients between the two neighboring terminals $p$ and $q$ have the relation [42]

$$
\begin{equation*}
T_{p q}-T_{q p}=\frac{1}{2} \tag{7.30}
\end{equation*}
$$

A straightforward way to measure the "half quantized" Hall conductance in the four-terminal setup is to apply a voltage between the terminals 1 and $3\left(V_{13}\right)$ and measure the current between the terminals 2 and $4\left(I_{24}\right)$. It is easy to show that the cross conductance $\sigma_{24,13} \equiv I_{24} / V_{13}=\left(e^{2} / 2 h\right)\left(T_{12}-T_{21}\right)$, yielding $e^{2} / 4 h$ for the half quantization. The measurement using the usual six-terminal Hall bar configuration could be more tricky due to the presence of the metallic side facets, which give rise to the finite longitudinal conductance $\sigma_{L}$. In the limit of thick sample with $\sigma_{L} \gg e^{2} / h$, the Hall conductance $\sigma_{H}$ approaches $\left(4 e^{2} / h\right)\left(T_{p q}-T_{q p}\right)$ (if we assume $T_{p q}-T_{q p}$ is the same between all neighboring leads), which yields $2 e^{2} / h$ for the half quantization. It can be compared with the case of the quantum Hall effect where $\sigma_{L}$ vanishes when $\sigma_{H}$ shows quantization [42].

### 7.6 Surface States in a Strong Magnetic Field

We come to study the surface states subjected to a uniform magnetic field. We first consider a geometry of strip with width $L_{y}$ and thickness $H$, which are much larger than the magnetic length $l_{B}$ and the spatial distribution $\xi$ of the surface states. Suppose the magnetic field $B$ (alone the $z$-axis) is perpendicular to the slab. We focus on the top plane. The periodic boundary condition is adopted along the $x$-axis and the open boundary condition along the $y$-axis. In this way, the wave number $k_{x}$ is still a good quantum number, and $k_{y}$ is substituted by $-i \partial_{y}$. We take the Landau gauge for the vector potential, $A_{x}=-B y$ and $A_{y}=0$. In this way, the effective model Eq. (7.22) in a $B$ field can be expressed in

$$
\begin{equation*}
H_{\mathrm{eff}}=v_{F}\left[\left(\hbar k_{x}-e B y\right) \sigma_{y}+i \hbar \partial_{y} \sigma_{x}\right]+\Delta \sigma_{z} \tag{7.31}
\end{equation*}
$$

To solve the problem, it is convenient to define

$$
\begin{equation*}
a\left(y_{0}\right)=i \frac{l_{B}}{\sqrt{2}}\left[\partial_{y}+l_{B}^{-2}\left(y-y_{0}\right)\right] \tag{7.32}
\end{equation*}
$$

where the magnetic length $l_{B}=\sqrt{\hbar / e B}$ and $y_{0}=l_{B}^{2} k_{x}$ assuming $e B>0$. The defined operators $a$ and $a^{\dagger}$ satisfy the commutation relation,

$$
\begin{equation*}
\left[a\left(y_{0}\right), a^{\dagger}\left(y_{0}\right)\right]=1 \tag{7.33}
\end{equation*}
$$

For simplicity, we introduce a dimensionless parameters $m_{0}=\frac{\Delta}{\sqrt{2} \hbar v_{F} / l_{B}}$. In this way, we obtain a dimensionless Schrödinger equation:

$$
\left(\begin{array}{cc}
m_{0} & a  \tag{7.34}\\
a^{\dagger} & -m_{0}
\end{array}\right)\binom{\varphi_{1}}{\varphi_{2}}=\frac{E}{v_{F} \sqrt{2 e \hbar B}}\binom{\varphi_{1}}{\varphi_{2}} .
$$

The allowed values for $y_{0}$ are separated by $\delta y_{0}=2 \pi l_{B}^{2} / L_{x}$ for a periodic boundary condition with length $L_{x}$ and are limited within $0<y_{0}<L_{y}$. The solution is a function of the good quantum number $k_{x}$ or $y_{0}=l_{B}^{2} k_{x}$. When $y_{0}$ is far away from two edges of $y=0$ and $y=L$, the two components $\varphi_{1}$ and $\varphi_{2}$ will vanish at the two boundaries. Let $|0\rangle$ the lowest energy state for simple harmonic oscillator such that $a\left(y_{0}\right)|0\rangle=0 .|n\rangle=\frac{1}{(n!)^{1 / 2}}\left(a^{\dagger}\left(y_{0}\right)\right)^{n}|0\rangle$ is the eigenstates of $N\left(y_{0}\right)=a^{\dagger}\left(y_{0}\right) a\left(y_{0}\right)$ with eigenvalue $n$ (an integer). In this case, the energy eigenstates in Eq. (7.34) are

$$
\begin{equation*}
|n, \alpha\rangle=\binom{\sin \theta_{n, \alpha}|n-1\rangle}{\cos \theta_{n, \alpha}|n\rangle} \tag{7.35}
\end{equation*}
$$

where $\tan \theta_{n, \alpha}=\frac{\sqrt{n}}{\alpha \sqrt{n+m_{0}^{2}}-m_{0}}$ and $\alpha= \pm 1$ [43]. The Landau energy is given by

$$
\begin{equation*}
E_{n, \alpha}=\alpha v_{F} \sqrt{2 e \hbar B\left(n+m_{0}^{2}\right)}, \tag{7.36}
\end{equation*}
$$

which are highly degenerate for different values of $y_{0}$. The number of the allowed values of $y_{0}, N_{L}=L_{y} / \delta y_{0}=2 \pi L_{x} L_{y} / l_{B}^{2}$, which is called the degeneracy of the Landau levels.

It should be emphasized that the zero mode $E_{0}=-v_{F} \sqrt{2 e \hbar B}\left|m_{0}\right|$ for $n=0$ and the eigenstate is fully saturated, $|0,0\rangle=\binom{0}{|0\rangle}$. The energy expressions yield an energy gap $\Delta E=\left|E_{n= \pm 1}\right|-E_{0}$ between the zero mode and the states of $n=$ $\pm 1$. For $m_{0}=0$, the energy gap is about $\Delta E \approx 800 \mathrm{~K}$ for $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ at $B=10 \mathrm{~T}$, which makes it possible that the quantum Hall effect can be measured even at room temperature just as in single layer graphene [44].

Unlike the conventional two-dimensional electron gas where the Landau levels are evenly spaced $E_{n}=\hbar \omega_{c}\left(n+\frac{1}{2}\right)$ and the lowest Landau level of the conventional two-dimensional electron gas has a nonzero energy $\hbar \omega_{c} / 2\left(\omega_{c}\right.$ is the cyclotron frequency), the Landau-level energies of massless Dirac fermions have a squareroot dependence on magnetic field $B$ and the level index $n$, given by

$$
\begin{equation*}
E_{n}=\operatorname{sgn}(n) v_{F} \sqrt{2 e B \hbar|n|}, \tag{7.37}
\end{equation*}
$$

where the level index $n=0, \pm 1, \pm 2, \ldots$ Moreover, Dirac fermions can have zero Landau-level index $n=0$, even negative level indices $n<0$. This square-root dependence has been observed in the measurement of scanning tunneling spectroscopy [45, 46]. Despite the observation of the Landau levels in the STM measurement, an in-plane measurement with a Hall-bar setup still poses an experimental challenge, so the quantum Hall conductance has not yet been observed for the surface states of topological insulator.

### 7.7 Topological Insulator Thin Film

Thin film of three-dimensional topological insulator may provide an alternative way to realize the quantum spin Hall effect. It is an example to reduce a threedimensional topological insulator to two-dimensional topological insulator. The surface states have spatial distribution, which can be characterized by a length scale $\xi_{s}$. When this length scale is comparable with the thickness of the thin film, the wave functions of the two surface states from top and bottom surfaces will overlap in space. Consequently, the two surface states open gaps. Thus the surface states of the thin film can be described by a two-dimensional massive Dirac model $[16,38]$.

### 7.7.1 Effective Model for Thin Film

Consider an extra-thin film in the $x-y$ plane such that $k_{x}$ and $k_{y}$ are good quantum numbers, and the thickness of the thin film along $z$-direction is denoted as $L$. To establish an effective model for an ultrathin film, we still start with the electronic model in Eq. (7.1) and follow the approach to derive the effective model for the surface states where only one surface is considered in Sect.7.3. The boundary condition in the present problem is different since two surfaces should be considered simultaneously. If the thin film is so thick that the surface states at the top and bottom layers are well separated, that is, $L \gg \lambda_{1}^{-1}, \lambda_{2}^{-1}$ the characteristic scales of the surface states defined in Eq. (7.9), the thin film consists of two independent massless Dirac cones when the Fermi level is located in the bulk gap. However, if the thickness $L$ is comparable with $\lambda_{1}^{-1}$ and $\lambda_{2}^{-1}$, the two surface states at the top and bottom layers will be coupled together and open an energy gap at the Dirac point. Thus the massless Dirac electrons gain a mass and evolve into massive Dirac electrons.

At $k_{x}=k_{y}=0$, we have four roots for $\lambda$ in Eq. (7.7): $\pm \lambda_{1}$ and $\pm \lambda_{2}$ as functions of energy $E$. Thus the final solution for the wave function should be a linear superposition of these solutions, for example,

$$
\left|\Psi_{1}\right\rangle=\sum_{i=1}^{4} c_{i}\left(\begin{array}{c}
a_{i}  \tag{7.38}\\
0 \\
b_{i} \\
0
\end{array}\right) e^{\lambda_{i} z}
$$

We take the Dirichlet boundary condition for the wave functions at $z= \pm L / 2$, that is, $\Psi\left(z= \pm \frac{L}{2}\right)=0$. Then we can obtain a set of transcendental equations to determine the values of $E, \lambda_{1}$, and $\lambda_{2}$ as function of thickness $L$ :

$$
\begin{equation*}
\frac{\alpha_{1}^{2} \lambda_{2}^{2}+\alpha_{2}^{2} \lambda_{1}^{2}}{\alpha_{1} \alpha_{2} \lambda_{1} \lambda_{2}}=\frac{\tan h \frac{\lambda_{1} L}{2}}{\tan h \frac{\lambda_{2} L}{2}}+\frac{\tan h \frac{\lambda_{2} L}{2}}{\tan h \frac{\lambda_{1} L}{2}}, \tag{7.39}
\end{equation*}
$$

note that where $\alpha_{1,2}=E-C-M-\left(D_{1}+B_{1}\right) \lambda_{1,2}^{2}$. In Eq. (7.39), $\lambda_{\alpha}$ define the behavior of the wave functions along $z$-axis and are functions of the energy $E$

$$
\begin{equation*}
\lambda_{\alpha}(E)=\sqrt{\frac{-F+(-1)^{\alpha-1} \sqrt{R}}{2\left(D_{1}^{2}-B_{1}^{2}\right)}}, \tag{7.40}
\end{equation*}
$$

where for convenience we have defined $F=A_{\perp}^{2}+2 D_{\perp}(E-C)-2 B_{\perp} M$ and $R=F^{2}-4\left(D_{\perp}^{2}-B_{\perp}^{2}\right)\left[(E-C)^{2}-M^{2}\right]$. The equations in (7.39) and (7.40) can be solved numerically, and give two energies at the $\Gamma$ point, that is, $E_{+}$and $E_{-}$, which define an energy gap

$$
\begin{equation*}
\Delta \equiv E_{+}-E_{-} \tag{7.41}
\end{equation*}
$$

We can find two solutions of $\left|\Psi_{1}\right\rangle: \varphi^{1}$ for $E_{+}$and $\chi^{1}$ for $E_{-}$and other two solutions for $\left|\Psi_{2}\right\rangle: \varphi^{2}$ for $E_{+}$and $\chi^{2}$ for $E_{-}$. For details, readers may refer to the references $[16,38]$. By using these four solutions as basis states and rearranging their sequence following (note that each basis state is a four-component vector) $\left(\varphi^{1}, \chi^{2}, \chi^{1}, \varphi^{2}\right)$, we can map the original Hamiltonian to the Hilbert space spanned by these four states and reach a new low-energy effective Hamiltonian for the ultrathin film,

$$
H_{\mathrm{eff}}=\left[\begin{array}{cc}
h_{+}(k) & 0  \tag{7.42}\\
0 & h_{-}(k)
\end{array}\right]
$$

in which

$$
\begin{equation*}
h_{\tau_{z}}(k)=E_{0}-D k^{2}-\hbar v_{F}\left(k_{x} \sigma_{y}-k_{y} \sigma_{x}\right)+\tau_{z}\left(\frac{\Delta}{2}-B k^{2}\right) \sigma_{z} . \tag{7.43}
\end{equation*}
$$

Note that here the basis states of Pauli matrices stand for spin-up and spin-down states of real spin. In Eq. (7.43), we have introduced a hyperbola index $\tau_{z}= \pm 1$ ( $o r \pm$ ). Unlike the momentum correspondence in graphene, it is the $\sigma_{z}$ to $-\sigma_{z}$ correspondence in the present case. Therefore, the dispersions of $h_{ \pm}$are actually doubly degenerate, which is secured by time reversal symmetry. Here, $\tau_{z}= \pm$ are used to distinguish the two degenerate hyperbolas, $h_{+}(k)$ and $h_{-}(k)$ describe two sets of Dirac fermions, and each show a pair of conduction and valence bands with the dispersions:

$$
\begin{equation*}
\varepsilon_{ \pm}(\mathbf{k})=E_{0}-D k^{2} \pm \sqrt{\left(\frac{\Delta}{2}-B k^{2}\right)^{2}+\left(\hbar v_{F}\right)^{2} k^{2}} \tag{7.44}
\end{equation*}
$$

where + and - correspond to the conduction and valence bands, respectively. The eigenstates for $\varepsilon_{ \pm}$are

$$
u_{ \pm}(\mathbf{k})=\frac{1}{\left\|u_{ \pm}\right\|}\left[\begin{array}{c}
\left(\frac{\Delta}{2}-B k^{2}\right) \tau_{z} \pm \sqrt{\left(\frac{\Delta}{2}-B k^{2}\right)^{2}+\left(\hbar v_{F}\right)^{2} k^{2}}  \tag{7.45}\\
-i \hbar v_{F} k_{+}
\end{array}\right]
$$



Fig. 7.10 (a)-(c) Twofold degenerate $\left(\tau_{z}= \pm 1\right)$ energy spectra of surface states for thicknesses $L=20,25,32 \AA$ (solid lines), and $L \rightarrow+\infty$ (dash lines). The gray area corresponds to the bulk states. The parameters are $M=0.28 \mathrm{eV}, A_{1}=2.2 \mathrm{eV} \AA, A_{2}=4.1 \mathrm{eV} \AA, B_{1}=10 \mathrm{eV} \AA^{2}, B_{2}=$ $56.6 \mathrm{eV} \AA^{2}, C=-0.0068 \mathrm{eV}, D_{1}=1.3 \mathrm{eV} \AA^{2}$, and $D_{2}=19.6 \mathrm{eV}^{2} \AA^{2} .(\mathbf{d})-(\mathbf{g})$ The calculated parameters for the new effective model $H_{\text {eff }}$ as a function of thickness $L$ (Adapted from [38])
with

$$
\begin{equation*}
\left\|u_{ \pm}\right\|=\sqrt{\left[\left(\frac{\Delta}{2}-B k^{2}\right) \tau_{z} \pm \sqrt{\left(\frac{\Delta}{2}-B k^{2}\right)^{2}+\left(\hbar v_{F}\right)^{2} k^{2}}\right]^{2}+\left(\hbar v_{F}\right)^{2} k^{2}} \tag{7.46}
\end{equation*}
$$

The energy gap $\Delta$ and other model parameters are functions of thickness $L$ and can be calculated numerically. The numerical results of $\Delta, v_{F}, D$, and $B$ are presented in Fig. 7.10. It is noted that $|D|$ must be less than $|B|$, otherwise the energy gap will disappear, and all discussions in the following will not be valid. The $\Delta$ terms play a role of mass term in $2+1$ Dirac equations.

In the large $L$ limit,

$$
\begin{equation*}
v_{F}=\frac{A_{\|}}{\hbar} \sqrt{1-\frac{D_{\perp}^{2}}{B_{\perp}^{2}}} . \tag{7.47}
\end{equation*}
$$

The dispersion relation is given by

$$
\begin{equation*}
\varepsilon_{c / v}(k)= \pm v_{F} \hbar k \tag{7.48}
\end{equation*}
$$

for small $k$. As a result, the energy gap closes at $k=0$. The two massless Dirac cones are located near the top and bottom surfaces, respectively, as expected in a three-dimensional topological insulator.

In a small $L$ limit,

$$
\begin{equation*}
v_{F}=\frac{A_{\|}}{\hbar}, \tag{7.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta=\frac{2 B_{\perp} \pi^{2}}{L^{2}} \tag{7.50}
\end{equation*}
$$

The ratio of the two velocities in the limits is

$$
\begin{equation*}
\eta=\frac{1}{\sqrt{1-\frac{D_{\perp}^{2}}{B_{\perp}^{2}}}} . \tag{7.51}
\end{equation*}
$$

It is noted that the velocity and energy gap for an ultrathin film are enhanced for a thinner film.

### 7.7.2 Structural Inversion Asymmetry

Recent experiments $[47,48]$ revealed that the substrate on which the film is grown influences dramatically electronic structure inside the film. Because the top surface of the film is usually exposed to the vacuum and the bottom surface is attached to a substrate, the inversion symmetry does not hold along $z$-direction, leading to the Rashba-like energy spectra for the gapped surface states. In this case, an extra term that describes the structure inversion asymmetry needs to be taken into account in the effective model.

Without loss of generality, we add a potential energy $V(z)$ into the Hamiltonian. Generally speaking, $V(z)$ can be expressed as $V(z)=V_{s}(z)+V_{a}(z)$, in which $V_{s}(z)=[V(z)+V(-z)] / 2=V_{s}(-z)$ and $V_{a}(z)=[V(z)-V(-z)] / 2=-V_{a}(-z)$. The symmetric term $V_{s}$ could contribute to the mass term $\Delta$ in the effective model, which may lead to an energy splitting of the Dirac cone at the $\Gamma$ point. Here we focus on the case of the antisymmetric term, $V(z)=V_{a}(z)$, which breaks the top-bottom inversion symmetry in the Hamiltonian. A detailed analysis gives the effective Hamiltonian for structure inversion asymmetry:

$$
V_{\mathrm{eff}}^{\mathrm{SIA}}=\left[\begin{array}{cccc}
0 & 0 & \tilde{V} & 0  \tag{7.52}\\
0 & 0 & 0 & \tilde{V}^{*} \\
\tilde{V}^{*} & 0 & 0 & 0 \\
0 & \tilde{V} & 0 & 0
\end{array}\right]
$$

where

$$
\begin{equation*}
\tilde{V}=\int_{-L / 2}^{L / 2} d z\left\langle\varphi^{1}\right| V_{a}(z)\left|\chi^{1}\right\rangle \tag{7.53}
\end{equation*}
$$

When the term of structure inversion asymmetry is included, the Hamiltonian in Eq. (7.42) with $V_{\text {eff }}^{\text {SIA }}$ Eq. (7.52) gives

$$
\begin{align*}
& E_{1, \pm}=E_{0}-D k^{2} \pm \sqrt{\left(\frac{\Delta}{2}-B k^{2}\right)^{2}+\left(|\tilde{V}|+\hbar v_{\mathrm{F}} k\right)^{2}}  \tag{7.54a}\\
& E_{2, \pm}=E_{0}-D k^{2} \pm \sqrt{\left(\frac{\Delta}{2}-B k^{2}\right)^{2}+\left(|\tilde{V}|-\hbar v_{\mathrm{F}} k\right)^{2}} \tag{7.54b}
\end{align*}
$$

where the extra index 1 (2) stands for the inner (outer) branches of the conduction or valence bands. Consequently, both the conduction and valence bands show Rashba-like splitting in the presence of structure inversion asymmetry. An intuitive understanding of the energy spectra can be given with the help of Fig. 7.11. On the left is for a thicker freestanding symmetric topological insulator film, and it has a single gapless Dirac cone on each of its two surfaces, with the solid and dash lines for the top and bottom surface, respectively. The two Dirac cones are degenerate. The top of Fig. 7.11 indicates that the inter-surface coupling across an ultrathin film will turn the Dirac cones into gapped Dirac hyperbolas. On the bottom of Fig. 7.11, the structure inversion asymmetry lifts the Dirac cone at the top surface while lowers the Dirac cone at the bottom surface. The potential difference at the top and bottom surfaces removes the degeneracy of the Dirac cones. On the right of Fig. 7.11, the coexistence of both the inter-surface coupling and structure inversion asymmetry leads to two gapped Dirac hyperbolas which also split in $k$-direction.

### 7.7.3 Experimental Data of ARPES

The thickness-dependent band structure of molecular beam epitaxy grown ultrathin film $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ was investigated by angle-resolved photoemission spectroscopy by several groups [47, 48]. The energy gap due to the interlayer coupling has been observed experimentally in the surface states of ultrathin film $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ below the thickness of 6 QL . The spectrum splitting caused by structure inversion asymmetry was also confirmed. The observed experimental data can be fitted by the dispersion in Eq. (7.54) very well (Fig. 7.12).

Fig. 7.11 The evolution of the doubly degenerate gapless Dirac cones for the 2D surface states, in the presence of both inter-surface coupling and structure inversion asymmetry (SIA), into gapped hyperbolas that also split in the k-direction. The blue solid and green dashed lines correspond to the states residing near the top and bottom surfaces, respectively (Adapted from [16])


Fig. 7.12 ARPES spectra of Bi2Se3 thin film at room temperature. (a)-(e) ARPES spectra of 1, 2, 3, 4, 5, and 6 quintuple layer $(Q L)$ along $\Gamma-K$ direction. (f)-(h) Energy distribution curves of (c), (d), and (e). The pink dashed lines in (b) represent the fitted curves using formula in Eq. (7.44). The blue and red dashed lines in (c)-(e) represent the fitted curves using formula in Eq. (7.54) (Adapted from [47])

The gap of the surface states is caused by the spatial confinement of thin film, which does not break time reversal symmetry. This is different from the gap opening of the surface states in a Zeeman field or magnetic impurity doping.

### 7.8 HgTe Thin Film

HgTe is a semimetal with an inverted band structure. Usually a strain will induce an energy gap and force the HgTe to evolve into a topological insulator. However, it is technically difficult to applying a strong strain on the sample to make a semimetal insulating in experimental condition. The finite size effect provides a practical way to open an energy gap in the bulk state when the dimensionality of the sample is reduced from three dimensions to two dimensions as those in a quantum well [14].

When the film is thin enough, the finite size caused band gap becomes obvious. In this case, the finite confinement-induced sub-bands are far away from the lowenergy regime. We can then use the quantum well approximation $\left\langle k_{z}\right\rangle=0,\left\langle k_{z}^{2}\right\rangle \simeq$ $(\pi / L)^{2}$. Using these relations in the Hamiltonian in Eq. (6.62) and choosing the basis set in the sequence $\left(\left|\psi_{1}\right\rangle,\left|\psi_{3}\right\rangle,\left|\psi_{5}\right\rangle,\left|\psi_{2}\right\rangle,\left|\psi_{6}\right\rangle,\left|\psi_{4}\right\rangle\right)$, we can obtain a twodimensional six-band Kane model:

$$
H(\mathbf{k})=\left(\begin{array}{cc}
h(\mathbf{k}) & 0  \tag{7.55}\\
0 & h^{*}(-\mathbf{k})
\end{array}\right)
$$

where

$$
h(\mathbf{k})=\left(\begin{array}{ccc}
h_{11} & -\frac{1}{\sqrt{2}} P k_{+} & \frac{1}{\sqrt{6}} P k_{-}  \tag{7.56}\\
-\frac{1}{\sqrt{2}} P k_{-} & h_{22} & \sqrt{3} \bar{\gamma} B k_{-}^{2} \\
\frac{1}{\sqrt{6}} P k_{+} & \sqrt{3} \bar{\gamma} B k_{+}^{2} & h_{33}
\end{array}\right)
$$

with

$$
\begin{align*}
& h_{11}=E_{g}+B(2 F+1)\left(k_{\|}^{2}+\left\langle k_{z}^{2}\right\rangle\right),  \tag{7.57}\\
& h_{22}=-\left(\gamma_{1}+\bar{\gamma}\right) B k_{\|}^{2}-\left(\gamma_{1}-2 \bar{\gamma}\right) B\left\langle k_{z}^{2}\right\rangle,  \tag{7.58}\\
& h_{33}=-\left(\gamma_{1}-\bar{\gamma}\right) B k_{\|}^{2}-\left(\gamma_{1}+2 \bar{\gamma}\right) B\left\langle k_{z}^{2}\right\rangle . \tag{7.59}
\end{align*}
$$

The system keeps time reversal symmetry, and the representation of the symmetry operation in the new set of basis is given by $T=\mathcal{K} \cdot i \sigma^{y} \otimes I_{3 \times 3}$, where $\mathcal{K}$ is the complex conjugation operator, $\sigma^{y}$, and $I$ denote the Pauli matrix and identity matrix, respectively.

We can study the two blocks separately since they are time reversal counterparts of each other. Here we focus on the upper block first. At $k_{x}=0$, the boundaries of $\Gamma_{6}$, light hole (LH), and heavy hole (HH) are at $E=E_{g}+B(2 F+1)\left\langle k_{z}^{2}\right\rangle, E=$ $-\left(\gamma_{1}-2 \bar{\gamma}\right) B\left\langle k_{z}^{2}\right\rangle$, and $E=-\left(\gamma_{1}+2 \bar{\gamma}\right) B\left\langle k_{z}^{2}\right\rangle$, which are controllable by choosing film thickness $L$. Down to $L \approx 30 \AA, \Gamma_{6}$ band flips up and exchanges position with HH , the system is still nontrivial. Further down to $L \approx 20 \AA, \Gamma_{6}$ flips up and exchanges with the conduction band. The band structure becomes trivial. Using the tight binding approximation, we can transform $h(\mathbf{k})$ into a tight binding model on a two-dimensional lattice. In Fig. 7.13, we show the local density of states on the edge


Fig. 7.13 Local density of states at the edge of thin films at different thickness using the Hamiltonian in Eq. (7.56) with 2D lattice model in the tight binding approximation. (a) L $=28 \mathrm{~A}$; (b) $\mathrm{L}=25 \mathrm{~A}$; (c) $\mathrm{L}=20 \mathrm{~A}$; (d) $\mathrm{L}=16 \mathrm{~A}$ (Adapted from [14])
a semi-infinite film for $h(\mathbf{k})$. When $L>20 \AA$, the edge states are found connecting the valence and conduction bands. After the system becomes trivial when $L<20 \AA$, the edge states do not cross the band gap anymore; instead they only attach to the valence band. At the critical point $L=20 \AA$, the valence band and conduction band touch and form a linear Dirac cone at the low-energy regime. This shows that by controlling the film thickness, it is possible to obtain a single-valley Dirac cone for each spin block without using the topological surface states [49]. Notice that in Fig. 7.13, we can also see the edge states submerging in the valence bands.
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## Chapter 8 <br> Impurities and Defects in Topological Insulators


#### Abstract

Impurities and defects in topological insulators can be regarded as a boundary of the system. The bound states may be formed around these impurities or defects for the same reason as the formation of the edge or surface states.

Keywords In-gap bound state • Topological defects • Wormhole effect • Witten effect


Topological insulators are distinguished from conventional band insulators according to the $\mathrm{Z}_{2}$ invariant classification of the band insulators that respect time reversal symmetry. Variation of the $Z_{2}$ invariants at their boundaries will lead to the topologically protected edge or surface states with the gapless Dirac energy spectrum. Impurities or defects are inevitably present in topological insulators. They may change the geometry or topology of the systems and induce the bound states as those near the boundary. Reminding that the boundary state is a manifestation of the topological nature of bulk bands, one should start with the examination of the host bulk to know how impurities or defects affect the electronic structure. It was known that a single impurity or defect can induce bound states in many systems, such as in the Yu-Shiba state in $s$-wave superconductor $[1,2]$ and in $d$-wave superconductors [3]. In this chapter, we study that bound states around a single vacancy or defect in the bulk energy gap of topological insulators.

### 8.1 One Dimension

When a $\delta$ potential $V(x)=V_{0} \delta(x)$ is present in an infinite one-dimensional topological insulator, the equation for the wave function reads

$$
\begin{equation*}
\left[v p_{x} \sigma_{x}+\left(m v^{2}-B p_{x}^{2}\right) \sigma_{z}+V_{0} \delta(x)\right] \Psi(x)=E \Psi(x) \tag{8.1}
\end{equation*}
$$

where $\Psi(x)$ is a two-component spinor. The continuity of the wave function at $x=$ 0 requires

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0^{+}} \Psi(\epsilon)=\Psi(-\epsilon) \tag{8.2}
\end{equation*}
$$

In addition, the integral of Eq. (8.1) around the $\delta$ potential leads to

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0^{+}}\left[\left.\partial_{x} \Psi\right|_{x=\epsilon}-\left.\partial_{x} \Psi\right|_{x=-\epsilon}\right]=-\frac{V_{0}}{B \hbar^{2}} \sigma_{z} \Psi(0) \tag{8.3}
\end{equation*}
$$

that is, the derivative of the wave function is not continuous at $x=0$. To find a bound state near $x=0$, the electron wave function should vanish when $x \rightarrow \pm \infty$.

For $x>0$,

$$
\begin{equation*}
\Psi(x>0)=c_{1}^{+} e^{-x / \xi_{1}}+c_{2}^{+} e^{-x / \xi_{2}} \tag{8.4}
\end{equation*}
$$

and for $x<0$,

$$
\begin{equation*}
\Psi(x<0)=c_{1}^{-} e^{+x / \xi_{1}}+c_{2}^{-} e^{+x / \xi_{2}} \tag{8.5}
\end{equation*}
$$

with $\xi_{1,2}^{-1}=\frac{|v|}{2|B| \hbar}(1 \pm \sqrt{1-4 m B})$.
Substituting the wave function into Eqs. (8.2) and (8.3) at $x=0$, one obtains two transcendental equations for the bound state energy

$$
\begin{equation*}
\sqrt{1-2 m B+2|m B| \sqrt{1-\frac{E^{2}}{m^{2} v^{4}}}}=\frac{V_{0}}{2 \hbar v}\left[\frac{ \pm m v^{2}-E}{\sqrt{m^{2} v^{4}-E^{2}}} \mp \operatorname{sgn}(B)\right], \tag{8.6}
\end{equation*}
$$

where up to two solutions can be found. When $V_{0}=0$ and the $\delta$ potential vanishes, there is no solution to equation which satisfies the boundary condition.

The formation of the bound states essentially has the same origin as the boundary states in topological insulators (Fig. 8.1). Consider an infinite one-dimensional topological insulator, in which the energy gap separates the positive and negative spectra. If we cut the chain at one point, saying $x=0$, then we produce two open boundaries at the two sides of $x>0$ and $x<0$. There exists a pair of states (end states) at the boundaries with the same energy

$$
\begin{equation*}
\Psi( \pm)=\frac{C}{\sqrt{2}}\binom{ \pm \operatorname{sgn}(B)}{i}\left(e^{\mp x / \xi_{1}}-e^{\mp x / \xi_{2}}\right) \tag{8.7}
\end{equation*}
$$

with $C=\sqrt{2\left(\xi_{1}+\xi_{2}\right)} /\left|\xi_{1}-\xi_{2}\right|$. " $\pm$ " indicates that the semi-infinite chain lies in the region $x>0$ or $<0$. The energies of these states lie inside the bulk gap, and are equal to 0 . Now we paste the two ends again with some kind of "glue potential"; it is possible that these end states can be trapped or mixed around the connecting point and evolve into in-gap bound states. The shapes of the possibility density of the wave function of our solutions for a $\delta$-potential support this intuitive picture for the formation of the in-gap bound states. An impurity locating at $x=0$, unlike the


Fig. 8.1 In-gap bound states in one-dimensional topological insulator. (a) The presence of end states with zero energy at the open boundaries of a broken one-dimensional topological insulator. (b) The zero-energy end states evolve into in-gap bound states when the two open boundaries are connected by an impurity (Adapted from [4])
open boundary, allows tunneling between the two ends of the chain and will affect the behavior of the wave function near the point of $x=0$. For a $\delta$-potential, the bound states induced by it are always there regardless of its strength.

For comparison, consider an ordinary insulator of $m B<0$. A pair of bound states induced by a $\delta$-potential is also possible when $0<\left|V_{0}\right|<2 \hbar|v| \sqrt{1-2 m B}$, but vanishes after $\left|V_{0}\right|$ exceeds $2 \hbar|v| \sqrt{1-2 m B}$, indicating the distinct origin from those for $m B>0$.

### 8.2 Integral Equation for Bound State Energies

The bound states can be formally obtained by solving an integral equation. Although in most cases the integral equation cannot be solved analytically, it does provide rich information about the existence of bound states under some certain impurity potentials in various dimensions. The modified Dirac equation with a potential $V(\mathbf{r})$ can be written as

$$
\begin{equation*}
\left[E-H_{0}(\mathbf{r})\right] \Psi(\mathbf{r})=V(\mathbf{r}) \Psi(\mathbf{r}) \tag{8.8}
\end{equation*}
$$

The wave function $\Psi(\mathbf{r})$ can be expanded by its Fourier transformation components as

$$
\begin{equation*}
\Psi(\mathbf{r})=\sum_{\mathbf{p}^{\prime}} u_{\mathbf{p}^{\prime}} e^{i \mathbf{p}^{\prime} \cdot \mathbf{r} / \hbar} \tag{8.9}
\end{equation*}
$$

Thus, one obtains

$$
\begin{equation*}
\left[E-H_{0}(\mathbf{p})\right] u_{\mathbf{p}}=\sum_{\mathbf{p}^{\prime}} V_{\mathbf{p p}^{\prime}} u_{\mathbf{p}^{\prime}}, \tag{8.10}
\end{equation*}
$$

where $V_{\mathbf{p p}}{ }^{\prime}=\int d \mathbf{r} V(\mathbf{r}) e^{-i\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \cdot \mathbf{r} / \hbar}$. While this equation cannot be solved analytically in general, one can find the solution if $V_{\mathbf{p p}}{ }^{\prime}$ is taken to be a factorizable potential [5]

$$
\begin{equation*}
V_{\mathbf{p p}}{ }^{\prime}=V_{0} \xi^{*}(\mathbf{p}) \xi\left(\mathbf{p}^{\prime}\right) \tag{8.11}
\end{equation*}
$$

In this case,

$$
\begin{equation*}
u_{\mathbf{p}}=\frac{V_{0} \xi^{*}(\mathbf{p})}{E-H_{0}(\mathbf{p})} \sum_{\mathbf{p}^{\prime}} \xi\left(\mathbf{p}^{\prime}\right) u_{\mathbf{p}^{\prime}} \tag{8.12}
\end{equation*}
$$

Multiplying $\xi(p)$ in Eq. (8.12) and summarizing over $p$, it follows that

$$
\begin{equation*}
\left[\sum_{\mathbf{p}} \frac{V_{0} \xi^{*}(\mathbf{p}) \xi(\mathbf{p})}{E-H_{0}(\mathbf{p})}-1\right] \sum_{\mathbf{p}^{\prime}} \xi\left(\mathbf{p}^{\prime}\right) u_{\mathbf{p}^{\prime}}=0 \tag{8.13}
\end{equation*}
$$

Thus, one obtains

$$
\begin{equation*}
\operatorname{det}\left[\sum_{\mathbf{p}} \frac{V_{0} \xi^{*}(\mathbf{p}) \xi(\mathbf{p})}{E-H_{0}(\mathbf{p})}-1\right]=0 \tag{8.14}
\end{equation*}
$$

For a magnetic impurity, it will be more complicated.
More generally, if the system is isotropic and $V_{\text {pp }}{ }^{\prime}$ can be expanded into its partial wave components

$$
\begin{equation*}
V_{\mathbf{p p}^{\prime}}=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} V\left(|\mathbf{p}|,\left|\mathbf{p}^{\prime}\right|\right) Y_{l}^{m}\left(\Omega_{\mathbf{p}}\right) Y_{l}^{-m}\left(\Omega_{\mathbf{p}^{\prime}}\right) \tag{8.15}
\end{equation*}
$$

with a factorizable $V\left(|\mathbf{p}|,\left|\mathbf{p}^{\prime}\right|\right)=\lambda_{l} w_{\mathbf{p}}^{l}\left(w_{\mathbf{p}^{\prime}}^{l}\right)^{*}$ where $Y_{l}^{m}\left(\Omega_{\mathbf{p}}\right)$ is the spherical harmonic Bessel function, the solution can be determined.

### 8.2.1 $\delta$-potential

For a delta potential $V(\mathbf{r})=V_{0} \delta(\mathbf{r}), V_{\mathbf{p p}^{\prime}} \equiv V_{0}$. A nontrivial solution requires

$$
\begin{equation*}
\operatorname{det}\left[\sum_{\mathbf{p}} \frac{V_{0}}{E-H_{0}(\mathbf{p})}-1\right]=0 \tag{8.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{det}\left[\int \frac{d^{d} \mathbf{p}}{(2 \pi \hbar)^{d}} \frac{V_{0}}{E-H_{0}(\mathbf{p})}-1\right]=0 \tag{8.17}
\end{equation*}
$$

where $d$ is the dimensionality.
For the one-dimensional case, the modified Dirac Hamiltonian can be easily inverted. After some algebra, we have

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\mathrm{d} k_{x}}{\pi} \frac{\left[E_{A / B} \pm\left(m v^{2}-B \hbar^{2} k_{x}^{2}\right)\right] V_{0}}{E_{A / B}^{2}-\left(m v^{2}-B \hbar^{2} k_{x}^{2}\right)^{2}-v^{2} \hbar^{2} k_{x}^{2}}=1 \tag{8.18}
\end{equation*}
$$

where $E_{A}$ and $E_{B}$ denote the energy solution for "+" and "-," respectively. From this equation we can recover the result in Sect. 8.1.

For the two-dimensional case, one can obtain a similar integral equation for the two-dimensional bound state energies,

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{k \mathrm{~d} k}{2 \pi} \frac{\left[E_{A / B} \pm\left(m v^{2}-B \hbar^{2} k^{2}\right)\right] V_{0}}{E_{A / B}^{2}-\left(m v^{2}-B \hbar^{2} k^{2}\right)^{2}-v^{2} \hbar^{2} k^{2}}=1 \tag{8.19}
\end{equation*}
$$

where $k^{2}=k_{x}^{2}+k_{y}^{2}$. However, the integral in Eq. (8.19) will logarithmically diverge when $|k| \rightarrow+\infty$. This means in two-dimensional, an impurity with $\delta$-potential cannot trap any bound states. Similarly in three dimensions, although the integration equation is more complicated, divergence also exists in the $k$-integration, which excludes the possibility of three-dimensional bound states under $\delta$-potential.

Considering the Brillouin zone of lattice crystal is always finite, it is possible to form bound states under $\delta$-potential by introducing a reasonable cutoff of $k$.

### 8.3 Bound States in Two Dimensions

The formation of the in-gap bound states can be readily illustrated by reviewing the edge states in two-dimensional topological insulators. As the $\mathrm{Z}_{2}$ index varies across the boundary, the edge states arise in the gap with the gapless Dirac dispersion. Unlike the quantum Hall effect in a magnetic field, spin-orbit coupling respects time reversal symmetry, so the resulting edge states appear in pairs, of which one state is the time reversal counterpart of the other, propagating in opposite directions and with opposite spins (Fig. 8.2b). Now imagine that the system edge is bent into a hole or punch a large hole in the system, the edge states will circulate around the hole as the periodic boundary conditions along the propagating direction remain unchanged (Fig. 8.2d). The dispersion of this edge state is proportional to $\left(n+\frac{1}{2}\right) \hbar / R(n \hbar$ is for orbital angular momentum). While shrinking the radius of the hole, most of the edge states will be expelled into the bulk bands as the energy separation between the states becomes larger and larger for smaller $R$. It is found that at least two degenerate pairs of the states will be trapped to form the bound states in the gap as the hole shrinks into a point defect. This mechanism of the formation of the bound states can be realized in topological insulator in all dimensions.

In two dimensions, the modified Dirac model can be reduced into two independent $2 \times 2$ Hamiltonians

$$
\begin{equation*}
h_{ \pm}=\left(m v^{2}-B \mathbf{p}^{2}\right) \sigma_{z}+v\left(\mathbf{p}_{x} \sigma_{x} \pm \mathbf{p}_{y} \sigma_{y}\right) \tag{8.20}
\end{equation*}
$$



Fig. 8.2 Schematic description of the formation of vacancy-induced in-gap bound states in twodimensional topological insulators. (a) and (b) A pair of helical edge states traveling along the edge of a two-dimensional topological insulator with the gapless Dirac dispersion. (c) and (d) When the edge is bent into a hole, the helical edge states evolve to circulate around the hole. (e) and (f) The circulating edge states may develop into bound states as the hole shrinks into a point or being replaced by a vacancy (Adapted from [6])
with $h_{-}$the time reversal counterpart of $h_{+}$[7-9]. It is convenient to adopt the polar coordinates $(x, y)=r(\cos \varphi, \sin \varphi)$ in two dimensions. In the coordinate

$$
\begin{align*}
& \mathbf{p}_{ \pm}=-i \hbar e^{ \pm i \theta}\left(\partial_{r} \pm \frac{i \partial_{\theta}}{r}\right),  \tag{8.21a}\\
& \mathbf{p}^{2}=-\hbar^{2}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right) . \tag{8.21b}
\end{align*}
$$

Here these equations are solved under the Dirichlet boundary conditions (Fig. 8.3a), that is, the center of the two-dimensional topological insulator is punched with a hole of radius $R$; thus, the wave function is required to vanish at $r=R$ and $r=+\infty$. Due to the rotational symmetry of $h_{+}$, it is found that the $z$-component of the total angular momentum $J_{z}=-i \hbar \partial_{\theta}+(\hbar / 2) \sigma_{z}$ satisfies

$$
\begin{equation*}
\left[h_{+}, J_{z}\right]=0 \tag{8.22}
\end{equation*}
$$

and provides a good quantum number. The wave function has a general form

$$
\begin{equation*}
\varphi_{l}(r, \theta)=\binom{f_{l}(r) e^{i l \theta}}{g_{l}(r) e^{i(l+1) \theta}} \tag{8.23}
\end{equation*}
$$



Fig. 8.3 Two-dimensional in-gap bound states. (a) A two-dimensional topological insulator with a hole of radius $R$ at the center. (b) and (c) Energies ( $E$ in units of the band gap $\Delta$ ) of in-gap bound states circulating around the hole as functions of the hole radius. $m_{j}$ is the quantum number for the $z$-component of the total angular momentum of the circulating bound states. In (b), $m=v=B=\hbar=$ 1; in (c), $m v^{2}=-10 \mathrm{meV}, B \hbar^{2}=-686 \mathrm{meV} \cdot \mathrm{nm}^{2}$, and $\hbar v=364.5 \mathrm{meV} \cdot \mathrm{nm}$ (Adopted from Ref. [7]); in (d), $m v^{2}=0.126 \mathrm{eV}, B \hbar^{2}=21.8 \mathrm{eV} \AA^{2}, \hbar v=2.94 \mathrm{eV} \AA$ (Adopted from Ref. [11]). $\Delta=2 m v^{2}$ for $0<m B<1 / 2$, and $\Delta=\left(v^{2}| | B \mid\right) \sqrt{4 m B-1}$ for $m B>1 / 2$. The gray areas line mark the bulk bands (Adapted from [6])
with an integer $l$, satisfying that $J_{z} \varphi_{l}(r, \theta)=j \hbar \varphi_{l}(r, \theta)$ with $j=l+\frac{1}{2}$. Thus, the equation is reduced that for the radial part of the wave function,

$$
\begin{equation*}
h_{\mathrm{eff}}\binom{f_{l}(r)}{g_{l}(r)}=E\binom{f_{l}(r)}{g_{l}(r)}, \tag{8.24}
\end{equation*}
$$

where

$$
h_{\mathrm{eff}}=\left(\begin{array}{cc}
m v^{2}+\hbar^{2} B\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{l^{2}}{r^{2}}\right) & -i \hbar v\left(\partial_{r}+\frac{l+1}{r}\right)  \tag{8.25}\\
-i \hbar v\left(\partial_{r}-\frac{l}{r}\right) & -m v^{2}-\hbar^{2} B\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{(l+1)^{2}}{r^{2}}\right)
\end{array}\right) .
$$

We take the trial wave function

$$
\begin{align*}
& f_{l}(r)=c_{l} K_{l}(\lambda r),  \tag{8.26a}\\
& g_{l}(r)=d_{l} K_{l+1}(\lambda r), \tag{8.26b}
\end{align*}
$$

where $K_{n}(x)$ is the modified Bessel function of second kind. The secular equations give four roots of $\lambda_{n}\left(= \pm \lambda_{1}, \pm \lambda_{2}\right)$ as functions of $E$ :

$$
\begin{equation*}
\lambda_{1,2}^{2}=\frac{v^{2}}{2 B^{2} \hbar^{2}}\left[1-2 m B \pm \sqrt{1-4 m B+\frac{4 B^{2} E^{2}}{v^{4}}}\right] \tag{8.27}
\end{equation*}
$$

Using the Dirichlet boundary conditions at $r=R$ and $r=+\infty$, we arrive at the transcendental equation for the bound-state energies

$$
\begin{equation*}
\frac{\lambda_{1}^{2}+\frac{m v^{2}-E}{B \hbar^{2}}}{\lambda_{1}} \frac{K_{l+1}\left(\lambda_{1} R\right)}{K_{l}\left(\lambda_{1} R\right)}=\frac{\lambda_{2}^{2}+\frac{m v^{2}-E}{B \hbar^{2}}}{\lambda_{2}} \frac{K_{l+1}\left(\lambda_{2} R\right)}{K_{l}\left(\lambda_{2} R\right)} . \tag{8.28}
\end{equation*}
$$

Since there are more than one value of $\lambda$, the wave function should be the linear combination of the modified Bessel functions, for example, $f_{l}(r)=c_{1} K_{l}\left(\lambda_{1} r\right)+$ $c_{2} K_{l}\left(\lambda_{2} r\right)$. With the boundary condition at $r=R$, the wave function $\varphi_{l}(r, \theta)$ for $h_{+}$turns out to have the form

$$
\left[\begin{array}{c}
\frac{K_{l}\left(\lambda_{1} R\right)}{K_{l+1}\left(\lambda_{1} R\right)} f_{l}(r) e^{i l \theta}  \tag{8.29}\\
i \frac{\lambda_{1}^{2}+\frac{m v^{2}-E}{B \hbar^{2}}}{\left(\lambda_{1} v / B \hbar\right)} f_{l+1}(r) e^{i(l+1) \theta}
\end{array}\right]
$$

with

$$
\begin{equation*}
f_{l}(r)=\frac{K_{l}\left(\lambda_{1} r\right)}{K_{l}\left(\lambda_{1} R\right)}-\frac{K_{l}\left(\lambda_{2} r\right)}{K_{l}\left(\lambda_{2} R\right)} \tag{8.30}
\end{equation*}
$$

The solution for $h_{-}$can be derived following the same procedure.
In Fig. 8.3c, d, we show the bound-state energies as functions of $R$ for an ideal case (Fig. 8.3b, $m B=1$ ), for the HgTe quantum well (Fig. $8.3 \mathrm{c}, m B=0.05$ ), and for a two-quintuple layer of $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ thin film (Fig. 8.3d, $m B=0.32$ ). For a macroscopically large $R$, we found an approximated solution for the energy spectrum of $h_{+}$as $E=\left(l+\frac{1}{2}\right) \hbar v \operatorname{sgn}(B) / R$. As the time reversal copy of $h_{+}$, $h_{-}$has an approximated spectrum $E=-\left(l+\frac{1}{2}\right) \hbar v \operatorname{sgn}(B) / R$. They form a series of paired helical edge states, in good agreement with the edge-state solutions in the two-dimensional quantum spin Hall system [10] if we take $k=\left(l+\frac{1}{2}\right) / R$ for a large $R$. When shrinking $R$, the energy separation of these edge state $\Delta E=\hbar \nu / R$ increases with shrunk $R$, and the edge states with higher $l$ will be pushed out of
the energy gap gradually. However, we observe that for $m B>0$, the state with $l=0$ always stay in the energy gap, and as $R \rightarrow 0$, their energies approach to $E= \pm\left(v^{2} / 2|B|\right) \sqrt{4 m B-1}$ for $m B>\frac{1}{2}$ or $\pm m v^{2}$ for $0<m B<\frac{1}{2}$. When comparing the details of Fig. 8.3c with d, we find that the two pairs of states for $l=0$ have quite different asymptotic behaviors in the spectrum when $R$ decreases to zero. This can be explained by noting the fact that there is no in-gap bound state when $m B<0$, suggesting $m B=0$ is the critical point for the topological phase transition. The bound state with smaller $m B$ is closer to the transition point and thus tends to enter the bulk more easily.

The solutions verify the formation of the in-gap bound states as shown in Fig. 8.2. Therefore, considering the symmetry between $h_{+}$and $h_{-}$, we conclude that in the presence of vacancy or defect, there always exist at least two pairs of bound states in the energy gap in the two-dimensional quantum spin Hall system.

### 8.4 Topological Defects

There are several types of topological defects, such as magnetic monopoles, vortex line, or domain walls. In this book, we have already solved the problem of domain wall with a kind of mass distribution in Sect. 2.2. The solution of zero energy is quite robust against the distribution of domain wall. The solution has a lot of applications in polymers. The charge and spin carriers in one-dimensional polyacetylene are topological excitations generated by the domain wall. Here we present a solution of zero-energy mode for a quantum vortex in the quantum Hall system and its application to three-dimensional system.

### 8.4.1 Magnetic Flux and Zero-Energy Mode

When a magnetic flux is threading the hole, the energy levels of the in-gap bound states can be continuously manipulated (Fig. 8.4). Consider a magnetic flux $\phi$ that threads through the hole of a radius $R$. We perform the Peierls substitution $\mathbf{p} \rightarrow$ $\mathbf{p}+\mathbf{e A}$ in $h_{+}$in Eq. (8.20) by taking the gauge $\mathbf{A}=(\Phi / 2 \pi r) \mathbf{e}_{\theta}$, which still keeps $m_{j}$ a good quantum number. Therefore, the eigenfunctions of this new Hamiltonian can be readily expressed as $\exp (-i v \theta) \varphi_{l}(r, \theta)$ after a gauge transformation, with $v=\phi / \phi_{0}$ and the flux quantum $\phi_{0}=h / e$. In this case, the allowed value for the total angular momentum becomes $j=l+\frac{1}{2}+v$. The energies of in-gap bound states vary with the radius of the hole and the magnetic flux. When $v=\frac{1}{2}$ or $-\frac{1}{2}$, there always exists one solution of $j=0$. In this case, the solution has a general form of

$$
\begin{equation*}
\varphi_{j=0}(r, \theta)=\binom{f_{\frac{1}{2}}(r) e^{-i \frac{\theta}{2}}}{g_{\frac{1}{2}}(r) e^{+i \frac{\theta}{2}}} . \tag{8.31}
\end{equation*}
$$



Fig. 8.4 Effect of magnetic flux on in-gap bound states. Energies ( $E$ in units of the band gap $\Delta$ ) of in-gap bound states circulating around the hole as functions of (a) the hole radius $R$ when halfquantum flux $v=1 / 2$ is applied and (b) the magnetic flux $v$ (in unit of flux quantum $\Phi_{0}=h / e$ ) for fixed radius $R=50 \mathrm{~nm} . m_{+}\left(m_{-}\right)$is the quantum number for the $z$-component of the total angular momentum $j_{z+}\left(j_{z-}\right)$ of the circulating bound states. $m_{j}=m_{+}+v$. In (b), black (light gray) lines belong to $h_{+}\left(h_{-}\right)$block. In (a) and (b), $m v^{2}=-10 \mathrm{meV}, B \hbar^{2}=-686 \mathrm{meV} \cdot \mathrm{nm}^{2}$, and $\hbar v=364.5 \mathrm{meV} \cdot \mathrm{nm}$ (Adopted from Ref. [7]). $\Delta=2 m v^{2}$. The gray areas mark the bulk bands

Equivalently, we replace $l$ in Eq. (8.25) by $-\frac{1}{2}$ :

$$
\begin{equation*}
\left[E+i \hbar v\left(\partial_{r}+\frac{1}{2 r}\right) \sigma_{x}-\left[m v^{2}+\hbar^{2} B\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{1}{4 r^{2}}\right)\right] \sigma_{z}\right]\binom{f}{g}=0 . \tag{8.32}
\end{equation*}
$$

Under a transformation,

$$
\begin{equation*}
\binom{f_{\frac{1}{2}}(r)}{g_{\frac{1}{2}}(r)}=\frac{1}{\sqrt{r}} \phi(r), \tag{8.33}
\end{equation*}
$$

the equation for the radial part of the wave function is reduced into a onedimensional modified Dirac equation:

$$
\begin{equation*}
\left[-i \hbar v \partial_{r} \sigma_{x}+\left(m v^{2}+\hbar^{2} B \partial_{r}^{2}\right) \sigma_{z}\right] \phi(r)=E \phi(r) \tag{8.34}
\end{equation*}
$$

There exists one bound state solution with zero energy near the boundary as we obtained in Sect. 2.5.1. As a result, it is found that

$$
\varphi_{j=0}(r, \theta)=C\left[\begin{array}{c}
\mathbf{e}^{-i \frac{\theta}{2}}  \tag{8.35}\\
i \operatorname{sgn}(B) \mathbf{e}^{+i \frac{\theta}{2}}
\end{array}\right]\left(\frac{K_{\frac{1}{2}}\left(\lambda_{1} r\right)}{K_{\frac{1}{2}}\left(\lambda_{1} R\right)}-\frac{K_{\frac{1}{2}}\left(\lambda_{2} r\right)}{K_{\frac{1}{2}}\left(\lambda_{2} R\right)}\right)
$$

with $E=0$. The modified Bessel function $K_{1 / 2}(x)=\sqrt{\frac{\pi}{2 x}} \mathbf{e}^{-x}$ and $C$ is a normalized constant. Thus, when $v=\frac{1}{2}$ or $-\frac{1}{2}$, there always exists a stable solution of $j=0$ with the energy eigenvalue exactly zero for an arbitrary $R$. Since the energy eigenvalue is independent of the radius $R$, the half quantum flux here is also called topological defect. The existence of the zero-energy mode is valid even for an irregular hole which can be deformed continuously into a point-like defect.

### 8.4.2 Wormhole Effect

This solution can be generalized to three dimensions. Consider a topological insulator with a cylindrical hole (say along $z$-direction) of radius $R$ threaded by a magnetic flux $v=\frac{1}{2}$. We take the periodic boundary condition along the $z$-direction. Thus, $k_{z}$ is a good quantum number. The three-dimensional effective Hamiltonian can be separated into two parts:

$$
\begin{equation*}
H_{3 \mathrm{D}}\left(k_{z}\right)=H_{2 \mathrm{D}}+V\left(k_{z}\right), \tag{8.36}
\end{equation*}
$$

where

$$
\begin{align*}
H_{2 \mathrm{D}}(x, y) & =v p_{x} \alpha_{x}+v p_{y} \alpha_{y}+\left[m v^{2}-B\left(p_{x}^{2}+p_{y}^{2}\right)\right] \beta,  \tag{8.37}\\
V\left(k_{z}\right) & =v \hbar k_{z} \alpha_{z}-B k_{z}^{2} \beta . \tag{8.38}
\end{align*}
$$

At $k_{z}=0, V\left(k_{z}=0\right)=0$. In this case, $H_{3 \mathrm{D}}$ are equivalent to two separated twodimensional Dirac equations in a hole threading a magnetic flux. Using the solutions in the last paragraph for two-dimensional, one obtains two solutions of zero energy:

$$
\varphi_{1}=C\left(\begin{array}{c}
e^{-i \frac{\theta}{2}}  \tag{8.39}\\
0 \\
0 \\
i \operatorname{sgn}(B) e^{+i \frac{\theta}{2}}
\end{array}\right)\left(\frac{K_{\frac{1}{2}}\left(\lambda_{1} r\right)}{K_{\frac{1}{2}}\left(\lambda_{1} R\right)}-\frac{K_{\frac{1}{2}}\left(\lambda_{2} r\right)}{K_{\frac{1}{2}}\left(\lambda_{2} R\right)}\right)
$$

and

$$
\varphi_{2}=C\left(\begin{array}{c}
0  \tag{8.40}\\
e^{+i \frac{\theta}{2}} \\
i \operatorname{sgn}(B) e^{-i \frac{\theta}{2}} \\
0
\end{array}\right)\left(\frac{K_{\frac{1}{2}}\left(\lambda_{1} r\right)}{K_{\frac{1}{2}}\left(\lambda_{1} R\right)}-\frac{K_{\frac{1}{2}}\left(\lambda_{2} r\right)}{K_{\frac{1}{2}}\left(\lambda_{2} R\right)}\right) .
$$

The order of the base has been reorganized. Note the fact that the two separated equations are counter-partners of time reversal, and the prefactors of $\theta$ in $\varphi_{2}$ change a sign. Using these two solutions as the basis, one obtains an effective Hamiltonian for a nonzero $k_{z}$ :

$$
\begin{equation*}
H_{\mathrm{eff}}=\operatorname{sgn}(B) v \hbar k_{z} \sigma_{y} . \tag{8.41}
\end{equation*}
$$

Thus, there exists a pair of gapless helical electron states along the hole or magnetic flux, which is independent of the radius $R$. This is so-called "wormhole" effect [12].

Dislocations are line defects of the three-dimensional crystalline order, characterized by a lattice vector $\mathbf{B}$ (the Burgers vector). This is rather like the quantized vorticity of a superfluid vortex and must remain constant over its entire length. Dislocations in three-dimensional crystal of topological insulator is equivalent to a hole threading a magnetic flux $v=\frac{1}{2}$. Ran et al. found that each dislocation induces a pair of one-dimensional modes bound to it, which propagate in opposite directions and traverse the bulk band gap [13].

### 8.4.3 Witten Effect

The Witten effect is a fundamental property of the axion media [14]. The idea of the axion was first introduced as a means to solve what is known as the strong charge-parity problem in the physics of strong interaction. After the discovery of topological insulator, Qi, Hughes and Zhang proposed that the electromagnetic response in topological insulator is characterized by an axion term, $\Delta L_{\text {axion }}=$ $\theta \frac{e^{2}}{2 \pi h} \mathbf{B} \cdot \mathbf{E}$ with $\theta=\pi[15]$. The Witten effect means that a unit magnetic monopole $\phi_{0}=h / e$ placed in a topological insulator will bind a fractional charge $Q=$ $-e\left(n+\frac{1}{2}\right)$ with $n$ integer. This effect has been already used to identify whether a system is topologically trivial or nontrivial by means of numerical calculation [16].

The axion term revises the Gauss' law and Ampere's law by adding extra source terms

$$
\begin{align*}
\nabla \cdot \mathbf{D} & =\rho-\frac{\alpha}{\pi \mu_{0} c} \nabla \theta \cdot \mathbf{B}  \tag{8.42a}\\
\nabla \times \mathbf{H} & =\partial_{t} \mathbf{D}+j+\frac{\alpha}{\pi \mu_{0} c}\left(\nabla \theta \times \mathbf{E}+\partial_{t} \theta \mathbf{B}\right), \tag{8.42b}
\end{align*}
$$

where $\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P}$ and $\mathbf{H}=\frac{1}{\mu_{0}} \mathbf{B}-\mathbf{M}$. The fine structure constant $\alpha=e^{2} /\left(2 \epsilon_{0} h c\right)$. Suppose there is a point-like magnetic monopole situated at the origin of the strength $\phi_{0}$. The static magnetic field is given by $\mathbf{B}=\frac{\phi_{0}}{r^{2}} \mathbf{r}$ or $\nabla \cdot \mathbf{B}=\phi_{0} \delta(\mathbf{r})$. Suppose $\theta=0$ initially and then increases to $\theta=\pi . \theta$ is uniform in space, and there is no current in vacuum. We take the divergence of revised Ampere's law:

$$
\begin{equation*}
\nabla \cdot \partial_{t} \mathbf{E}=-\frac{\alpha c}{\pi} \partial_{t} \theta \nabla \cdot \mathbf{B} \tag{8.43}
\end{equation*}
$$

Thus, when $\theta$ increases from 0 to $\pi$, integrating the equation yields

$$
\begin{equation*}
\nabla \cdot[\mathbf{E}(\theta=\pi)-\mathbf{E}(\theta=0)]=-\frac{1}{\epsilon_{0}} \frac{e^{2}}{2 h} \nabla \cdot \mathbf{B}=-\frac{1}{\epsilon_{0}} \frac{e}{2} \delta(\mathbf{r}) \tag{8.44}
\end{equation*}
$$

This demonstrates that a magnetic monopole $\phi_{0}$ can bind an extra fractional charge $-e / 2$.

To understand the Witten effect, we consider a sphere with radius $R$ of an isotropic topological insulator with a magnetic monopole $2 q \phi_{0}$ situated at the origin:

$$
\begin{align*}
H & =v(\mathbf{p}+e \mathbf{A}) \cdot \alpha+\left[m v^{2}-B(\mathbf{p}+e \mathbf{A})^{2}\right] \beta . \\
& =\left(\begin{array}{cc}
m v^{2}-B \Pi^{2} & v \Pi \cdot \sigma \\
v \Pi \cdot \sigma & -m v^{2}+B \Pi^{2}
\end{array}\right), \tag{8.45}
\end{align*}
$$

where $\Pi=\mathbf{p}+e \mathbf{A}$ and $\nabla \times \mathbf{A}=\frac{2 q \phi_{0}}{r^{2}} \mathbf{r}$. It is well known that the magnetic field of a magnetic monopole cannot be derived from a single expression of vector potential valid everywhere. We can construct a pair of the vector potentials

$$
\begin{align*}
\mathbf{A}^{I} & =+\frac{2 q \phi_{0}}{r} \frac{1-\cos \theta}{\sin \theta} \hat{\phi}, \text { for } \theta<\pi-\varepsilon,  \tag{8.46a}\\
\mathbf{A}^{I I} & =-\frac{2 q \phi_{0}}{r} \frac{1+\cos \theta}{\sin \theta} \hat{\phi}, \text { for } \theta>\varepsilon, \tag{8.46b}
\end{align*}
$$

such that there are no singularity in the two potentials in the defined range. In the overlapping region $\varepsilon<\theta<\pi-\varepsilon$, the two potentials are related by a gauge transformation:

$$
\begin{equation*}
\mathbf{A}^{I}-\mathbf{A}^{I I}=\frac{4 q \phi_{0}}{r \sin \theta} \hat{\phi} . \tag{8.47}
\end{equation*}
$$

In the overlapping region, we can use either $\mathbf{A}^{I}$ or $\mathbf{A}^{I I}$, the corresponding wave functions are related by a phase factor $\exp [i 4 q \pi]$. Thus, the single value condition for the wave function for either $\mathbf{A}^{I}$ or $\mathbf{A}^{I I}$ implies $2 q=$ integer, which is the quantization condition for a magnetic charge [17].

Following Kazama et al. [18], we can define

$$
\begin{equation*}
\mathbf{L}=\mathbf{r} \times \Pi-q \hbar \frac{\mathbf{r}}{r} \tag{8.48}
\end{equation*}
$$

which satisfies the commutation relation of the orbital angular momentum, $\left[L_{\alpha}, L_{\beta}\right]=i \hbar \epsilon_{\alpha \beta \gamma} L_{\gamma}$. Denote $Y_{q, l, l_{z}}$ as the eigenfunction of $L^{2}$ and $L_{z}$ with the eigenvalues $l(l+1) \hbar^{2}$ and $l_{z} \hbar\left(l_{z}=-l,-l_{z}+1, \cdots\right.$, and $\left.l\right)$. The total angular momentum $\mathbf{J}$ is defined as $\mathbf{J}=\mathbf{L}+\mathbf{S}$ where the $\operatorname{spin} \mathbf{S}=\frac{1}{2} \hbar \sigma$. The eigenstates of $\mathbf{J}^{2}$ and $\mathbf{J}_{z}$ can be constructed by adding $\mathbf{L}$ and $\mathbf{S}$ :

$$
\begin{equation*}
\phi_{j, j_{z}}^{(1)}=\binom{\sqrt{\frac{j+m}{2 j}} Y_{q, l=j-1 / 2, j_{z}-1 / 2}}{\sqrt{\frac{j-m}{2 j}} Y_{q, l=j-1 / 2, j_{z}+1 / 2}} \tag{8.49a}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{j, j_{z}}^{(2)}=\binom{-\sqrt{\frac{j-m+1}{2 j+2}} Y_{q, l=j+1 / 2, j_{z}-1 / 2}}{\sqrt{\frac{j+m+1}{2 j+2}} Y_{q, l=j+1 / 2, j_{z}+1 / 2}} \tag{8.49b}
\end{equation*}
$$

which are for $j=l+1 / 2$ and $j=l-1 / 2$, respectively. The coefficients in the expressions are the Clebsch-Gordan coefficients. For simplicity we here focus on the zero-energy solution. We construct an ansatz for the trivial wave function for $j=|q|-\frac{1}{2}$ and $l=j+\frac{1}{2}=|q|$,

$$
\begin{equation*}
\Psi=\binom{F(r) \phi_{, j_{z}}^{(2)}}{G(r) \phi_{j, j_{z}}^{(2)}} . \tag{8.50}
\end{equation*}
$$

Substituting the trial wave function into the stationary equation of $H$ in Eq. (8.45), and using the relation

$$
\begin{equation*}
\sigma \cdot \Pi \phi_{j, j_{z}}^{(2)}(\theta, \phi)=-i \operatorname{sgn}(q) \hbar\left(\partial_{r}+r^{-1}\right) \phi_{j, j_{z}}^{(2)}(\theta, \phi), \tag{8.51}
\end{equation*}
$$

the equation for the radial part of the wave function is reduced to

$$
\begin{equation*}
\left[-i \operatorname{sgn}(q) v \hbar \partial_{r} \sigma_{x}+\left[m v^{2}+B \hbar^{2}\left(\partial_{r}^{2}-\frac{|q|}{r^{2}}\right)\right] \sigma_{z}\right]\binom{r F(r)}{r G(r)}=E\binom{r F(r)}{r G(r)} . \tag{8.52}
\end{equation*}
$$

For our purpose, we consider a sphere of a large radius $R$ enough by ignoring the finite size effect between the surface states and the bound states near the center.

When $r \gg 1, \frac{|q|}{r^{2}} \rightarrow 0$. In this case, Eq. (8.52) is approximately reduced to the one-dimensional Dirac equation,

$$
\begin{equation*}
\left[-i \operatorname{sgn}(q) v \hbar \partial_{r} \sigma_{x}+\left(m v^{2}+B \hbar^{2} \partial_{r}^{2}\right) \sigma_{z}\right]\binom{r F(r)}{r G(r)}=E\binom{r F(r)}{r G(r)} \tag{8.53}
\end{equation*}
$$

as in Eqs. (2.33) and (8.34), in which there always exists an end state solution of zero energy near $r=R$ when $m B>0$. The solution has the form

$$
\begin{equation*}
\binom{F(r)}{G(r)}=\frac{C}{r}\left(\frac{e^{\lambda_{1} r}}{e^{\lambda_{1} R}}-\frac{e^{\lambda_{2} r}}{e^{\lambda_{2} R}}\right)\binom{1}{i \eta} \tag{8.54}
\end{equation*}
$$

with $\eta=-\operatorname{sgn}(q B v)$, and $\lambda_{1,2}=\left|\frac{v}{2 B \hbar}\right| \pm \sqrt{\frac{v^{2}}{4 B^{2} \hbar^{2}}-\frac{m v^{2}}{B \hbar^{2}}}$. These solutions are valid even for complex $\lambda_{1,2}$.

Near the center of the sphere $r=0$, we can find another solution:

$$
\begin{equation*}
\binom{F(r)}{G(r)}=C^{\prime} \frac{e^{-\zeta \rho / 2}}{\sqrt{\rho}} J \sqrt{|q|+1 / 4}\left(\sqrt{1-\zeta^{2} / 4} \rho\right)\binom{1}{-i \eta}, \tag{8.55}
\end{equation*}
$$

where $\rho=\sqrt{m^{*} v^{2} / B \hbar^{2}} r, \zeta=1 / \sqrt{m B}$, and $J_{\alpha}(x)$ is the first Bessel function. $C$ and $C^{\prime}$ are the normalization constants. From the asymptotic behavior of the first Bessel function, $J_{\alpha}(x) \rightarrow x^{|\alpha|}$, it concludes that the solution is convergent at $\rho \rightarrow 0$ when $q \neq 0$. For $\zeta^{2}>4, J_{\alpha}(x)$ is replaced by the modified Bessel function $K_{\sqrt{|q|+1 / 4}}\left(\sqrt{\zeta^{2} / 4-1} \rho\right)$.

Since the final result is independent of the eigenvalue $j_{z}$, there are $2|q|(=2 j+$ $1)$-fold degeneracy of the zero-energy states as well as the double degeneracy of the states near the center and the surface. For each $j_{z}$, the double degeneracy of the bound states can be lifted when the radius $R$ is finite, and the two states at the center and the surface will be coupled to form two new states, in which one has a positive energy and the other has a negative energy. The energy gap decays exponentially in the radius $R$. In this case, each bound state is split into two halves: one half is distributed around the surface of the system, while another one surrounds the magnetic monopole. For a topological insulator, the system is half filled, and only $2|q|$ zero-energy states are occupied, while all other negative energy states are filled.

However, the double degeneracy of the zero-energy bound states for $q=1 / 2$ and a large $R$ makes it possible that the bound state near the center is either fully or partially occupied. The charge binding around the center is not determined. Therefore, it deserves further studying whether the electromagnetic response in topological insulator is really characterized by an axion term or not.

### 8.5 Disorder Effect to Transport

We come to discuss the effect of the in-gap bound states to the transport in topological insulators. The wave function of the in-gap bound state is localized around the vacancy or defect. Away from the center, the wave function decays exponentially, that is, $\propto e^{-r / \xi}$. The characteristic length $\xi$ reflects the spatial distribution of the wave function. When two vacancies are close within the distance comparable with the characteristic length $\xi$, the overlapping of the wave functions in space becomes possible. Consequently electrons in one bound state has possibility to jump to another bound states.

For a single vacancy close to the boundary of the quantum spin Hall system, the edge states will be scattered by the in-gap bound state of the vacancy. However, if there is no other defects or disorders in the bulk, the electrons in the edge state will not be further scattered away from the edge as what happens in the quantum Hall effect [19], which also indicates the robustness of the edge states against the defects or disorders. The situation will change if the concentration of vacancies is dense

Fig. 8.5 Schematic of melting of quantum spin Hall effect due to the holes or defects. The helical edge states at different boundaries can be scattered via the in-gap bound states induced by the holes or defects

enough. The bound states could form an "impurity band" in the gap of bulk bands. When the wave functions of the bound states overlap in space as shown in Fig. 8.5, it becomes possible that the electrons in the edge state on one side can be scattered to the other side via a multiple scattering procedures. In this case, the backscattering of electrons in two sides occurs, and the quantum transport of the edge states will break down. Thus, there exists a critical point where the quantum percolation occurs due to the in-gap bound states of vacancies.

This picture can be demonstrated explicitly by calculating the conductance in a two-terminal setup of the quantum spin Hall system as a function of a concentration of vacancies. We use the open boundary condition with two edges and the periodic boundary condition or a cylinder without the edge states. In an open boundary condition, the calculated conductance is quantized to be $2 e^{2} / h$. While it is immune to the low density of vacancies, the conductance decreases with the density of vacancies quickly, and the quantum spin Hall effect is destroyed completely (see Fig. 8.6a). In a cylinder or periodic boundary condition, the conductance is zero in a pure quantum spin Hall state as there is no edge state in the geometry. A nonzero conductance appears and increases with the concentration of vacancies, and reaches at a maximal for a specific value of the concentration. Then it decreases with increasing the concentration of vacancies (see Fig. 8.6b). Figure 8.6c-e shows the density of states at different concentrations. A nonzero peak appears at $E=0$ near the critical concentration, which demonstrates the occurrence of quantum percolation and appearance of metallic phase. From the calculated conductance, it reveals a quantum phase transition from a quantum spin Hall state $\left(Z_{2}: v=1\right)$ to a conventional insulator $\left(\mathrm{Z}_{2}: v=0\right)$.


Fig. 8.6 Quantum percolation of electrons through in-gap bound states induced by randomly distributed vacancies or holes of size $1 \times 1$. The sample is $W \times L=160 \times 160$ in size. (a) and (b) show the transmission coefficients $T_{\text {tr }}$ vs. the concentration of vacancies $p$ under the open boundary condition and periodic or closed boundary condition. (c)-(e) Are the density of states at the concentration $p_{1}=5 / 160, p_{c}=9 / 160$, and $p_{2}=15 / 160$, respectively (Adapted from [20])

### 8.6 Further Reading

- Y. Ran, Y. Zhang, A. Vishwanath, One-dimensional topologically protected modes in topological insulators with lattice dislocations. Nat. Phys. 5, 298 (2009)
- W.Y. Shan, J. Lu, H.Z. Lu, S.Q. Shen, Vacancy-induced in-gap bound states in topological insulators. Phys. Rev. B 84, 035307 (2011)
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## Chapter 9 <br> Topological Superconductors and Superfluids


#### Abstract

Superfluid phases in liquid ${ }^{3} \mathrm{He}$ are the topological ones, which have the edge or surface states just like topological insulators. Spin-triplet superconductors are potential candidates of topological superconductors.


Keywords Helium three superfluid • p-wave pairing superconductor • Spintriplet superconductor • Edge states • Surface states

The study of topological phases in superconductors and superfluids had a long history even before the birth of topological insulators. ${ }^{3} \mathrm{He}-\mathrm{B}$ and ${ }^{3} \mathrm{He}-\mathrm{A}$ phases are topological superfluid liquids and can be characterized by topological invariants [1]. A complex $p+i p$ wave pairing superconductor is also known to possess two topologically distinct phases [2]. Soon after the discovery of topological insulator, it was realized that there is an explicit analogy between topological insulator and superconductor because the particle-hole symmetry in the Bogoliubov-de Gennes (BdG) Hamiltonian for quasiparticles in superconductors is analogous to the time reversal symmetry in the Hamiltonian for a band insulator. The BdG Hamiltonians for a $p+i p$ wave superconductor and ${ }^{3} \mathrm{He}-\mathrm{B}$ superfluids are identical to the modified Dirac equation as we discussed for topological insulators, although the bases of these equations are completely different.

Superconductivity is a quantum phenomenon that the resistivity in certain materials disappears below a characteristic temperature, which was discovered by H.K. Onnes in 1911 in Leiden [3]. A superconductor is characterized by zero resistance, Meissner effect or perfect diamagnetization, and magnetic flux quantization, though some physical properties vary from material to material, such as the heat capacity, the transition temperatures, and the critical fields. The existence of the universal properties in superconductors implies that superconductivity is a quantum phase having distinguishing properties which are largely independent of microscopic details. The theory of superconductivity was formulated by Bardeen, Cooper, and

Schrieffer in 1957, and is called the BCS theory [4]. This theory has successfully described a large class of superconducting materials, such as aluminum.

The basic idea of the BCS theory is that electrons in the metal form bound pairs. Cooper pointed out that the ground state of a normal metal was unstable at zero temperature if the interaction between electrons near the Fermi surface is attractive. For an ideal metal, electrons at zero temperature form a Fermi sphere in the momentum space, which has a sharp step in energy. If there exists a weak attractive interaction between electrons near the Fermi surface, Cooper found that two electrons with opposite spins and momenta can forget the mutual scattering and form a bound state, which always has lower energy than that of two free electrons. In some metals, the electron-phonon interaction can provide such kind of attractive interaction near the Fermi surface. Most electrons in the Fermi sphere do not form the bound states, but only those within the Debye energy. The bound states of electrons pairs or Cooper pairs behave like bosons and can condensate at low temperatures, that is, Bose-Einstein condensation. The condensation of the Cooper pairs exhibits superconductivity, which requires a many-body description.

To explore topological phase in superconductor, we focus on the $p$-wave superconductivity.

### 9.1 Complex ( $p+i p$ )-Wave Superconductor of Spinless or Spin-Polarized Fermions

A complex $p$-wave spinless superconductor has two topologically distinct phases, one is the strong pairing phase and the other is the weak pairing phase [1,2]. The weak pairing phase is identical to the Moore-Read quantum Hall state [2]. The system can be described by the modified Dirac model. In the BCS theory, the effective Hamiltonian for quasiparticles is

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{\mathbf{k}}\left[\xi_{\mathbf{k}} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}}+\frac{1}{2}\left(\Delta_{\mathbf{k}}^{*} c_{-\mathbf{k}} c_{\mathbf{k}}+\Delta_{\mathbf{k}} c_{\mathbf{k}}^{\dagger} c_{-\mathbf{k}}^{\dagger}\right)\right] . \tag{9.1}
\end{equation*}
$$

It is noted that the electrons of $\mathbf{k}$ and $-\mathbf{k}$ are coupled together to form a Cooper pair. Though the number of electrons are not conserved in this effective Hamiltonian, the number parity, that is, the even or odd number of electrons, is conserved. For a small $\mathbf{k}$, we take $\xi_{\mathbf{k}}=\frac{k^{2}}{2 m^{*}}-\mu$, where $m^{*}$ is the effective mass and $-\mu$ is a constant of $\xi_{\mathbf{k}=0}$.

For the complex $p$-wave pairing, we take $\Delta_{\mathbf{k}}$ to be an eigenfunction of rotations in $\mathbf{k}$ with angular momentum $l$. For $l=+1$, at small $\mathbf{k}$ it generically takes the form

$$
\begin{equation*}
\Delta_{\mathbf{k}}=\Delta\left(\mathbf{k}_{x}+i \mathbf{k}_{y}\right) \tag{9.2}
\end{equation*}
$$

For $l=-1, \Delta_{\mathbf{k}}=\Delta\left(k_{x}-i k_{y}\right)$. The states of $\Delta_{\mathbf{k}}=\Delta\left(k_{x} \pm i k_{y}\right)$ are degenerate. Consider the anticommutation relation of fermions, $c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}}=1-c_{\mathbf{k}} c_{\mathbf{k}}^{\dagger}$. We take $\psi_{\mathbf{k}}^{\dagger}=$ $\left(c_{\mathbf{k}}^{\dagger}, c_{-\mathbf{k}}\right)$, and then the effective Hamiltonian can be written in a compact form,

$$
\begin{equation*}
H_{\mathrm{eff}}=\frac{1}{2} \sum_{\mathbf{k}} \psi_{\mathbf{k}}^{\dagger} h_{\mathrm{eff}} \psi_{\mathbf{k}} \tag{9.3}
\end{equation*}
$$

by ignoring a constant. Here $H_{\text {eff }}$ has the identical form of the Dirac equation

$$
\begin{equation*}
h_{\mathrm{eff}}=\Delta\left(\mathbf{k}_{x} \sigma_{x} \mp \mathbf{k}_{y} \sigma_{y}\right)+\left(\frac{\mathbf{k}^{2}}{2 m}-\mu\right) \tag{9.4}
\end{equation*}
$$

for $\Delta_{\mathbf{k}}=\Delta\left(\mathbf{k}_{x} \pm i \mathbf{k}_{y}\right)$.
The normalized ground state has the form

$$
\begin{equation*}
|\Omega\rangle=\prod_{\mathbf{k}}\left(u_{\mathbf{k}}+v_{\mathbf{k}} c_{\mathbf{k}}^{\dagger} c_{-\mathbf{k}}^{\dagger}\right)|0\rangle \tag{9.5}
\end{equation*}
$$

where $|0\rangle$ is the vacuum state and the product runs over the distinct pairs of $\mathbf{k}$ and $-\mathbf{k}$. The functions of $u_{\mathbf{k}}$ and $v_{\mathbf{k}}$ are complex and satisfy $\left|u_{\mathbf{k}}\right|^{2}+\left|v_{\mathbf{k}}\right|^{2}=1$. We introduce the Bogoliubov transformation

$$
\binom{\alpha_{\mathbf{k}}}{\alpha_{-\mathbf{k}}^{\dagger}}=\left(\begin{array}{cc}
u_{\mathbf{k}} & -v_{\mathbf{k}}  \tag{9.6}\\
-v_{-\mathbf{k}}^{*} & u_{-\mathbf{k}}^{*}
\end{array}\right)\binom{c_{\mathbf{k}}}{c_{-\mathbf{k}}^{\dagger}}
$$

where $\left\{\alpha_{\mathbf{k}}, \alpha_{\mathbf{k}^{\prime}}^{\dagger}\right\}=\delta_{\mathbf{k}, \mathbf{k}^{\prime}}$ and $\alpha_{\mathbf{k}}|\Omega\rangle=0$. The resulting Hamiltonian becomes

$$
\begin{align*}
K_{\mathrm{eff}} & =\frac{1}{2} \sum_{\mathbf{k}}\left(\alpha_{\mathbf{k}}^{\dagger}, \alpha_{-\mathbf{k}}\right)\left(\begin{array}{cc}
\varepsilon_{\mathbf{k}} & 0 \\
0 & -\varepsilon_{\mathbf{k}}
\end{array}\right)\binom{\alpha_{\mathbf{k}}}{\alpha_{-\mathbf{k}}^{\dagger}} \\
& =\frac{1}{2} \sum_{\mathbf{k}}\left(\varepsilon_{\mathbf{k}} \alpha_{\mathbf{k}}^{\dagger} \alpha_{\mathbf{k}}-\varepsilon_{\mathbf{k}} \alpha_{-\mathbf{k}} \alpha_{-\mathbf{k}}^{\dagger}\right) . \tag{9.7}
\end{align*}
$$

with $\varepsilon_{\mathbf{k}}=\sqrt{\xi_{\mathbf{k}}^{2}+\left|\Delta_{\mathbf{k}}\right|^{2}}>0$. The first term represents the particle excitation with a positive energy and the second term the hole excitations with a negative energy. Performing the particle-hole transformation, or making use of $\alpha_{-\mathbf{k}} \alpha_{-\mathbf{k}}^{\dagger}=$ $1-\alpha_{-\mathbf{k}}^{\dagger} \alpha_{-\mathbf{k}}$, we have

$$
\begin{align*}
K_{\text {eff }} & =\sum_{\mathbf{k}} \frac{1}{2} \varepsilon_{\mathbf{k}}\left(\alpha_{\mathbf{k}}^{\dagger} \alpha_{\mathbf{k}}-1+\alpha_{-\mathbf{k}}^{\dagger} \alpha_{-\mathbf{k}}\right) \\
& =\sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} \alpha_{\mathbf{k}}^{\dagger} \alpha_{\mathbf{k}}-\sum_{\mathbf{k}} \frac{1}{2} \varepsilon_{\mathbf{k}} \tag{9.8}
\end{align*}
$$

as $\varepsilon_{\mathbf{k}}=\varepsilon_{-\mathbf{k}}$.

From the eigenstate equation,

$$
\begin{equation*}
\left[K_{\mathrm{eff}}, \alpha_{\mathbf{k}}\right]=\varepsilon_{\mathbf{k}} \alpha_{\mathbf{k}} \tag{9.9}
\end{equation*}
$$

one obtains

$$
\left(\begin{array}{cc}
\xi_{\mathbf{k}} & -\Delta_{\mathbf{k}}^{*}  \tag{9.10}\\
-\Delta_{\mathbf{k}} & -\xi_{\mathbf{k}}
\end{array}\right)\binom{u_{\mathbf{k}}}{v_{\mathbf{k}}}=\varepsilon_{\mathbf{k}}\binom{u_{\mathbf{k}}}{v_{\mathbf{k}}} .
$$

The solutions are

$$
\begin{align*}
& u_{\mathbf{k}}=\sqrt{\frac{1}{2}\left(1+\frac{\xi_{\mathbf{k}}}{\varepsilon_{\mathbf{k}}}\right)}  \tag{9.11a}\\
& v_{\mathbf{k}}=-\frac{\Delta_{\mathbf{k}}}{\left|\Delta_{\mathbf{k}}\right|} \sqrt{\frac{1}{2}\left(1-\frac{\xi_{\mathbf{k}}}{\varepsilon_{\mathbf{k}}}\right)} \tag{9.11b}
\end{align*}
$$

Here we choose a gauge that $u_{\mathbf{k}}$ is real and positive.
The Bogoliubov-de Gennes equation for $u_{\mathbf{k}}$ and $v_{\mathbf{k}}$ becomes

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}\binom{u_{\mathbf{k}}}{v_{\mathbf{k}}}=K_{\mathrm{eff}}\binom{u_{\mathbf{k}}}{v_{\mathbf{k}}} \tag{9.12a}
\end{equation*}
$$

where

$$
K_{\mathrm{eff}}=\left(\begin{array}{cc}
\xi_{\mathbf{k}} & -\Delta_{\mathbf{k}}^{*}  \tag{9.13}\\
-\Delta_{\mathbf{k}} & -\xi_{\mathbf{k}}
\end{array}\right)=-\Delta\left(k_{x} \sigma_{x} \pm k_{y} \sigma_{y}\right)+\xi_{\mathbf{k}} \sigma_{z}
$$

In this way, the Bogoliubov-de Gennes equation has the exact form of twodimensional modified Dirac equation

$$
\begin{equation*}
K_{\mathrm{eff}}=-\Delta\left(k_{x} \sigma_{x} \pm k_{y} \sigma_{y}\right)+\left(\frac{k^{2}}{2 m}-\mu\right) \sigma_{z} \tag{9.14}
\end{equation*}
$$

It is noted that this effective Hamiltonian is distinct from that for electrons.
If we treat the Bogoliubov-de Gennes equation as one Hamiltonian as that for band insulator, we can introduce the topological invariant for $K_{\text {eff }}$,

$$
\begin{equation*}
n_{c}= \pm\left[\operatorname{sgn}(\mu)+\operatorname{sgn}\left(\frac{1}{m}\right)\right] / 2 \tag{9.15}
\end{equation*}
$$

Since we take the mass of the spinless particles $m$ positive, we conclude that for a positive $\mu(>0)$ the Chern number is +1 (or -1 ) and for a negative $\mu$ the Chern number is 0 . For $\mu=0$, the Chern number is equal to one half, which is similar to the case of $m \rightarrow+\infty$ and a finite $\mu$. If the quadratic term in $\xi_{k}$ is neglected, we see that the topological property will change completely.


Fig. 9.1 (a) Particle-hole spectrum and edge-state spectrum of a non-trivial Bogoliubov-de Gennes equation for a weak pairing phase, or topologically nontrivial phase. (b) After the particlehole transformation, the hole spectrum is merged into the particle spectrum. The zero energy mode is a Majorana fermion, $\gamma(E=0)=\gamma^{\dagger}(E=0)$

In general, from the solution of $u_{\mathbf{k}}$ and $v_{\mathbf{k}}$, we have three possibilities of behavior at small $\mathbf{k}, \varepsilon_{\mathbf{k}}-\xi_{\mathbf{k}} \rightarrow 0$.

1. $\xi_{\mathbf{k}}>0$, in which $u_{\mathbf{k}} \rightarrow 1$ and $v_{\mathbf{k}} \rightarrow 0$. The BCS state is close to the vacuum, $|\Omega\rangle \rightarrow|0\rangle$.
2. $\xi_{\mathbf{k}}<0$, in which $u_{\mathbf{k}} \rightarrow 0$ and $\left|v_{\mathbf{k}}\right| \rightarrow 1 .|\Omega\rangle \rightarrow \prod_{\mathbf{k}^{\prime}} v_{\mathbf{k}} c_{\mathbf{k}}^{\dagger} c_{-\mathbf{k}}^{\dagger}|0\rangle$ in which all the states with negative energy are occupied by free fermions.
3. $\xi_{\mathbf{k}} \rightarrow 0$, in which both $u_{\mathbf{k}}$ and $v_{\mathbf{k}}$ are nonzero.

Usually for a positive $\mu$, the system is in the weak pairing phase, and for a negative $\mu$, it is the strong pairing phase. Including the quadratic term in $\xi_{\mathbf{k}}$, we conclude that the weak pairing phase for positive $\mu$ is a typical topological insulator. Read and Green [2] argued that a bound-state solution exists at a straight domain wall parallel to the $y$-axis, with $\mu(r)=\mu(x)$ small and positive for $x>0$, and negative for $x<0$. There is only one solution for each $k_{y}$, and so we have a chiral Majorana fermions on the domain wall. From the two-dimensional solution, the system in a weak pairing phase should have a topologically protected and chiral edge state of Majorana fermions.

If we make the substitution in $K_{\text {eff }}: k_{x} \rightarrow-i \partial_{x}$ and $k_{y} \rightarrow-i \partial_{y}$, the BdG equation in Eq. (9.12a) has the identical form of the two-dimensional Dirac equation. When we find a solution for the edge state within the band gap, we emphasize the solution for $u_{\mathbf{k}}$, and $v_{\mathbf{k}}$ should satisfy the relation $\left|u_{\mathbf{k}}^{2}\right|+\left|v_{\mathbf{k}}^{2}\right|=1$. For the vacuum, $u_{\mathbf{k}}=1$ and $v_{\mathbf{k}}=0$. The particle-hole spectra and the chiral edge spectra are presented in Fig.9.1.

### 9.2 Spin-Triplet Pairing Superfluidity: ${ }^{3} \mathrm{He}-\mathrm{A}$ and ${ }^{3} \mathrm{He}-\mathrm{B}$ Phases

Helium has two isotopes, ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He} .{ }^{4} \mathrm{He}$ atoms are bosons. At low temperatures, liquid ${ }^{4} \mathrm{He}$ shows a phase transition to a superfluid state which is similar to the BoseEinstein condensation, although strong inter-particle interaction should be taken into account. ${ }^{3} \mathrm{He}$ atoms are fermions. Liquid ${ }^{3} \mathrm{He}$ also shows a phase transition to a superfluid state, which is similar to the superconducting transition in a metal [5]. Since ${ }^{3} \mathrm{He}$ atoms are neutral, there is no Meissner effect, but atoms form pairing like the Cooper pairs of electrons. Atoms also avoid the singlet pairing, as in metals, and tend to pair in the form of spin triplet, in which the spins align parallel [6]. A schematic of the phase diagram of ${ }^{3} \mathrm{He}$ as a function of temperature and pressure is presented in Fig. 9.2.

### 9.2.1 ${ }^{3} \mathrm{He}$ : Normal Liquid Phase

Before presenting the theory of superfluidity in ${ }^{3} \mathrm{He}$, we first briefly introduce a "normal" liquid phase of ${ }^{3} \mathrm{He}$ atoms. The ${ }^{3} \mathrm{He}$ atoms are charge neutral. Unlike the electrons in metals, these atoms are strongly interacting and highly correlated. According to the Fermi liquid theory, the low-lying excitations of the strongly interacting Fermi system can be described by a phenomenological model, in which the free energy of the system can be expanded in terms of low-energy excitation $\delta n_{\mathbf{p}, \boldsymbol{\sigma}}$

$$
\begin{equation*}
F=F_{0}+\sum_{\mathbf{p}, \sigma}\left(\epsilon_{p}-\mu\right) \delta n_{\mathbf{p}, \sigma}+\frac{1}{2} \sum_{\mathbf{p}, \sigma ; \mathbf{p}^{\prime}, \sigma^{\prime}} f_{\mathbf{p}, \sigma ; \mathbf{p}^{\prime}, \sigma^{\prime}} \delta n_{\mathbf{p}, \sigma} \delta n_{\mathbf{p}^{\prime}, \sigma^{\prime}}+\cdots . \tag{9.16}
\end{equation*}
$$

The parameters in this expression can be deduced from experiments such as specific heat, compressibility, sound velocity, and spin susceptibility. Here the energy zero

Fig. 9.2 Phase diagram of ${ }^{3} \mathrm{He}$ in the low millikelvin temperature and pressure region

is defined as $-\mu$ at $p=0$ such that $\epsilon_{p=0}=0$ and $\epsilon_{p}=\frac{p^{2}}{2 m^{*}}$ with the effective mass $m^{*}=3 m$, the three times of the bare mass of ${ }^{3} \mathrm{He}$ atom. The spin dependence of the effective interaction is written as

$$
\begin{equation*}
f_{\mathbf{p}, \sigma ; \mathbf{p}^{\prime}, \sigma^{\prime}}=f_{\mathbf{p}, \mathbf{p}^{\prime}}^{(s)}+\sigma \cdot \sigma^{\prime} f_{\mathbf{p}, \mathbf{p}^{\prime}}^{(t)} \tag{9.17}
\end{equation*}
$$

For details, the readers can refer to several excellent reviews of Fermi liquid theory such as Pine and Nozieres [7] and Leggett [8].

### 9.2.2 ${ }^{3} \mathrm{He}-\mathrm{B}$ Phase

Theory of superconductivity for electrons in a spin-triplet state was developed by Balian and Werthamer [9], which succeeds in explaining superfluidity in ${ }^{3} \mathrm{He}$. In their theory, fermions form spin-triplet pairs $(s=1)$, and the weak coupling between these pairs leads to condensate at low temperatures. The effective Hamiltonian for the quasiparticles has the form

$$
\begin{equation*}
H=\sum_{\mathbf{k}, \sigma}\left(\epsilon_{\mathbf{k}}-\mu\right) c_{\mathbf{k}, \sigma}^{\dagger} c_{\mathbf{k}, \sigma}+\frac{1}{2} \sum_{\mathbf{k}, \sigma ; \mathbf{k}^{\prime}, \sigma^{\prime}, \mathbf{q}} V(\mathbf{q}) c_{\mathbf{k}+\mathbf{q}, \sigma}^{\dagger} c_{\mathbf{k}^{\prime}-\mathbf{q}, \sigma^{\prime}}^{\dagger} c_{\mathbf{k}^{\prime}, \sigma^{\prime}} c_{\mathbf{k}, \sigma} \tag{9.18}
\end{equation*}
$$

The interaction potential describes the scattering process of the momentum change of two vectors $\mathbf{k}_{i}$ and $\mathbf{k}_{f}=\mathbf{k}_{i}+\mathbf{q}$. It can be expanded in spherical harmonics, and the first two terms are

$$
\begin{equation*}
V(\mathbf{q})=V_{0}+V_{1} \mathbf{k}_{i} \cdot \mathbf{k}_{f}+\cdots \tag{9.19}
\end{equation*}
$$

The first term is a repulsive $s$-wave interaction, $V_{0}>0$, and cannot cause the bound states. The second term is for a $p$-wave interaction, $V_{1} \mathbf{k}_{i} \cdot \mathbf{k}_{f}$, which leads to $p$-wave pairing. Thus, we only keep the second term for the theory of superfluidity. The interaction terms contains four operators. In the BCS theory, the atoms tend to form Cooper pairs, and the dominant interaction is reduced to the pair-pair interaction, $V\left(\mathbf{k}-\mathbf{k}^{\prime}\right) c_{\mathbf{k}, \sigma}^{\dagger} c_{-\mathbf{k}, \sigma^{\prime}}^{\dagger} c_{-\mathbf{k}^{\prime}, \sigma^{\prime}} c_{\mathbf{k}^{\prime}, \sigma}$. A mean-field approach is used to write the interaction term as a two-operator term by introducing the order parameters for pairing,

$$
\begin{align*}
H_{\mathrm{eff}}= & \sum_{\mathbf{k}, \sigma}\left(\epsilon_{\mathbf{k}}-\mu\right) c_{\mathbf{k}, \sigma}^{\dagger} c_{\mathbf{k}, \sigma} \\
& +\frac{1}{2} \sum_{\mathbf{k}} \Delta_{+1}(\mathbf{k}) c_{\mathbf{k}, \uparrow}^{\dagger} c_{-\mathbf{k}, \uparrow}^{\dagger}+\Delta_{+1}^{*}(\mathbf{k}) c_{-\mathbf{k}, \uparrow} c_{\mathbf{k}, \uparrow} \\
& +\sum_{\mathbf{k}} \Delta_{0}(\mathbf{k}) c_{\mathbf{k}, \uparrow}^{\dagger} c_{-\mathbf{k}, \downarrow}^{\dagger}+\Delta_{0}^{*}(\mathbf{k}) c_{-\mathbf{k}, \downarrow} c_{\mathbf{k}, \uparrow} \\
& +\frac{1}{2} \sum_{\mathbf{k}} \Delta_{-1}(\mathbf{k}) c_{\mathbf{k}, \downarrow}^{\dagger} c_{-\mathbf{k}, \downarrow}^{\dagger}+\Delta_{-1}^{*}(\mathbf{k}) c_{-\mathbf{k}, \downarrow} c_{\mathbf{k}, \downarrow}, \tag{9.20}
\end{align*}
$$

where three types of pairing order parameters are introduced,

$$
\begin{align*}
\Delta_{+}(\mathbf{k}) & =\sum_{\mathbf{k}^{\prime}} V\left(\mathbf{k}-\mathbf{k}^{\prime}\right)\left\langle c_{-\mathbf{k}^{\prime}, \uparrow} c_{\mathbf{k}^{\prime}, \uparrow}\right\rangle  \tag{9.21a}\\
\Delta_{0}(\mathbf{k}) & =\sum_{\mathbf{k}^{\prime}} V\left(\mathbf{k}-\mathbf{k}^{\prime}\right)\left\langle c_{-\mathbf{k}^{\prime}, \uparrow} c_{\mathbf{k}^{\prime}, \downarrow}\right\rangle  \tag{9.21b}\\
\Delta_{-}(\mathbf{k}) & =\sum_{\mathbf{k}^{\prime}} V\left(\mathbf{k}-\mathbf{k}^{\prime}\right)\left\langle c_{-\mathbf{k}^{\prime}, \downarrow} c_{\mathbf{k}^{\prime}, \downarrow}\right\rangle \tag{9.21c}
\end{align*}
$$

and $\langle\cdots\rangle$ represents the thermodynamic average.
For a $p$-wave pairing, the order parameter $\Delta_{m}(\mathbf{k})$ is an odd function of momentum, $\Delta_{m}(-\mathbf{k})=-\Delta_{m}(\mathbf{k})$. This condition can be derived from the definition

$$
\begin{align*}
\Delta_{+}(-\mathbf{k}) & =\sum_{\mathbf{k}^{\prime}} V\left(-\mathbf{k}-\mathbf{k}^{\prime}\right)\left\langle c_{-\mathbf{k}^{\prime}, \uparrow} c_{\mathbf{k}^{\prime}, \uparrow}\right\rangle \\
& =-\sum_{\mathbf{k}^{\prime}} V\left(-\mathbf{k}-\mathbf{k}^{\prime}\right)\left\langle c_{\mathbf{k}^{\prime}, \uparrow} c_{-\mathbf{k}^{\prime}, \uparrow}\right\rangle=-\Delta_{+}(\mathbf{k}) \tag{9.22}
\end{align*}
$$

where the extra minus sign comes from the permutation of two operators in $\left\langle c_{-\mathbf{k}^{\prime}, \uparrow} c_{\mathbf{k}^{\prime}, \uparrow}\right\rangle$, when the interaction potential is even for a $p$-wave. Thus, order parameters $\Delta_{m}(\mathbf{k})$ have the $p$-wave symmetry and are proportional to the spherical harmonics, $Y_{1,-m}(\theta, \varphi)$,

$$
\begin{align*}
\Delta_{+1}(\mathbf{k}) & =\Delta\left(-k_{x}+i k_{y}\right)  \tag{9.23a}\\
\Delta_{0}(\mathbf{k}) & =\Delta k_{z}  \tag{9.23b}\\
\Delta_{-1}(\mathbf{k}) & =\Delta\left(k_{x}+i k_{y}\right) \tag{9.23c}
\end{align*}
$$

In the lattice model, for example, on a cubic lattice, they are modified to fit the lattice symmetry,

$$
\begin{align*}
\Delta_{+1}(\mathbf{k}) & =\Delta\left(-\sin k_{x}+i \sin k_{y}\right)  \tag{9.24a}\\
\Delta_{0}(\mathbf{k}) & =\Delta \sin k_{z}  \tag{9.24b}\\
\Delta_{-1}(\mathbf{k}) & =\Delta\left(\sin k_{x}+i \sin k_{y}\right) \tag{9.24c}
\end{align*}
$$

The pairing potential can be written in a compact form $V+V^{\dagger}$,

$$
\begin{align*}
V & =\sum_{\mathbf{k}}\left(c_{\mathbf{k}, \uparrow}^{\dagger}, c_{\mathbf{k}, \downarrow}^{\dagger}\right) \Xi(k)\binom{c_{-\mathbf{k}, \downarrow}^{\dagger}}{-c_{-\mathbf{k}, \uparrow}^{\dagger}}  \tag{9.25a}\\
V^{\dagger} & =\sum_{\mathbf{k}}\left(c_{-\mathbf{k}, \downarrow},-c_{\mathbf{k}, \uparrow}\right) \Xi^{\dagger}(k)\binom{c_{\mathbf{k}, \uparrow}}{c_{\mathbf{k}, \downarrow}}, \tag{9.25b}
\end{align*}
$$

where

$$
\begin{align*}
\Xi(\mathbf{k}) & =\left(\begin{array}{cc}
\Delta_{0}(\mathbf{k}) & -\Delta_{+1}(\mathbf{k}) \\
\Delta_{-1}(\mathbf{k}) & -\Delta_{0}(\mathbf{k})
\end{array}\right) \\
& =\left(\begin{array}{cc}
\Delta k_{z} & \Delta\left(k_{x}-i k_{y}\right) \\
\Delta\left(k_{x}+i k_{y}\right) & -\Delta k_{z}
\end{array}\right) \\
& =\Delta\left(k_{x} \sigma_{x}+k_{y} \sigma_{y}+k_{z} \sigma_{z}\right) . \tag{9.26}
\end{align*}
$$

We introduce the basis

$$
\begin{equation*}
\psi_{\mathbf{k}}^{\dagger}=\left(c_{\mathbf{k}, \uparrow}^{\dagger}, c_{\mathbf{k}, \downarrow}^{\dagger}, c_{-\mathbf{k}, \downarrow},-c_{-\mathbf{k}, \uparrow}\right) \tag{9.27}
\end{equation*}
$$

The effective Hamiltonian has the form

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\mathbf{k}} \psi_{\mathbf{k}}^{\dagger} H_{\mathrm{eff}} \psi_{\mathbf{k}} \tag{9.28}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{eff}}=\Delta\left(k_{x} \alpha_{x}+k_{y} \alpha_{y}+k_{z} \alpha_{z}\right)+\xi_{\mathbf{k}} \beta \tag{9.29}
\end{equation*}
$$

is identical to the modified Dirac equation.
Since this Hamiltonian is identical to the one for three-dimensional topological insulator, there exists a solution of the surface states near the boundary of the surface if it satisfies the condition for the topologically nontrivial phase. However, the bases of the fermion operators are quite different. In ${ }^{3} \mathrm{He}-\mathrm{B}$ phase, we have particle and hole excitations, while we have the conduction bands and valence bands in topological insulator. Due to the particle-hole symmetry in the effective Hamiltonian, the particle and hole excitations always appear in pairs with energy, $\pm E$, which are connected by a particle-hole transformation

$$
\begin{equation*}
\gamma(E, \mathbf{k}) \rightarrow \gamma^{\dagger}(-E,-\mathbf{k}) . \tag{9.30}
\end{equation*}
$$

Therefore, in ${ }^{3} \mathrm{He}-\mathrm{B}$ phase, the surface state consists of only one half Dirac cone with positive energy [10].

### 9.2.3 ${ }^{3} \mathrm{He}-\mathrm{A}$ Phase: Equal Spin Pairing

When $\Delta_{0}(\mathbf{k})=0$, there exists a state with equal spin pairing. In this case, there is no relation between the orbital momentum of $\Delta_{+1}(\mathbf{k})$ and $\Delta_{-1}(\mathbf{k})$. Thus, the orbital motions of spin-up and spin-down particles are arbitrary. We can write them as

$$
\begin{align*}
& \Delta_{+1}=\Delta\left(k_{x}+i k_{y}\right)  \tag{9.31a}\\
& \Delta_{-1}=\Delta\left(k_{x}^{\prime}+i k_{y}^{\prime}\right) \tag{9.31b}
\end{align*}
$$

For the particles with spin up, the effective Hamiltonian is

$$
\begin{align*}
H_{\uparrow} & =\frac{1}{2} \sum_{\mathbf{k}}\left(c_{\mathbf{k}, \uparrow}^{\dagger}, c_{-\mathbf{k}, \uparrow}\right)\left(\begin{array}{cc}
\xi_{\mathbf{k}} & \Delta\left(k_{x}+i k_{y}\right) \\
\Delta\left(k_{x}-i k_{y}\right) & -\xi_{\mathbf{k}}
\end{array}\right)\binom{c_{\mathbf{k}, \uparrow}}{c_{-\mathbf{k}, \uparrow}^{\dagger}} \\
& =\frac{1}{2} \sum_{\mathbf{k}}\left(c_{\mathbf{k}, \uparrow}^{\dagger}, c_{-\mathbf{k}, \uparrow}\right)\left(\Delta k_{x} \sigma_{x}-\Delta k_{y} \sigma_{y}+\xi_{\mathbf{k}} \sigma_{z}\right)\binom{c_{\mathbf{k}, \uparrow}^{\dagger}}{c_{-\mathbf{k}, \uparrow}^{\dagger}} \tag{9.32}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{k}=\frac{\hbar^{2}}{2 m}\left(k_{x}^{2}+k_{y}^{2}\right)-\left(\mu-\frac{\hbar^{2} k_{z}^{2}}{2 m}\right) . \tag{9.33}
\end{equation*}
$$

This is identical to the two-dimensional modified Dirac equation. For a layered system, the term $\frac{\hbar^{2} k_{z}^{2}}{2 m}$ may be suppressed. The spectrum of the quasiparticle is

$$
\begin{equation*}
\varepsilon_{\mathbf{k}}=\sqrt{|\Delta|^{2}\left(k_{x}^{2}+k_{y}^{2}\right)+\xi_{\mathbf{k}}^{2}} . \tag{9.34}
\end{equation*}
$$

The new feature of this model is that the effective chemical potential becomes $k_{z}$ dependent, $\mu\left(k_{z}\right)=\mu-\frac{\hbar^{2} k_{z}^{2}}{2 m}$. The Chern number for a specific $k_{z}$ is

$$
n_{c}\left(k_{z}\right)=\left\{\begin{array}{l}
1 \text { if } \frac{\hbar^{2} k_{z}^{2}}{2 m}<\mu  \tag{9.35}\\
\frac{1}{2} \text { if } \frac{\hbar^{2} k_{z}^{2}}{2 m}=\mu \\
0 \text { if } \frac{\hbar^{2} k_{z}^{2}}{2 m}>\mu
\end{array}\right.
$$

At $k_{z}^{2}=2 m \mu / \hbar^{2}, \varepsilon_{k}=\left|\Delta_{1}\right| k_{\|}+O\left(k_{\|}^{2}\right)$, which is linear in the momentum for a small $k_{\|}\left(k_{\|}^{2}=k_{x}^{2}+k_{y}^{2}\right)$. It is a marginal phase between two topologically distinguishing phases. Thus, in ${ }^{3} \mathrm{He}-\mathrm{A}$ phase, there always exists a nodal point. Due to the nonzero Chern number, there exist chiral edge states around the boundary of system.

There are several possible choices in the state of equal spin pairing.
The Anderson-Brinkman-Morel state [11]:

$$
\begin{equation*}
\Delta_{+1}=\Delta_{\alpha}(\mathbf{k})\left(k_{x}+i k_{y}\right) \tag{9.36a}
\end{equation*}
$$

$$
\begin{align*}
\Delta_{0} & =0  \tag{9.36b}\\
\Delta_{-1} & =\Delta_{\alpha}(\mathbf{k})\left(k_{x}+i k_{y}\right), \tag{9.36c}
\end{align*}
$$

where $\Delta_{\alpha}(\mathbf{k})$ is an even function of $k$. In this case, the two phases of spin-up and spin-down particles are identical and possess the same Chern number if they are topologically nontrivial.

The two-dimensional planar state:

$$
\begin{align*}
\Delta_{+1} & =\Delta_{\alpha}(\mathbf{k})\left(k_{x}+i k_{y}\right),  \tag{9.37a}\\
\Delta_{0} & =0,  \tag{9.37b}\\
\Delta_{-1} & =\Delta_{\alpha}(\mathbf{k})\left(k_{x}-i k_{y}\right) . \tag{9.37c}
\end{align*}
$$

In this case, the two phases of spin-up and spin-down particles possess opposite Chern numbers if they are topologically nontrivial.

The one-dimensional polar state:

$$
\begin{align*}
\Delta_{+1} & =0  \tag{9.38a}\\
\Delta_{0} & =\Delta_{\alpha}(\mathbf{k}) k_{z},  \tag{9.38b}\\
\Delta_{-1} & =0 \tag{9.38c}
\end{align*}
$$

The effective Hamiltonian becomes

$$
\begin{equation*}
H_{\mathrm{eff}}=\Delta_{\alpha}(\mathbf{k}) k_{z} \alpha_{z}+\xi\left(k_{\|}, k_{z}\right) \beta \tag{9.39}
\end{equation*}
$$

where $\xi\left(k_{\|}, k_{z}\right)=\frac{\hbar^{2}}{2 m} k_{z}^{2}-\left(\mu-\frac{\hbar^{2} k_{\|}^{2}}{2 m}\right)$. This equation can be deduced into two degenerate one-dimensional Dirac equation as discussed in Chap. 2. There always exist two crossing points at $\frac{\hbar^{2} k_{\|}^{2}}{2 m}=\mu$ and $k_{z}=0$.

### 9.3 Spin-Triplet Superconductor: $\mathbf{S r}_{\mathbf{2}} \mathbf{R u O}_{\mathbf{4}}$

There are several classes of candidates of spin-triplet superconductors, such as heavy fermion superconductor $\mathrm{UPt}_{3}$, organic superconductor (TMTSF) ${ }_{2} X(X=$ $\mathrm{ClO}_{4}$ and $\mathrm{PF}_{6}$ ), and ruthenate superconductors $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$. In this section, we briefly introduce the unconventional properties of $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$, which is considered most probably as a spin-triplet superconductor or even a topological superconductor, comparable with the odd-parity, pseudo-spin-triplet superconductor $\mathrm{UPt}_{3}$.
$\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is an oxide superconductor that has the same layered structure as high-Tc cuprates but has a low superconducting transition temperature of 1.5 K [12]. The availability of high-quality single crystal and the relative simplicity of its fully characterized Fermi surface promoted a large number of experimental as well as theoretical studies. Rice and Sigrist [13] proposed the similarity between
the superconductivity of $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ and the spin-triplet superfluidity of ${ }^{3} \mathrm{He}$ soon after the discovery of the ruthenate superconductivity, which leads to the first direct experimental evidence of spin-triplet pairing in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ by the measurement of electron spin susceptibility with NMR.

At low temperatures, $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ maintains a tetragonal structure with the crystal point group symmetry $\mathrm{D}_{4 h}$. Neglecting the dispersion along the out-of-plane $c$ direction, possible spin-triplet states are limited to those for the two-dimensional square lattice with $\mathrm{C}_{4 v}$ symmetry. One possible state in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is so-called chiral pairing states, which possess two polarizations of relative orbital angular momentum of pairing quasiparticles: left and right polarizations correspond to

$$
\begin{equation*}
\Delta_{0} \propto \sin k_{x} \pm i \sin k_{y} \tag{9.40}
\end{equation*}
$$

respectively. They are the states with the orbital angular momentum $L_{z}=+1$ and -1 , and the Cooper pair spins lie in the plane, $S_{z}=0$, while the total spin is $S=1$.

The direct evidence of spin-triplet pairing in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is based on the electron spin susceptibility measurement by the NMR Knight shift of both ${ }^{17} \mathrm{O}$ and ${ }^{99} \mathrm{Ru}$ nuclei [14]. Combined with the observation of internal magnetic field by $\mu S R$, it is believed that the superconducting state of $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is a spin-triplet chiral $p$-wave state, a two-dimensional analogue of the ${ }^{3} \mathrm{He}-\mathrm{A}$ phase. The odd parity of the orbital part of the order parameter has been unambiguously demonstrated by phase sensitive measurements.

In the sector of $S=1$ and $S_{z}=0$, the superconducting state with $\Delta_{0}^{ \pm}=$ $\Delta\left(\sin k_{x} \pm i \sin k_{y}\right)$ is similar to spinless $p+i p$ wave superconductor. The Chern number can be defined as we discussed in Sect.9.1. The states with $\Delta_{0}^{+}=$ $\Delta\left(\sin k_{x}+i \sin k_{y}\right)$ and $\Delta_{0}^{-}=\Delta\left(\sin k_{x}-i \sin k_{y}\right)$ are degenerate, but may have opposite Chern numbers due to the sign difference in $\Delta_{0}^{ \pm}$. According to the bulkedge correspondence, nonzero Chern number will lead to the emergence of the chiral edge states around the system boundary, which breaks time reversal symmetry. The superconducting states of $\Delta_{0}^{+}$and $\Delta_{0}^{-}$possess opposite propagating edge states, respectively. The superconducting state in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ has broken the time reversal symmetry spontaneously, and one of the states of $\Delta_{0}^{ \pm}$will be selected to be the ground state.

The existence of edge states has been studied in an experiment of quasi-particle tunneling spectroscopy [15]. The measured conductance spectra have revealed the evidence of the edge states. However, it is still under debate whether $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$ is a topological superconductor or not. We expect more and conclusive experiments to settle down the issue in the near future [16].

### 9.4 Superconductivity in Doped Topological Insulators

Doped topological insulator $\mathrm{Cu}_{x} \mathrm{Bi}_{2} \mathrm{Se}_{3}$ exhibits the signature of superconductivity at low temperatures $[17,18]$. The undoped $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ compound is a topological insulator with a single Dirac cone of the surface states. Copper atoms can add
holes or electrons in the $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ lattice. It was found that about $10 \%$ copper is needed to bring about the superconductivity in bulk $\mathrm{Bi}_{2} \mathrm{Se}_{3}$, in which the transition temperature of $T_{c}$ is about 3.8 K , and was confirmed by the observation of the Meissner effect. The temperature dependence of specific heat suggests a fully gapped superconducting state. Experimental data even suggests the coexistence of superconductivity and the surface states protected by time reversal symmetry. However, superconductivity of doped topological insulator does not mean that the superconducting phase is always topologically nontrivial.

For a time reversal invariant superconductor, the mean-field Hamiltonian in Bogoliubov-de Gennes formalism preserves the additional particle-hole symmetry, $P H(\mathbf{k}) P=-H(-\mathbf{k})$ with $P^{2}=1$. This particle-hole symmetry can define a $\mathrm{Z}_{2}$ invariant as that for time reversal symmetry. Based on the calculation of the $\mathrm{Z}_{2}$ invariant, Fu and Berg [19] and Sato [20] proposed that a time reversal-invariant centrosymmetric superconductor is a topological superconductor if (1) it has oddparity pairing symmetry with a full superconducting gap and (2) its Fermi surface encloses an odd number of time reversal invariant momenta $\Gamma_{\alpha}$ (which satisfy $\Gamma_{\alpha}=-\Gamma_{\alpha}$ up to a reciprocal lattice vector) in the Brillouin zone.

It follows from the criteria that $\mathrm{Cu}_{x} \mathrm{Bi}_{2} \mathrm{Se}_{3}$ is thought to be one of the potential candidates as a topological superconductor, which still needs more experiments to confirm.

### 9.5 Further Reading

- J.R. Schrieffer, Theory of Superconductor (Persues books, 1964)
- A.J. Leggett, Nobel lecture: superfluid ${ }^{3} \mathrm{He}$ : the early days as seen by a theorist. Rev. Mod. Phys. 76, 909 (2004)
- N. Read, D. Green, Paired states of fermions in two dimensions with breaking of parity and time reversal symmetries and the fractional quantum Hall effect. Phys. Rev. B 61, 10267 (2000)
- G.E. Volovik, The Universe in a Helium Droplet (Clarendon, Oxford, 2003)
- Y. Maeno, S. Kittaka, T. Nomura, S. Yonezawa, K. Ishida, Evaluation of spintriplet superconductivity in $\mathrm{Sr}_{2} \mathrm{RuO}_{4}$. J. Phys. Soc. Jpn. 81, 011009 (2012)
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## Chapter 10 <br> Majorana Fermions in Topological Insulators


#### Abstract

A Majorana fermion is a particle that is its own antiparticle. This type of particles can appear as an end state in one-dimensional topological superconductor or the bound state induced by a half-quantized vortex in two-dimensional topological superconductors.


Keywords Majorana fermion • Kitaev model • Non-Abelian statistics • Quasi-one-dimensional $p$-wave superconductor

In his interpretation of the Dirac equation, Dirac introduced the concept of antiparticle for the negative energy solution. While the positive energy solution is used to describe an electron with spin $\frac{1}{2}$, the negative energy solution is for an antiparticle for electron, i.e., positron, which has a negative mass and positive elementary charge [1]. Ettore Majorana found that the Dirac equation can be separated into a pair of real wave equations, in which the fields are real and the particle and its antiparticle have no distinction [2]. For massless and neutral particles, their own antiparticle might be themselves. Neutrino and antineutrino are expected to be the same particles. However, Majorana fermions as elementary particles have not yet been realized in Nature [3]. Now it is highly possible to realize Majorana fermions in solids as quasiparticles of collective behaviors of many-particle systems.

### 10.1 What Is the Majorana Fermion?

A Majorana fermion satisfies the rules

$$
\begin{equation*}
\gamma_{i}^{\dagger}=\gamma_{i} \tag{10.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\gamma_{i}, \gamma_{j}^{\dagger}\right\}=\gamma_{i} \gamma_{j}^{\dagger}+\gamma_{j}^{\dagger} \gamma_{i}=\delta_{i j} . \tag{10.2}
\end{equation*}
$$

A fermion operator can be always written in terms of two Majorana fermions,

$$
\begin{align*}
& c_{12}^{\dagger}=\frac{1}{\sqrt{2}}\left(\gamma_{1}+i \gamma_{2}\right),  \tag{10.3a}\\
& c_{12}=\frac{1}{\sqrt{2}}\left(\gamma_{1}-i \gamma_{2}\right), \tag{10.3b}
\end{align*}
$$

with $\gamma_{1}^{\dagger}=\gamma_{1}$ and $\gamma_{2}^{\dagger}=\gamma_{2}$. Conversely,

$$
\begin{align*}
& \gamma_{1}=\frac{1}{\sqrt{2}}\left(c_{12}^{\dagger}+c_{12}\right),  \tag{10.4a}\\
& \gamma_{2}=\frac{1}{i \sqrt{2}}\left(c_{12}^{\dagger}-c_{12}\right) . \tag{10.4b}
\end{align*}
$$

One $\gamma_{i}$ changes the fermion number between even and odd, which is called the fermion number parity. The fermion parity operator is

$$
\begin{equation*}
P=1-2 c_{12}^{\dagger} c_{12}=2 i \gamma_{1} \gamma_{2}, \tag{10.5}
\end{equation*}
$$

which has an eigenvalue +1 if the state is empty, and -1 if the state is occupied.

### 10.2 Majorana Fermions in $p$-Wave Superconductors

### 10.2.1 Zero-Energy Mode Around a Quantum Vortex

The quantum flux in the $p$-wave superconductor can induce a bound state of zero energy, which is a Majorana fermion. Consider a hole of a radius $R$ through which a magnetic flux $\phi$ threads. We require that the wave function vanishes at $r=R$. Due to the existence of the magnetic flux, the wave function should satisfy the boundary condition

$$
\begin{equation*}
\psi(\theta+2 \pi)=e^{i 2 \pi \phi / \phi_{0}} \psi(\theta) \tag{10.6}
\end{equation*}
$$

where the quantum flux $\phi_{0}=h / e$ if we take a gauge that the vector potential is absent in the Hamiltonian,

$$
\begin{equation*}
H(\mathbf{p}-e \mathbf{A}) \rightarrow H(\mathbf{p}) . \tag{10.7}
\end{equation*}
$$

In the polar coordinate system, the Hamiltonian becomes

$$
H=\left(\begin{array}{cc}
-\frac{\hbar^{2}}{2 m}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)-\mu & -i \Delta_{0} e^{-i \theta}\left(\partial_{r}-\frac{i}{r} \partial_{\theta}\right)  \tag{10.8}\\
-i \Delta_{0} e^{+i \theta}\left(\partial_{r}+\frac{i}{r} \partial_{\theta}\right) & \frac{\hbar^{2}}{2 m}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right)+\mu
\end{array}\right)
$$

The wave function has the form

$$
\begin{equation*}
\psi=\binom{f(r) e^{i v \theta}}{g(r) e^{i(v+1) \theta}} \tag{10.9}
\end{equation*}
$$

where $v=m+\phi / \phi_{0}$ and $m$ is an integer. In this way, this two-dimensional problem is reduced to a one-dimensional equation for the radial part of the wave function

$$
\left(\begin{array}{cc}
-\frac{\hbar^{2}}{2 m}\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{v^{2}}{r^{2}}\right)-\mu & -i \Delta_{0}\left(\partial_{r}+\frac{v+1}{r}\right)  \tag{10.10}\\
-i \Delta_{0}\left(\partial_{r}-\frac{v}{r}\right) & \frac{\hbar^{2}}{2 m}\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{(v+1)^{2}}{r^{2}}\right)+\mu
\end{array}\right)\binom{f}{g}=E\binom{f}{g} .
$$

The solution of the equation has the form

$$
\begin{align*}
f & =c_{v}^{1} K_{v}\left(G_{+} r\right)+c_{v}^{2} K_{v}\left(G_{-} r\right),  \tag{10.11a}\\
g & =d_{v}^{1} K_{v+1}\left(G_{+} r\right)+d_{v}^{2} K_{v+1}\left(G_{-} r\right), \tag{10.11b}
\end{align*}
$$

where $K_{v}(x)$ is the modified Bessel function of the second kind, and

$$
\begin{equation*}
G_{ \pm}^{2}=F \pm \sqrt{F^{2}-\frac{4 m^{2}}{\hbar^{4}}\left(\mu^{2}-E^{2}\right)} \tag{10.12}
\end{equation*}
$$

where $F=2 m^{2} \Delta_{0}^{2} / \hbar^{4}-2 m \mu / \hbar^{2}$. With the boundary condition $\phi(r=R)=0$, we have

$$
\begin{equation*}
\frac{G_{+}^{2}+2 m(E+\mu) / \hbar^{2}}{G_{+}} \frac{K_{v+1}\left(G_{+} R\right)}{K_{v}\left(G_{+} R\right)}=\frac{G_{-}^{2}+2 m(E+\mu) / \hbar^{2}}{G_{-}} \frac{K_{v+1}\left(G_{-} R\right)}{K_{v}\left(G_{-} R\right)} . \tag{10.13}
\end{equation*}
$$

Solving the set of Eqs. (10.12) and (10.13), we may obtain the energy eigenvalues of the bound states around the hole. It is known that the equation becomes topologically nontrivial when $\mu>0$. For $\mu<0$, no bound state exists around the hole. For $\mu>0$, there exist a series of the bound states. For a half quantum flux $\phi / \phi_{0}=\frac{1}{2}$, there always exists a zero-energy mode which is independent of the radius of hole and robust against other interactions and even geometry of the hole (Fig. 10.1).


Fig. 10.1 The energy eigenvalues of the bound states as a function of radius $R$ of the hole with $n=v+1 / 2=0, \pm 1$, and $\pm 2$. The parameters for numerical calculations: $\mu=\frac{1}{2 m}=\Delta_{0}=1$ ( $M=B=A=1$ )

The robustness of the zero mode for a half-quantum vortex can be demonstrated in the following way. When $v=-\frac{1}{2}$, Eq. (10.10) becomes

$$
\begin{equation*}
\left[-i \Delta_{0}\left(\partial_{r}+\frac{1}{2 r}\right) \sigma_{x}-\left[\frac{\hbar^{2}}{2 m}\left(\partial_{r}^{2}+\frac{\partial_{r}}{r}-\frac{1}{4 r^{2}}\right)+\mu\right] \sigma_{z}\right]\binom{f}{g}=E\binom{f}{g} . \tag{10.14}
\end{equation*}
$$

Furthermore, take a substitution,

$$
\begin{equation*}
\binom{f(r)}{g(r)}=\frac{1}{\sqrt{r}} \varphi(r), \tag{10.15}
\end{equation*}
$$

then the equation for the radial part of the wave function is reduced to

$$
\begin{equation*}
\left[-i \Delta_{0} \partial_{r} \sigma_{x}-\left(\frac{\hbar^{2}}{2 m} \partial_{r}^{2}+\mu\right) \sigma_{z}\right] \varphi(r)=E \varphi(r) \tag{10.16}
\end{equation*}
$$

which is identical to a one-dimensional modified Dirac equation. Thus, a zero mode may exist near $r=R$ if $\mu>0$.

In a geometry of a disk of a finite radius, the solution of zero energy is split into two parts: one half is located around $r=0$, the other half is distributed around the boundary. Thus, in this case Majorana fermion is non-local.

Ivanov [4] pointed out the equivalence between a half-quantum vortex for spinful fermions and a single-quantum vortex for spinless fermions, and there exists a zeroenergy mode near a half-quantum vortex.

### 10.2.2 Majorana Fermions in Kitaev's Toy Model

The Kitaev's toy model is a one-dimensional chain of spinless $p$-wave superconductor [5],

$$
\begin{equation*}
H=-\mu \sum_{x=1}^{N} c_{x}^{\dagger} c_{x}-\sum_{x=1}^{N-1}\left(t c_{x}^{\dagger} c_{x+1}+\Delta e^{i \phi} c_{x} c_{x+1}+\text { h.c. }\right) \tag{10.17}
\end{equation*}
$$

where $\mu, t>0$, and $\Delta e^{i \phi}$ denote the chemical potential, the tunneling strength, and superconducting order parameters. Its BdG equation has the identical form of the modified Dirac model on a one-dimensional lattice. In the special case, $\mu=0$ and $t=\Delta$, the Hamiltonian is reduced to

$$
\begin{equation*}
H=-t \sum_{x=1}^{N-1}\left(e^{i \phi / 2} c_{x}+e^{-i \phi / 2} c_{x}^{\dagger}\right)\left(e^{i \phi / 2} c_{x+1}-e^{-i \phi / 2} c_{x+1}^{\dagger}\right) \tag{10.18}
\end{equation*}
$$

We define

$$
\begin{align*}
& \gamma_{B, x}=\frac{1}{\sqrt{2}}\left(e^{i \phi / 2} c_{x}+e^{-i \phi / 2} c_{x}^{\dagger}\right)  \tag{10.19a}\\
& \gamma_{A, x}=\frac{1}{i \sqrt{2}}\left(e^{i \phi / 2} c_{x}-e^{-i \phi / 2} c_{x}^{\dagger}\right) \tag{10.19b}
\end{align*}
$$

which are Majorana fermions and obey

$$
\begin{align*}
& \gamma_{A, x}=\gamma_{A, x}^{\dagger},  \tag{10.20a}\\
& \gamma_{B, x}=\gamma_{B, x}^{\dagger} . \tag{10.20b}
\end{align*}
$$

In this way,

$$
\begin{equation*}
H=-2 i t \sum_{x=1}^{N-1} \gamma_{B, x} \gamma_{A, x+1} \tag{10.21}
\end{equation*}
$$

Two Majorana fermions $\gamma_{B, x}$ and $\gamma_{A, x+1}$ can combine to form a new fermion operator $d_{x}=\frac{1}{\sqrt{2}}\left(\gamma_{A, x+1}+i \gamma_{B, x}\right)$, and $i \gamma_{B, x} \gamma_{A, x+1}=\frac{1}{2}-d_{x}^{\dagger} d_{x}$. The Hamiltonian becomes


Fig. 10.2 Schematic of two end Majorana states in the Kitaev's toy model

$$
\begin{equation*}
H=+2 t \sum_{x=1}^{N-1} d_{x}^{\dagger} d_{x}-(N-1) t \tag{10.22}
\end{equation*}
$$

However, while all pairs of $\left(\gamma_{B, x}, \gamma_{A, x+1}\right)$ for $x=1,2, \ldots, N-1$ form new fermions, $\gamma_{A, 1}$ and $\gamma_{B, N}$ are absent from the Hamiltonian, i.e., $\left[\gamma_{A, 1}, H\right]=$ $\left[\gamma_{B, N}, H\right]=0$. For $t>0$, the lowest energy state is $|g\rangle$, in which $d_{x}|g\rangle=0$ for all $x$, and

$$
\begin{equation*}
H|g\rangle=-(N-1) t|g\rangle \tag{10.23}
\end{equation*}
$$

Since $\left[\gamma_{A, 1}, H\right]=\left[\gamma_{B, N}, H\right]=0$, we can construct two degenerate states $\gamma_{A, 1}|g\rangle$ and $\gamma_{B, N}|g\rangle$, which are related to an ordinary zero-energy fermion $d=$ $\frac{1}{\sqrt{2}}\left(\gamma_{A, 1}+i \gamma_{B, N}\right)$. Since the $\gamma$ operator changes the fermion parity one has $\langle g| d|g\rangle=0 . \gamma_{A, 1}|g\rangle$ and $\gamma_{B, N}|g\rangle$ have a relation

$$
\langle g| \gamma_{A, 1} \gamma_{B, N}|g\rangle=\langle g| \frac{1-2 d^{\dagger} d}{2 i}|g\rangle=\left\{\begin{array}{l}
+\frac{i}{2} \text { for } d^{\dagger} d=1  \tag{10.24}\\
-\frac{i}{2} \text { for } d^{\dagger} d=0
\end{array} .\right.
$$

It is determined by the number parity of $|g\rangle$. Thus, these two states are not independent. Therefore, the ground state of the Kitaev model are doubly degenerate, i.e., $|g\rangle$ and $d|g\rangle$, which have different parities: one is even and the other is odd. The double degeneracy reveals that the Kitaev model is topologically nontrivial. The solution is illustrated as in Fig. 10.2, which looks like the Affleck-Kohmoto-LiebTasaki state for a spin-one system.

As an example, we solve a two-site problem. The Hamiltonian is

$$
\begin{equation*}
H=-t\left(c_{x}^{\dagger} c_{x+1}+c_{x+1}^{\dagger} c_{x}+c_{x} c_{x+1}+c_{x+1}^{\dagger} c_{x}^{\dagger}\right) \tag{10.25}
\end{equation*}
$$

We have two eigenstates with even parity

$$
\begin{equation*}
\Psi_{e, \pm}=\frac{1}{\sqrt{2}}\left(1 \pm c_{x+1}^{\dagger} c_{x}^{\dagger}\right)|0\rangle \tag{10.26}
\end{equation*}
$$

with the eigenvalues $\epsilon_{e, \pm}=\mp t$ and two eigenstates with odd parity

$$
\begin{equation*}
\Psi_{o, \pm}=\frac{1}{\sqrt{2}}\left(c_{x}^{\dagger} \pm c_{x+1}^{\dagger}\right)|0\rangle \tag{10.27}
\end{equation*}
$$

with the eigenvalues $\epsilon_{e, \pm}=\mp t$.

In the language of the Majorana fermion operators,

$$
\begin{equation*}
H=-2 i t \gamma_{B, x} \gamma_{A, x+1}=+2 t d_{x}^{\dagger} d_{x}-t \tag{10.28}
\end{equation*}
$$

This Hamiltonian commutes with $\gamma_{A, x}$ and $\gamma_{B, x+1}$.

$$
\begin{gather*}
\gamma_{A, x} \Psi_{e,+}=\frac{i}{2}\left(c_{x}^{\dagger}+c_{x+1}^{\dagger}\right)|0\rangle  \tag{10.29}\\
\gamma_{B, x+1} \Psi_{e,+}=\frac{1}{2}\left(c_{x+1}^{\dagger}+c_{x}^{\dagger}\right)|0\rangle=-i \gamma_{A, x} \Psi_{e,+} \tag{10.30}
\end{gather*}
$$

Thus, these two states are identical up to a trivial phase factor.

### 10.2.3 Quasi-One-Dimensional Superconductor

The Kitaev model can be realized in a quasi-one-dimensional system. Recently, Potter and Lee [6] generalized the results to a quasi-one-dimensional system. They found that for a strip of two-dimensional $p$-wave superconductor when the width of strip is narrow enough such that the edge states at the two sides overlap in space, and open a finite energy gap as a result of finite size effect, the zero energy modes may exist at the two ends of the strip. The Majorana fermions of zero modes are quite robust against the disorder.

We consider a two-dimensional Kitaev model of spinless $p$-wave superconductors on a square lattice [7]:

$$
\begin{align*}
H= & \sum_{j=1}^{L} \sum_{\alpha=1}^{n}\left[-\mu c_{j, \alpha}^{\dagger} c_{j, \alpha}-\left(t c_{j, \alpha}^{\dagger} c_{j, \alpha+1}+\Delta c_{j, \alpha} c_{j, \alpha+1}\right.\right. \\
& \left.\left.+t c_{j, \alpha}^{\dagger} c_{j+1, \alpha}+i \Delta c_{j, \alpha} c_{j+1, \alpha}+\text { h.c. }\right)\right] \tag{10.31}
\end{align*}
$$

where $c_{j, \alpha}^{\dagger}$ creates an electron on site $(j, \alpha), t(>0)$ is the hopping amplitude, $\mu$ is the chemical potential, $\Delta$ (for simplicity we take $\Delta>0$ ) is the $p$-wave pairing amplitude. Here we consider a strip geometry in which the number of lattice sites is $L$ along the $x$-axis direction and $n$ along the $y$-axis direction (the sample width direction). Thus, the total number of lattice sites is $N=n L$. First, one introduces a periodic boundary condition along the $x$-axis direction, i.e., $c_{L+1, \alpha}^{\dagger}=c_{1, \alpha}^{\dagger}$, and uses the Fourier transform of the operator $c_{j, \alpha}^{\dagger}$ :

$$
\begin{equation*}
c_{j, \alpha}^{\dagger}=\frac{1}{\sqrt{L}} \sum_{q} c_{\alpha}^{\dagger}(q) e^{-i q j}, \tag{10.32}
\end{equation*}
$$

where $q=2 \pi l / L(l=0,1, \ldots, L-1)$ is the wave vector along the $x$-axis, and $0 \leq q \leq 2 \pi$. In terms of the new creation and annihilation operators $c_{\alpha}^{\dagger}(q)$ and $c_{\alpha}(q)$, the Hamiltonian (10.31) can be rewritten as

$$
\begin{align*}
H= & \sum_{q} \sum_{\alpha=1}^{n}\left\{-(\mu+2 t \cos q) c_{\alpha}^{\dagger}(q) c_{\alpha}(q)\right. \\
& -\left[t c_{\alpha}^{\dagger}(q) c_{\alpha+1}(q)+|\Delta| c_{\alpha}(q) c_{\alpha+1}(-q)\right. \\
& \left.\left.+i|\Delta| e^{-i q} c_{\alpha}(q) c_{\alpha}(-q)+\text { h.c. }\right]\right\} \tag{10.33}
\end{align*}
$$

Then, we define a set of the operators $\gamma_{2 \alpha-1}(q)$ and $\gamma_{2 \alpha}(q)$ as

$$
\begin{align*}
\gamma_{2 \alpha-1}(q) & =i\left[c_{\alpha}^{\dagger}(-q)-c_{\alpha}(q)\right],  \tag{10.34a}\\
\gamma_{2 \alpha}(q) & =c_{\alpha}^{\dagger}(-q)+c_{\alpha}(q), \tag{10.34b}
\end{align*}
$$

which satisfy the anticommutation relation $\left\{\gamma_{m}^{\dagger}(q), \gamma_{n}\left(q^{\prime}\right)\right\}=2 \delta_{m n} \delta_{q q^{\prime}}$ and $\gamma_{m}^{\dagger}(q)=\gamma_{m}(-q)$. In fact, $\gamma_{m}(0)$ is just a Majorana fermion operator due to $\gamma_{m}^{\dagger}(0)=\gamma_{m}(0)$. In the basis of the news operators $\gamma_{2 \alpha-1}(q)$ and $\gamma_{2 \alpha}(q)$, the Hamiltonian (10.33) has the following form:

$$
\begin{equation*}
H=i \frac{1}{4} \sum_{q} \sum_{\eta, \kappa} \gamma_{\eta}(-q) B_{\eta, \kappa}(q) \gamma_{\kappa}(q), \tag{10.35}
\end{equation*}
$$

where the elements of the $2 n \times 2 n$ matrix $B(q)$ are given as

$$
\begin{align*}
B_{2 \alpha, 2 \alpha} & =-B_{2 \alpha-1,2 \alpha-1}=-2 i|\Delta| \sin q,  \tag{10.36a}\\
B_{2 \alpha, 2 \alpha-1} & =-B_{2 \alpha-1,2 \alpha}=-\mu-2 t \cos q,  \tag{10.36b}\\
B_{2 \alpha, 2 \alpha+1} & =-B_{2 \alpha+1,2 \alpha}=-t-|\Delta|,  \tag{10.36c}\\
B_{2 \alpha-1,2 \alpha+2} & =-B_{2 \alpha+2,2 \alpha-1}=t-|\Delta|, \tag{10.36d}
\end{align*}
$$

and all other elements are zero.
Here we will give the phase diagrams of the presence of Majorana end modes in quasi-one-dimensional $p$-wave superconductors by using topological arguments by Kitaev [5]. To this aim, we consider the $2 n \times 2 n$ matrix $B(q)$ in the Hamiltonian in Eq. (10.35). The matrix $B$ is an antisymmetric matrix when $q$ is equal to zero or $\pi$, such that we can calculate the Pfaffians $\operatorname{Pf} B(0)$ and $\operatorname{Pf} B(\pi)$. The topological property of the system described by the Hamiltonian in Eq. (10.35) is characterized by a $\mathrm{Z}_{2}$ topological index (Majorana number) $\mathcal{M}$ :

$$
\begin{equation*}
\mathcal{M}=\operatorname{sgn}[\operatorname{Pf} B(0)] \operatorname{sgn}[\operatorname{Pf} B(\pi)]= \pm 1, \tag{10.37}
\end{equation*}
$$

where +1 corresponds to topologically trivial phases and -1 to topologically nontrivial states (i.e., the existence of zero-mode Majorana end states).

For the simplest case, there is only one lattice site along the $y$-axis direction (i.e., $n=1$ ). This case is just the one-dimensional Kitaev model. Two $2 \times 2$ antisymmetric matrices are

$$
B_{n=1}(0 / \pi)=\left[\begin{array}{cc}
0 & \mu \pm 2 t  \tag{10.38}\\
-(\mu \pm 2 t) & 0
\end{array}\right]
$$

and $\operatorname{Pf} B_{n=1}(0 / \pi)=\mu \pm 2 t$, where " + " and " - " correspond to the cases of $q=0$ and $\pi$, respectively. The Majorana number for the case of the strict one-dimensional limit is given:

$$
\begin{equation*}
\mathcal{M}_{n=1}=\operatorname{sgn}(\mu+2 t) \operatorname{sgn}(\mu-2 t) ; \tag{10.39}
\end{equation*}
$$

thus, we have the topologically nontrivial condition

$$
\begin{equation*}
2|t|>|\mu| \tag{10.40}
\end{equation*}
$$

with $(\Delta \neq 0)$. The above Eq. (10.40) is just the result given by Kitaev [5], who demonstrated for a long open chain (in the limit of $L \rightarrow \infty$ ) there are zero-energy Majorana end states localized near per boundary point under the condition (10.40).

For the case of $n=2$, the lattice site numbers along the $y$-axis direction are two. Two $4 \times 4$ antisymmetric matrices are

$$
B_{n=2}(0 / \pi)=\left[\begin{array}{cccc}
0 & \mu \pm 2 t & 0 & t-|\Delta|  \tag{10.41}\\
-(\mu \pm 2 t) & 0 & -(t+|\Delta|) & 0 \\
0 & t+|\Delta| & 0 & \mu \pm 2 t \\
-(t-|\Delta|) & 0 & -(\mu \pm 2 t) & 0
\end{array}\right]
$$

The direct calculation yields the Pfaffians $\operatorname{Pf} B_{n=2}(0 / \pi)$ :

$$
\begin{equation*}
\operatorname{Pf} B_{n=2}(0 / \pi)=(\mu \pm 2 t)^{2}+\Delta^{2}-t^{2} . \tag{10.42}
\end{equation*}
$$

For the larger lattice site numbers $n(\geq 3), \operatorname{Pf} B_{n}(0 / \pi)$ can be also calculated analytically, and we obtain a recursion relation:

$$
\begin{equation*}
\operatorname{Pf} B_{n}(0 / \pi)=a_{ \pm} \operatorname{Pf} B_{n-1}(0 / \pi)+b \operatorname{Pf} B_{n-2}(0 / \pi), \tag{10.43}
\end{equation*}
$$

where $a_{ \pm}=\mu \pm 2 t$ and $b=|\Delta|^{2}-t^{2}$. We further solve Eq. (10.43) and give an analytic formula for $\operatorname{Pf} B_{n}(0 / \pi)$ :

$$
\begin{equation*}
\operatorname{Pf} B_{n}(0 / \pi)=\frac{\left(r_{1}^{n+1}-r_{2}^{n+1}\right)}{\sqrt{a_{ \pm}^{2}+4 b}}, \tag{10.44}
\end{equation*}
$$



Fig. 10.3 Phase diagram for the quasi-1D $p$-wave superconductor model as a function of the $p$-wave pairing amplitude and chemical potential for lattice site numbers $n$ along the $y$-axis direction. " N " denotes the topologically nontrivial region in the presence of zero-mode Majorana end states, and " T " denotes the topologically trivial region without zero-mode states. When $|\Delta| / t=0.1$, the solid (red) lines and dotted (blue) lines guide the values of $\mu / t$, corresponding to the topologically nontrivial and trivial phases, respectively (Adapted from [7])
where

$$
\begin{equation*}
r_{1}=\frac{a_{ \pm}+\sqrt{a_{ \pm}^{2}+4 b}}{2}, r_{2}=\frac{a_{ \pm}-\sqrt{a_{ \pm}^{2}+4 b}}{2} \tag{10.45}
\end{equation*}
$$

According to the Pfaffians $\operatorname{Pf} B_{n}(0 / \pi)$, one can compute $\mathcal{M}$ as a function of the physical parameters and then plot the phase diagram showing a sequence of topological phase transition for different lattice site numbers $n$. Figure 10.3 plots the phase diagram for the lattice site numbers $n$ along the $y$-axis direction, respectively. The phase diagrams of this tight binding model have the symmetry on positive and negative $\mu$ values; thus, here we only plot on negative $\mu$ values because the other part on positive $\mu$ values is a mirror image. However, this $\mu \rightarrow-\mu$ symmetry is not generic to models with say, next-nearest-neighbor hopping or next-nearest-neighbor pairing.

### 10.3 Majorana Fermions in Topological Insulators

Fu and Kane proposed that as a superconducting proximity effect, the interface of the surface state of three-dimensional topological insulator and an $s$-wave superconductor resembles a spinless $p_{x}+i p_{y}$ superconductor, but does not break
time reversal symmetry [8]. The system supports Majorana bound states at vortices. Suppose that an $s$-wave superconductor is deposited on the surface of topological insulator. Because of the proximity effect, Cooper pairs can tunnel into the surface states, which is described by the pairing potential $V=\Delta c_{\mathbf{k}, \uparrow}^{\dagger} c_{-\mathbf{k}, \downarrow}^{\dagger}+h . c$. where $\Delta=\Delta_{0} e^{i \phi}$. In the Nambu notation, $C_{\mathbf{k}}^{\dagger}=\left\{\left(c_{\mathbf{k}, \uparrow}^{\dagger}, c_{-\mathbf{k}, \downarrow}^{\dagger}\right),\left(c_{-\mathbf{k}, \downarrow},-c_{\mathbf{k}, \uparrow}\right)\right\}$, the surface states can then be described by

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\mathbf{k}} C_{\mathbf{k}}^{\dagger} H_{\mathrm{eff}}(\mathbf{k}) C_{\mathbf{k}}, \tag{10.46}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{eff}}=-i v \tau_{z} \sigma \cdot \nabla-\mu \tau^{z}+\Delta_{0}\left(\tau_{x} \cos \phi-\tau_{y} \sin \phi\right) \tag{10.47}
\end{equation*}
$$

where $\tau$ are Pauli matrices that mix the $c$ and $c^{\dagger}$ blocks of $C$. The Hamiltonian has time reversal symmetry, $\Theta=i \sigma_{y} K$ ( $K$ is the complex conjugate operator), and the particle-hole symmetry, $\Xi=\sigma_{y} \tau_{y} K$. The energy spectrum is

$$
\begin{equation*}
E_{\mathbf{k}}= \pm \sqrt{( \pm v k-\mu)^{2}+\Delta_{0}^{2}} \tag{10.48}
\end{equation*}
$$

For $\mu \gg \Delta_{0}$, the low-energy spectrum resembles that of a spinless $p_{x}+i p_{y}$ superconductor. Define $d_{\mathbf{k}}=\left(c_{\mathbf{k} \uparrow}+e^{i \theta_{\mathbf{k}}} c_{\mathbf{k} \downarrow}\right)^{2}$ for $\mathbf{k}=k_{0}\left(\cos \theta_{k}, \sin \theta_{k}\right)$ and $v k_{0} \sim \mu$. The projected Hamiltonian is then

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{\mathbf{k}}(v k-\mu) d_{\mathbf{k}}^{\dagger} d_{\mathbf{k}}+\frac{\Delta_{0}}{2}\left(e^{i \theta_{k}} d_{\mathbf{k}}^{\dagger} d_{-\mathbf{k}}^{\dagger}+h . c\right) \tag{10.49}
\end{equation*}
$$

This is identical to the one for $p$-wave pairing superconductor. Following the approach in $p$-wave superconductor, a half-quantum vortex in this system leads to a Majorana bound state.

### 10.4 Detection of Majorana Fermions

Consider two one-dimensional superconducting wires with Majorana end fermions connected at $x=0$ to form a Josephson's junction. The effective Hamiltonian of the junction can be written in terms of two Majorana fermions at the two ends:

$$
\begin{equation*}
H_{\mathrm{junction}}=2 i \Gamma(\phi) \gamma_{B, L} \gamma_{A, R}=\Gamma(\phi)\left(1-2 d_{0}^{\dagger} d_{0}\right) \tag{10.50}
\end{equation*}
$$

where $\Gamma(\phi)$ is the coupling strength and is a function of the phase difference between the two superconductors, $\phi=\phi_{R}-\phi_{L}$. Suppose a gauge is chosen such that $\phi_{L} \rightarrow \phi_{L}+2 \pi$ and $\phi_{R} \rightarrow \phi_{R}$. In this gauge transformation, we have

Fig. 10.4 (Top) Schematic of Josephson's junction of Majorana fermions at two superconductors with the phase 0 and $\phi$, respectively. (Bottom) The energies of two states with different parity as a function of the phase $\phi$



$$
\begin{align*}
& \gamma_{B, L} \rightarrow-\gamma_{B, L}  \tag{10.51a}\\
& \gamma_{A, R} \rightarrow \gamma_{A, R} \tag{10.51b}
\end{align*}
$$

As the Hamiltonian for superconductor is invariant under the gauge transformation, we have a relation that $\Gamma(\phi)=-\Gamma(\phi+2 \pi)$. This condition shows that $\Gamma(\phi)$ is of period $4 \pi$ and crosses zero at $\phi= \pm \pi$.

Equation (10.50) shows that $\Gamma(\phi)$ and $-\Gamma(\phi)$ are the eigenvalues of $H_{j u n c t i o n ~}$ and $|0\rangle$ and $d_{0}^{+}|0\rangle$ are the corresponding eigenstates. If the fermion parity is conserved at the junction, this energy crossing is protected because $|0\rangle$ and $d_{0}^{+}|0\rangle$ have different fermion parities, and there is no transition from one state to the other when $\phi$ equals $\pi$. Since the energy eigenvalues $\pm \Gamma(\phi)$ are periodic with $4 \pi$ and there are no transitions among the states with different fermion parity, the Josephson current, which is given by

$$
\begin{equation*}
I_{ \pm}= \pm \frac{2 e}{h} \partial_{\phi} \Gamma(\phi) \tag{10.52}
\end{equation*}
$$

is also $4 \pi$ periodic. The observation of this $4 \pi$ periodic Josephson current will be an explicit evidence of Majorana fermions, and the sign of the current reveals the fermion parity of the junction (Fig. 10.4).

There are a lot of other proposals to detect Majorana fermions, among which tunneling spectroscopy is a direct method [11,12]. Resonant tunneling into mid-gap state produces a conductance of $2 e^{2} / h$, while the conductance vanishes without this state. Very recently, it was reported that the bound, mid-gap states at zero bias voltage were observed in electric measurements on indium antimonide nanowires contacted with one normal (gold) and one superconducting electrode [13]. Several other groups also reported their experimental data to support existence of the Majorana fermions [14, 15].

### 10.5 Sau-Lutchyn-Tewari-Das Sarma Model for Topological Superconductor

Sau et al. [9] proposed an idea to create Majorana fermions in a ferromagnetic insulator/semiconductor/s-wave superconductor hybrid system. They originally proved the existence of Majorana fermions in the setup by solving the vortex problem in the Bogoliubov-de Gennes equation. Alicea [10] found that the model is connected to a spinless $p+i p$ superconductor. Here, we prove that the system is actually equivalent to two spinless $p \pm i p$ superconductors, among which one is always topologically trivial and the other is possibly topologically nontrivial.

Consider first an isolated zinc-blende semiconductor quantum well grown along the (100) direction in the presence of a perpendicular Zeeman field. Assume the structural inversion asymmetry in the system, which generates Rashba spinorbit coupling. The system can be modeled as a two-dimensional electron gas with Rashba spin-orbit coupling plus a perpendicular Zeeman field. The effective Hamiltonian reads

$$
\begin{equation*}
H_{0}=\sum_{\mathbf{k}, \sigma, \sigma^{\prime}} c_{\mathbf{k}, \sigma}^{\dagger}\left(\epsilon(k) \sigma_{0}+\alpha\left(k_{x} \sigma_{y}-k_{y} \sigma_{x}\right)+V_{Z} \sigma_{z}\right)_{\sigma \sigma^{\prime}} c_{\mathbf{k}, \sigma^{\prime}}, \tag{10.53}
\end{equation*}
$$

where $\epsilon(k)=\frac{k^{2}}{2 m}-\mu . \mu$ is the chemical potential and $\alpha(>0)$ is the Rashba spin-orbit coupling strength. Furthermore, consider the two-dimensional electron gas contacting an s-wave superconductor. Due to the proximity effect of superconductivity, an additional pairing potential is generated

$$
\begin{equation*}
V=\sum_{\mathbf{k}}\left(\Delta c_{\mathbf{k}, \uparrow}^{\dagger} c_{-\mathbf{k}, \downarrow}^{\dagger}+\text { h.c. }\right) \tag{10.54}
\end{equation*}
$$

Thus, the total Hamiltonian for the electrons in quantum well becomes

$$
\begin{equation*}
H=H_{0}+V \tag{10.55}
\end{equation*}
$$

To illustrate its connection to spinless p-wave superconductors, we first introduce a unitary transformation to diagonalize $H_{0}$,

$$
\binom{c_{\mathbf{k}, \uparrow}}{c_{\mathbf{k}, \downarrow}}=\left(\begin{array}{cc}
\cos \frac{\theta_{\mathbf{k}}}{2} & -e^{-i \varphi_{\mathbf{k}}} \sin \frac{\theta_{\mathbf{k}}}{2}  \tag{10.56}\\
e^{i \varphi_{\mathbf{k}}} \sin \frac{\theta_{\mathbf{k}}}{2} & \cos \frac{\theta_{\mathbf{k}}}{2}
\end{array}\right)\binom{a_{\mathbf{k},+}}{a_{\mathbf{k},-}} .
$$

Consequently, $H_{0}$ is transformed to

$$
\begin{equation*}
H_{0}=\sum_{\mathbf{k}, v= \pm}\left(\epsilon(k)+\nu \Lambda_{\mathbf{k}}\right) a_{\mathbf{k}, v}^{\dagger} a_{\mathbf{k}, v}, \tag{10.57}
\end{equation*}
$$

where $\Lambda_{\mathbf{k}}=\sqrt{V_{Z}^{2}+\alpha^{2} k^{2}}$. The parameters are determined by $\cos \theta_{\mathbf{k}}=V_{Z} / \Lambda_{\mathbf{k}}$, $\sin \theta_{\mathbf{k}}=\alpha k / \Lambda_{\mathbf{k}}, \cos \varphi_{\mathbf{k}}=-k_{y} / k$, and $\sin \varphi_{\mathbf{k}}=k_{x} / k$. After the transformation, the pairing potential $V$ can be divided into two parts:

$$
\begin{equation*}
V=V_{1}+V_{2}, \tag{10.58}
\end{equation*}
$$

where

$$
\begin{align*}
V_{1} & =\sum_{\mathbf{k}}\left(\Delta_{\mathbf{k}, c} a_{\mathbf{k},+}^{\dagger} a_{-\mathbf{k},-}^{\dagger}+\text { h.c. }\right)  \tag{10.59}\\
V_{2} & =-\frac{1}{2} \sum_{\mathbf{k}, v}\left(\Delta_{\mathbf{k}, v} a_{\mathbf{k}, v}^{\dagger} a_{-\mathbf{k}, v}^{\dagger}+\text { h.c. }\right), \tag{10.60}
\end{align*}
$$

$\Delta_{\mathbf{k}, c}=\Delta \cos \theta_{\mathbf{k}}$, and $\Delta_{\mathbf{k}, \pm}=\Delta e^{\mp i \varphi_{\mathbf{k}}} \sin \theta_{\mathbf{k}}$. Thus, $H_{c}=H_{0}+V_{1}$ is equivalent to a s-wave superconductor with a "Zeeman" splitting, $\Lambda_{\mathbf{k}}$. We introduce the Bogoliubov transformation to diagonalize $H_{c}$ :

$$
\binom{a_{\mathbf{k},+}}{a_{-\mathbf{k},-}^{\dagger}}=\left(\begin{array}{cc}
\cos \frac{\gamma_{\mathbf{k}}}{2} & -\sin \frac{\gamma_{\mathbf{k}}}{2}  \tag{10.61}\\
\sin \frac{\gamma_{\mathbf{k}}}{2} & \cos \frac{\gamma_{\mathbf{k}}}{2}
\end{array}\right)\binom{b_{\mathbf{k},+}}{b_{-\mathbf{k},-}^{\dagger}},
$$

where $\cos \gamma_{\mathbf{k}}=\epsilon(k) / \sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}$ and $\sin \gamma_{\mathbf{k}}=\Delta_{\mathbf{k}, c} / \sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}$. As a result,

$$
\begin{equation*}
H_{c}=\sum_{\mathbf{k}, v= \pm}\left(\sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}+v \Lambda_{\mathbf{k}}\right) b_{\mathbf{k}, v}^{\dagger} b_{\mathbf{k}, v} \tag{10.62}
\end{equation*}
$$

up to a constant. Meanwhile, the pairing potential $V_{2}$ has the form

$$
\begin{equation*}
V_{2}=-\frac{1}{2} \sum_{\mathbf{k}, v}\left(\Delta_{\mathbf{k}, v} b_{\mathbf{k}, v}^{\dagger} b_{-\mathbf{k}, v}^{\dagger}+h . c .\right) . \tag{10.63}
\end{equation*}
$$

In the language of $b_{\mathbf{k}, \pm}^{\dagger}$ and $b_{\mathbf{k}, \pm}$, the pairing potential $V_{2}$ consists of two pairing potentials between the same types of the particles. The particles with $v=+$ and $v=-$ are decoupled completely. Therefore, the total Hamiltonian is reduced to

$$
\begin{equation*}
H=\sum_{\mathbf{k}, v= \pm}\left[\left(\sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}+v \Lambda_{\mathbf{k}}\right) b_{\mathbf{k}, v}^{\dagger} b_{\mathbf{k}, v}-\frac{1}{2} \sum_{\mathbf{k}, v}\left(\Delta_{\mathbf{k}, v} b_{\mathbf{k}, v}^{\dagger} b_{-\mathbf{k}, v}^{\dagger}+h . c .\right)\right] . \tag{10.64}
\end{equation*}
$$

The order parameters are

$$
\begin{equation*}
\Delta_{\mathbf{k}, v}=-\frac{\alpha \Delta}{\sqrt{V_{Z}^{2}+\alpha^{2} k^{2}}}\left(k_{y}+i v k_{x}\right) \tag{10.65}
\end{equation*}
$$

which obey $p \pm i p$ symmetry. Thus, the effective model consists of two different types of spinless $\left(p_{x} \pm i p_{y}\right)$-wave pairing superconductors. By introducing a Nambu spinor, $\psi_{\mathbf{k}, v}^{\dagger}=\left(b_{\mathbf{k}, v}^{\dagger}, b_{-\mathbf{k}, v}\right)$, the total Hamiltonian has the form

$$
\begin{equation*}
H=\frac{1}{2} \sum_{\mathbf{k}, v= \pm} \psi_{\mathbf{k}, v}^{\dagger}\left[\frac{\alpha \Delta}{\Lambda_{\mathbf{k}}}\left(k_{y} \sigma_{x}-v k_{x} \sigma_{y}\right)+\left(\sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}+v \Lambda_{\mathbf{k}}\right) \sigma_{z}\right] \psi_{\mathbf{k}, v} \tag{10.66}
\end{equation*}
$$

by ignoring a constant.
The equation can be reduced to two modified Dirac equations near $k=0$. In each type of the superconductor, the factor $\alpha \Delta / V_{Z}$, which is equivalent to the velocity in the modified Dirac equation, plays a role in coupling the two bands. This fact illustrates that Rashba spin-orbit coupling, the pairing potential, and the Zeeman field combine together to form three indispensable ingredients to realize a topological superconductor. For the particles of $v=+$, the spectrum is

$$
\begin{equation*}
\epsilon_{+}=\sqrt{\frac{\alpha^{2} \Delta^{2}}{V_{Z}^{2}+\alpha^{2} k^{2}} k^{2}+\left(\sqrt{V_{Z}^{2}+\alpha^{2} k^{2}}+\sqrt{\epsilon(k)^{2}+\frac{V_{Z}^{2} \Delta^{2}}{V_{Z}^{2}+\alpha^{2} k^{2}}}\right)^{2}} \tag{10.67}
\end{equation*}
$$

The gap between the particle and hole bands is always positive and never close if $\Delta \neq 0$. The Chern number (see Sect. A.2) is equal to zero. Thus, it is always topologically trivial. For the particles of $v=-$, the spectrum is

$$
\begin{equation*}
\epsilon_{-}=\sqrt{\frac{\alpha^{2} \Delta^{2} k^{2}}{V_{Z}^{2}+\alpha^{2} k^{2}}+\left(\sqrt{V_{Z}^{2}+\alpha^{2} k^{2}}-\sqrt{\epsilon(k)^{2}+\frac{V_{Z}^{2} \Delta^{2}}{V_{Z}^{2}+\alpha^{2} k^{2}}}\right)^{2}} . \tag{10.68}
\end{equation*}
$$

The gap can be closed only at $k=0$ if $\Delta \neq 0$. Near the point, it follows from (10.66) that the gap can be either positive or negative,

$$
\begin{equation*}
\Delta_{G A P}^{+}=\left(\Lambda-\sqrt{\epsilon(k)^{2}+\Delta_{\mathbf{k}, c}^{2}}\right)_{k=0}=\left|V_{Z}\right|-\sqrt{\mu^{2}+\Delta^{2}} . \tag{10.69}
\end{equation*}
$$

The sign of the gap itself does not determine the topology of the band structure. However, the sign change demonstrates that a topological quantum phase transition can occur near $\left|V_{Z}\right|=\sqrt{\mu^{2}+\Delta^{2}}$. The Chern number for the hole band of $b_{\mathbf{k},-}$ can be calculated explicitly,

$$
\begin{equation*}
n_{c}=\frac{1}{2}\left[\operatorname{sgn}\left(\sqrt{\mu^{2}+\Delta^{2}}-\left|V_{Z}\right|\right)-1\right] . \tag{10.70}
\end{equation*}
$$

Therefore, it is topologically nontrivial if $\sqrt{\mu^{2}+\Delta^{2}}<\left|V_{Z}\right|$, while it is topologically trivial if $\sqrt{\mu^{2}+\Delta^{2}}>\left|V_{Z}\right|$.

### 10.6 Non-Abelian Statistics and Topological Quantum Computing

If the overall phase of the superconducting gap shifts by $\phi$, it is equivalent to rotating the creation and annihilation operators of electron by $\phi / 2: c \rightarrow e^{i \phi / 2} c$ and $c^{\dagger} \rightarrow e^{-i \phi / 2} c^{\dagger}$. The solution for the Majorana fermion $\gamma=u c^{\dagger}+u^{*} c \rightarrow$ $u e^{-i \phi / 2} c^{\dagger}+u^{*} e^{i \phi / 2} c$. If the phase of the order parameter is changed by $2 \pi$, the Majorana fermion in the vortex changes its sign: $\gamma \rightarrow-\gamma$. Let us fix the initial positions of vortices. Permutations of the vortices may form a braid group $B_{2 n}$, which is generated by the elementary interchange $T_{i}$ of neighboring vortices [4].

Under the action $T_{i}$ :

$$
\begin{align*}
\gamma_{i} & \rightarrow \gamma_{i+1},  \tag{10.71a}\\
\gamma_{i+1} & \rightarrow-\gamma_{i},  \tag{10.71b}\\
\gamma_{j} & \rightarrow \gamma_{j} \tag{10.71c}
\end{align*}
$$

for $j \neq i$ and $j \neq i+1$. This action obeys the commutation relations:

$$
\begin{align*}
T_{i} T_{j} & =T_{j} T_{i}, \text { for }|i-j|>1,  \tag{10.72a}\\
T_{i} T_{j} T_{i} & =T_{j} T_{i} T_{j}, \text { for }|i-j|=1, \tag{10.72b}
\end{align*}
$$

which is for the braid group. The expression for this action is

$$
\begin{align*}
\tau\left(T_{i}\right) & =\exp \left(\frac{\pi}{2} \gamma_{i+1} \gamma_{i}\right)=\exp \left(-i \frac{\pi}{4} P\right) \\
& =\cos \frac{\pi}{4}-i P \sin \frac{\pi}{4}=\frac{1}{\sqrt{2}}\left(1+2 \gamma_{i+1} \gamma_{i}\right) \tag{10.73}
\end{align*}
$$

where $P$ is the parity operator and $P^{2}=P$. Thus, the Majorana fermions associated with a quantum vortex obey non-Abelian statistics.

In the case of four vortices, the four Majorana fermions combine into two complex fermions $c_{1}=\frac{1}{\sqrt{2}}\left(\gamma_{1}+i \gamma_{2}\right)$ and $c_{2}=\frac{1}{\sqrt{2}}\left(\gamma_{3}+i \gamma_{4}\right)$. The ground state is fourfold degenerated, and the three generators $T_{1}, T_{2}$, and $T_{3}$ of the braid group are represented by

$$
\begin{align*}
\tau\left(T_{1}\right) & =\exp \left(\frac{\pi}{2} \gamma_{2} \gamma_{1}\right),  \tag{10.74a}\\
\tau\left(T_{2}\right) & =\exp \left(\frac{\pi}{2} \gamma_{3} \gamma_{2}\right),  \tag{10.74b}\\
\tau\left(T_{3}\right) & =\exp \left(\frac{\pi}{2} \gamma_{4} \gamma_{3}\right) . \tag{10.74c}
\end{align*}
$$

One may write the operators in a matrix form in the basis $\left\{|0\rangle, c_{1}^{\dagger}|0\rangle, c_{2}^{\dagger}|0\rangle\right.$, $\left.c_{1}^{\dagger} c_{2}^{\dagger}|0\rangle\right\}$.

$$
\begin{gather*}
\tau\left(T_{1}\right)=\exp \left(\frac{\pi}{2} \gamma_{2} \gamma_{1}\right)=\left(\begin{array}{cccc}
e^{-i \frac{\pi}{4}} & 0 & 0 & 0 \\
0 & e^{+i \frac{\pi}{4}} & 0 & 0 \\
0 & 0 & e^{-i \frac{\pi}{4}} & 0 \\
0 & 0 & 0 & e^{+i \frac{\pi}{4}}
\end{array}\right),  \tag{10.75}\\
\tau\left(T_{2}\right)=\exp \left(\frac{\pi}{2} \gamma_{3} \gamma_{2}\right)=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
1 & 0 & 0 & -i \\
0 & 1 & -i & 0 \\
0 & -i & 1 & 0 \\
-i & 0 & 0 & 1
\end{array}\right),  \tag{10.76}\\
\tau\left(T_{3}\right)=\exp \left(\frac{\pi}{2} \gamma_{4} \gamma_{3}\right)=\left(\begin{array}{cccc}
e^{-i \frac{\pi}{4}} & 0 & 0 & 0 \\
0 & e^{-i \frac{\pi}{4}} & 0 & 0 \\
0 & 0 & e^{+i \frac{\pi}{4}} & 0 \\
0 & 0 & 0 & e^{+i \frac{\pi}{4}}
\end{array}\right) \tag{10.77}
\end{gather*}
$$

A quantum computation consists of three steps:

1. Create: if a pair of $i, j$ of vortices is created, they will be in the ground state $\left|0_{i j}\right\rangle$ with no extra quasiparticle excitations. Creating $N$ pairs initialize the system.
2. Braid: adiabatically rearranging the vortices modifies the state and performs a quantum computation.
3. Measure: bringing vortices $i$ and $j$ back together allows the quantum state associated with each pair to be measured. $\left|0_{i j}\right\rangle$ will be distinguished by the presence or absence of extra fermionic quasiparticle associated with the pair.

Majorana fermions might provide the basic elements for a quantum computer. This is the motivation behind the search of Majorana fermions in condensed matter systems.

### 10.7 Further Reading

- A.Yu. Kitaev, Unpaired Majorana fermions in quantum wires. Physics-Uspekhi 44, 131 (2001)
- L. Fu, C.L. Kane, Superconducting proximity effect and Majorana fermions at the surface of a topological insulator. Phys. Rev. Lett. 100, 096407 (2008)
- F. Wilczek, Majorana returns. Nat. Phys. 5, 614 (2009)
- J. Alicea, New directions in the pursuit of Majorana fermions in solid state systems. arXiv: 1202.1293v1[cond-mat.supr-con]
- C.W.J. Beenakker, Search for Majorana fermions in superconductors. arXiv: 1112.1950v2 [cond-mat.mes-hall]
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## Chapter 11 <br> Topological Anderson Insulator


#### Abstract

Topological Anderson insulator is a distinct type of topological insulator, which is induced by the disorders. Its key difference from the conventional topological insulators is that its Fermi energy lies within a so-called mobility gap instead of a "real" band gap. The robustness of the edge or surface states is protected by the mobility gap.
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### 11.1 Band Structure and Edge States

We start with a two-dimensional ferromagnetic metal with strong spin-orbit coupling:

$$
\begin{equation*}
h(\mathbf{k})=\epsilon(k)+\mathbf{d}(\mathbf{k}) \cdot \sigma \tag{11.1}
\end{equation*}
$$

where $\mathbf{d}(\mathbf{k})=\left(A k_{x}, A k_{y}, M-B k^{2}\right)$ and $\epsilon(k)=C-D k^{2}$ with $A, B, C$, and $D$ being sample-specific parameters. This is a modified Dirac equation plus an additional term $\epsilon(k)$, which breaks the symmetry between the conduction and valence bands. In order to keep the band gap open, we require that $B^{2}>D^{2}$. In this case the Chern number for this model is given by

$$
\begin{equation*}
n_{c}=-\frac{1}{2}[\operatorname{sgn}(M)+\operatorname{sgn}(B)] . \tag{11.2}
\end{equation*}
$$

For positive $B$, it tells that the sign change of $M$ signifies a topological quantum phase transition between a conventional insulating phase ( $M<0$ and $n_{c}=0$ ) and a topological quantum phase ( $M>0$ and $n_{c}=1$ ). Nonzero Chern number
indicates that the Hall conductance is quantized, $\sigma_{H}=n_{c} e^{2} / h$. Thus, the existence of the additional term $\epsilon(k)$ does not affect the Chern number once the band gap keeps open.

In an infinite-length strip with open lateral boundary conditions, the solution of the two-band model $\mathcal{H} \Psi=E \Psi$ is given by Zhou et al. [1]

$$
\begin{equation*}
\Psi\left(k_{x}, y\right)=\left(\mu_{+} e^{\alpha y}+\mu_{-} e^{-\alpha y}+v_{+} e^{\beta y}+v_{-} e^{-\beta y}\right), \tag{11.3}
\end{equation*}
$$

$\mu_{ \pm}$and $\nu_{ \pm}$are two-component $k_{x}$-dependent coefficients and $\alpha, \beta$ are determined self-consistently by the following set of equations:

$$
\begin{gather*}
\alpha^{2}=k_{x}^{2}+F-\sqrt{F^{2}-\frac{M^{2}-E^{2}}{B^{2}-D^{2}}},  \tag{11.4}\\
\beta^{2}=k_{x}^{2}+F+\sqrt{F^{2}-\frac{M^{2}-E^{2}}{B^{2}-D^{2}}},  \tag{11.5}\\
E_{\alpha}^{2} \beta^{2}+E_{\beta}^{2} \alpha^{2}-\gamma E_{\alpha} E_{\beta} \alpha \beta=k_{x}^{2}\left(E_{\alpha}-E_{\beta}\right)^{2} . \tag{11.6}
\end{gather*}
$$

Here, we have

$$
\begin{gather*}
F=\frac{A^{2}-2(M B+E D)}{2\left(B^{2}-D^{2}\right)},  \tag{11.7}\\
E_{\alpha}=E-M+(B+D)\left(k_{x}^{2}-\alpha^{2}\right),  \tag{11.8}\\
E_{\beta}=E-M+(B+D)\left(k_{x}^{2}-\beta^{2}\right),  \tag{11.9}\\
\gamma=\frac{\tanh \frac{\alpha L_{y}}{2}}{\tanh \frac{\beta L_{y}}{2}}+\frac{\tanh \frac{\beta L_{y}}{2}}{\tanh \frac{\alpha L_{y}}{2}}, \tag{11.10}
\end{gather*}
$$

and $L_{y}$ is the width of the strip. We take the Dirichlet boundary condition at $y=$ $\pm L_{y} / 2$ :

$$
\begin{equation*}
\Psi\left(k_{x}, y= \pm \frac{L_{y}}{2}\right)=0 \tag{11.11}
\end{equation*}
$$

The solutions of this set of equations naturally contain both helical edge states $\left(\alpha^{2}<\right.$ 0 ) and bulk states $\left(\alpha^{2}>0\right)$, which are shown in Fig. 11.1 for three cases $M<0$, $M=0$, and $M>0$. The edge states (red lines in Fig. 11.1) are seen beyond the bulk gap for all cases, up to an $M$-dependent maximum energy. When $M<0$, the edge states cross the bulk gap producing a quantum Hall effect. At $M=0$, the edge states exist only in conjunction with the lower band, terminating at the Dirac point. For $M>0$, there are no edge states in the gap, producing a conventional insulator, but the edge states may coexist with the valence band. Appearance of edge state is a key feature of this model even for a normal band structure although these states mix with the bulk states.


Fig. 11.1 Band structure of $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells in a geometry of stripe with finite width. (a) The "inverted" band structure case with $M=-10 \mathrm{meV}$. Edge states (red solid line) cross the bulk band gap and merge into bulk states (gray area) at a maximum energy in the upper band. The dashed line mark the boundary of bulk states. (b) The transition point between an inverted band structure and a "normal" band structure with $M=0 \mathrm{meV}$. (c) The normal band structure with $M=2 \mathrm{meV}$. In all figures, the strip width $L_{y}$ is set to $100 \mu \mathrm{~m}$. The sample-specific parameters are fixed to be $A=364.5 \mathrm{meV} \mathrm{nm}, B=-686 \mathrm{meV} \mathrm{nm}^{2}, C=0$, and $D=-512 \mathrm{meV} \mathrm{nm}^{2}$ (Adapted from [2])

### 11.2 Quantized Anomalous Hall Effect

For numerical simulation, we take the tight binding approximation on a square lattice, and the Hamiltonian has the form

$$
\begin{equation*}
\mathbf{d}(\mathbf{k})=\left(A \sin k_{x}, A \sin k_{y}, M-4 B \sin ^{2} \frac{k_{x}^{2}}{2}-4 B \sin ^{2} \frac{k_{y}^{2}}{2}\right) \tag{11.12}
\end{equation*}
$$

for the periodic boundary condition. In the lattice space, after performing the Fourier transformation, we have a lattice model as in Chap. 3.

The most surprising aspect revealed by numerical calculation is the appearance of quantized anomalous conductance at a large disorder for situation when the clean limit system is a metal without preexisting edge state. We study transport as a function of disorder, with the Fermi energy varying through all regions of the band structure. For this purpose, disorders are introduced through random on-site energy with a uniform distribution within $[-W / 2, W / 2]$. The conductance of disordered strips of width $L_{y}$ and length $L_{x}$ was calculated in a two-terminal setup using the Landauer-Büttiker formalism [3,4]. The conductance $G$ as a function of disorder strength $W$ is plotted in Fig. 11.2. Furthermore, the conductance was scaled with the width of the strip. Figure 11.2 shows the calculated conductance of a strip as a function of its width $L_{y}$. In the region before the quantized anomalous conductance plateau is reached, the scaled conductance $G L_{x} / L_{y}$, or conductivity, is independent of width, as shown in the inset of Fig. 11.2, which implies bulk transport. Within


Fig. 11.2 (Left): Width-dependence of the conductance in disordered strips with several values of strip width $L_{y}$ and a length $L_{x}=2,000 \mathrm{~nm}$. In the inset, the conductance traces prior to the quantum anomalous Hall phase (left-handside of the dashed line) are scaled with the width of the strips as $\sigma=G L_{x} / L_{y}$. The formation of the edge states is indicated by the presence of conductance quantization $e^{2} / h$. In this figure, $M=2 \mathrm{meV}$ and the Fermi energy $E_{f}=20 \mathrm{meV}$. (Right): Three independent spin-resolved transmission coefficients, $T_{21}^{\uparrow}, T_{31}^{\uparrow}$, and $T_{41}^{\uparrow}$, are plotted as functions of disorder strength $W$. Standard deviations of the transmission coefficients for 1,000 samples are shown as the error bars. In the shadowed range of disorder strength, all bulk states are localized and only chiral edge states exist, which is schematically shown in the inset (for spin-up component only). The width of leads is 500 nm and $M=1 \mathrm{meV}$ and $E_{f}=20 \mathrm{meV}$ (Adapted from [2])
the quantized plateau, absence of such scaling indicates a total suppression of the bulk conduction, thus confirming presence of conducting edge states in an otherwise localized system.

We further examine the picture of edge-state transport in a four-terminal crossbar setup by calculating the spin-resolved transmission coefficients $T_{p q}$ between each ordered pair of leads $p$ and $q(=1,2,3,4)$. Three independent coefficients, $T_{21}, T_{31}$, and $T_{41}$, are shown in Fig. 11.2 as functions of the disorder strength inside the cross region. The shadowed area marks the appearance of quantized plateau, where $\left\langle T_{41}\right\rangle=1,\left\langle T_{21}\right\rangle=\left\langle T_{31}\right\rangle=0$, and all transmission coefficients exhibit vanishingly small fluctuations. From symmetry, it follows that $\left\langle T_{41}\right\rangle=\left\langle T_{24}\right\rangle=$ $\left\langle T_{32}\right\rangle=\left\langle T_{13}\right\rangle \rightarrow 1$, and all other coefficients are vanishing small. These facts are easily understood from the presence of a chiral edge state. Two consequences of this chiral edge state transport are a vanishing diagonal conductance $G_{x x}=$ $\left(T_{21}-T_{12}\right) e^{2} / h=0$ and a quantized Hall conductance $G_{x y}=\left(T_{41}-T_{42}\right) e^{2} / h=$ $e^{2} / h$, analogous to Haldane's model for the integer quantum Hall effect with parity anomaly [5]. The quantized Hall conductance $G_{x y}$ reveals that the topologically invariant Chern number of this state is equal to one. Thus, this is a disorder-induced quantum anomalous Hall effect.

A noncommutative Chern number can be defined in disordered system. Prodan [6] did a series of calculation for the disordered system and found that the Chern number takes a quantized value $\pm 1$.

### 11.3 Topological Anderson Insulator

Now we are ready for topological Anderson insulator, which does not break the time reversal symmetry. The effective Hamiltonian for a clean bulk $\mathrm{HgTe} / \mathrm{CdTe}$ quantum well is given by Bernevig et al. [7]

$$
\mathcal{H}(k)=\left(\begin{array}{cc}
h(k) & 0  \tag{11.13}\\
0 & h^{*}(-k)
\end{array}\right),
$$

where $h(k)$ has the identical form of the $2 \times 2$ Hamiltonian for two-dimensional ferromagnet with spin-orbit coupling. This $4 \times 4$ model is a combination of $h(k)$ and $h^{*}(-k)$ which is the time reversal counterpart of $h(k)$. The model is equivalent to the two-dimensional modified Dirac model in Eq. (2.32) with an additional kinetic energy term $\epsilon(k)$. When $h(k)$ contributes a Hall conductance $e^{2} / h$, its time reversal counterpart $h^{*}(-k)$ will also contribute a quantum Hall conductance, but with an opposite sign, $-e^{2} / h$. As a result, the total Hall conductance in this system is always equal to zero. Both $h(k)$ and $h^{*}(-k)$ produce a chiral edge state: electrons in one edge state of $h(k)$ are moving in one direction, and electrons in another edge state are moving in opposite direction. The electron spins in the two states are connected by the time reversal operation and must be antiparallel. Therefore, this is a quantum spin Hall effect in $\mathcal{H}(k)$.


Fig. 11.3 Conductance of disordered strips of $\mathrm{HgTe} / \mathrm{CdTe}$ quantum wells. The upper panels (a)(c) show results for an quantum well "inverted" with $M=-10 \mathrm{meV}$, and the lower panels (d)-(f) for a "normal" quantum well with $M=1 \mathrm{meV}$. (a) The conductance $G$ as a function of disorder strength $W$ at three values of Fermi energy. The error bars show standard deviation of the conductance for 1,000 samples. (b) Band structure calculated with the tight-binding model. Its vertical scale (energy) is same as in (c) and the horizontal lines correspond to the values of Fermi energy considered in (a). (c) Phase diagram showing the conductance $G$ as a function of both disorder strength $W$ and Fermi energy $E_{f}$. The panels (d)-(f) are same as (a)-(c), but for $M>0$. The TAI phase regime is labeled. In all figures, the strip width $L_{y}$ is set to 500 nm ; the length $L_{x}$ is $5,000 \mathrm{~nm}$ in (a) and (d) and 2,000 nm in (c) and (f) (Adapted from [2])

The calculated behavior conforms to the qualitative expectation for certain situations. For Fermi level in the lower band, for both $M<0$ and $M>0$, an ordinary Anderson insulator results when the clean limit metal is disordered (green lines in Fig. 11.3a, d). The conductance in this case decays to zero at disorder strength around 100 meV , which is about five times of the conventional hopping energy between nearest neighboring sites $t=-D / a^{2} \approx 20.5 \mathrm{meV}$, and much larger than the clean-limit bulk band gap $E_{g}=2|M|=20 \mathrm{meV}$. Here $a=5$ nm is the lattice spacing of the tight binding model. The topological insulator (red line in Fig. 11.3a) is robust and requires a strong disorder before it eventually yields to a localized state. This is expected as a result of the absence of backscattering in a topological insulator when time reversal symmetry is preserved [8].

The most surprising aspect revealed by our calculations is the appearance of anomalous conductance plateaus at large disorder for situations when the clean limit system is a metal without preexisting edge states. See, for example, the blue lines in Fig. 11.3a $(M<0)$ and Fig. 11.3d $(M>0)$. The anomalous plateau is formed after
the usual metal-insulator transition in such a system. The conductance fluctuations (the error bar in Fig. 11.3a, d) are vanishingly small on the plateaus; at the same time the Fano factor drops to nearly zero indicating the onset of dissipationless transport in this system, even though the disorder strength in this scenario can be as large as several 100 meV . This state is termed topological Anderson insulator. The quantized conductance cannot be attributed to the relative robustness of edge states against disorder, because it occurs for cases in which no edge states exist in the clean limit. The irrelevance of the clean limit edge states to this physics is further evidenced from the fact that no anomalous disorder-induced plateaus are seen for the clean limit metal for which bulk and edge states coexist; those exhibit a direct transition into an ordinary Anderson insulator.

The nature of topological Anderson insulator is further clarified by the phase diagrams shown in Fig. 11.3c for $M<0$ and in Fig. 11.3f for $M>0$. For $M<0$, the quantized conductance region (green area) of the topological Anderson insulator in the upper band is connected continuously with the quantized conductance area of the topological insulator phase of the clean-limit. One cannot distinguish between these two phases by the conductance value. When $M>0$, however, the anomalous conductance plateau occurs in the highlighted green island labeled TAI (topological Anderson insulator), surrounded by an ordinary Anderson insulator. No plateau is seen for energies in the gap, where a trivial insulator is expected. The topology of the topological Anderson insulator and the absence of preexisting edge states in the clean limit demonstrate that the topological Anderson insulator owes its existence fundamentally to disorder.

The existence of topological Anderson insulator has been confirmed by several independent groups. As a new type of topological insulator, topological Anderson insulator exists even in three dimensions [9]. To confirm the genuine threedimensional nature of the topological Anderson insulator, Guo et al. probed for the Witten effect in their three-dimensional model. According to Witten, a magnetic monopole in a media could bind electric charge $-e\left(n+\frac{1}{2}\right)$ with an integer $n$. They found that a half charge is bound to a monopole in three-dimensional topological Anderson insulator by numerical calculation.

### 11.4 Effective Medium Theory for Topological Anderson Insulator

Groth et al. [10] proposed an effective medium theory to explain the disorderinduced transition from a conventional metal to a topological Anderson insulator. Consider a scalar short-ranged potential for the disorder: $V(\mathbf{r})=V_{0} \sum_{i} \delta\left(\mathbf{r}-\mathbf{R}_{i}\right)$, where $V_{0}$ is the strength of disorder. The retarded Green's function can be written as

$$
\begin{equation*}
G^{R}\left(k, E, \Sigma^{R}\right)=\left(E-h(k)-\Sigma^{R}\right)^{-1} . \tag{11.14}
\end{equation*}
$$

Here the self-energy $\Sigma^{R}$ is defined by

$$
\begin{equation*}
\left(E_{F}-h(k)-\Sigma^{R}\right)^{-1}=\left\langle\frac{1}{E_{F}-h(k)-V(r)}\right\rangle \tag{11.15}
\end{equation*}
$$

with $\langle\cdots\rangle$ the disorder average. The self-energy can be expanded in terms of the Pauli matrices: $\Sigma^{R}=\sum_{i=0, x, y, z} \Sigma_{i} \sigma_{i}$. Thus, in the effective Hamiltonian, $H_{\text {eff }}=$ $h(k)+\Sigma^{R}$, the renormalized parameters are given by

$$
\begin{align*}
& \tilde{M}=M+\lim _{k \rightarrow 0} \operatorname{Re} \Sigma_{z}  \tag{11.16a}\\
& \tilde{E}_{F}=E_{F}-\lim _{k \rightarrow 0} \operatorname{Re} \Sigma_{0} \tag{11.16b}
\end{align*}
$$

The phase boundary of the topological Anderson insulator is at $\tilde{M}=0$, while the Fermi level enters the negative band gap when $\tilde{E}_{F}=-\tilde{M}$. In the Born approximation, the self-energy is given by the integral equation

$$
\begin{equation*}
\Sigma^{R}=\frac{1}{12}\left(\frac{a}{2 \pi}\right)^{2} V_{0}^{2} \int_{B Z} \frac{d \mathbf{k}}{(2 \pi)^{2}} G^{R}\left(k, E_{F}+i 0^{+}, \Sigma^{R}\right) \tag{11.17}
\end{equation*}
$$

where the integral runs over the first Brillouin zone (BZ).
An approximate solution can be derived in a closed form:

$$
\begin{align*}
& \tilde{M}=M+\frac{V_{0}^{2} a^{2}}{48 \pi \hbar^{2}} \frac{B}{B^{2}-D^{2}} \ln \left|\frac{B^{2}-D^{2}}{E_{F}^{2}-M^{2}}\left(\frac{\pi \hbar}{a}\right)^{2}\right|  \tag{11.18a}\\
& \tilde{E}_{F}=E_{F}+\frac{V_{0}^{2} a^{2}}{48 \pi \hbar^{2}} \frac{D}{B^{2}-D^{2}} \ln \left|\frac{B^{2}-D^{2}}{E_{F}^{2}-M^{2}}\left(\frac{\pi \hbar}{a}\right)^{2}\right| \tag{11.18b}
\end{align*}
$$

In the clean limit, if $M$ and $B$ have different signs, say $B>0$ but $M<0$, the system is a conventional metal. The modification of $\delta M=\tilde{M}-M$ is positive provided $B^{2}>D^{2}$ which is the condition for the gap opening between the conduction and valence bands. This will change a negative $M$ into a positive $\tilde{M}$, leading to a quantum phase transition.

This theory describes very well the transition from a metal into topological Anderson insulator in a weak disorder, but fails to predict the transition from topological Anderson insulator to Anderson insulator in an even stronger disorder.

### 11.5 Band Gap or Mobility Gap

The edge or surface states in topological Anderson insulator are expected to be protected by the mobility gap instead of the band gap as in topological (band) insulator. In this section, by doing statistics on the local density of states (DOS),
a function of energy, it is possible to identify which states are localized and which states are extended. The kernel polynomial method is a powerful method for evaluating spectrum properties [11-13].

There are two distinct average DOS in a disordered calculation. The average DOS is defined as the algebraic average of the local DOS,

$$
\begin{equation*}
\rho_{\mathrm{av}}=\left\langle\rho_{i}(E)\right\rangle ; \tag{11.19}
\end{equation*}
$$

the typical DOS is defined as the geometric average of the local DOS,

$$
\begin{equation*}
\rho_{\mathrm{typ}}=\exp \left[\left\langle\ln \left(\rho_{i}(E)\right)\right\rangle\right] . \tag{11.20}
\end{equation*}
$$

When electron states are extended, the DOS distribution is almost uniform in the space, and thus, there should be not much difference between the two definitions. However, when electron states are localized, the DOS is high near some sites, but almost vanishes on the others. Thus, we expect significant ratio between the two types of DOS [14].

We can take a lattice sample of periodic boundary condition on both $x$ - and $y$ direction (i.e., a torus) and do the statistics of Eqs. (11.19) and (11.20). The upper block of the Hamiltonian in Eq. (11.13) is used, and we take $A=B=1, C=D=$ 0 such that the electron-hole symmetry is recovered. $M=0.2$ such that the system is initially a trivial band insulator. The result is plotted in Fig. 11.4 with increasing disorder strength from Fig. 11.4a-e.

The mass renormalization phenomenon proposed by Groth et al. [10] is confirmed in the weak disorder regime, where initially a band gap in Fig. 11.4a is clearly seen but is gradually closed in Fig. 11.4b as the disorder increases. As is seen from the ratio $\rho_{\mathrm{typ}} / \rho_{\mathrm{av}}$, at the strong disorder regime, we can observe two extended states at $E= \pm 1$ in Fig. 11.4c, which indicates that the system is topologically nontrivial. It is noted that no band gap opens again for a stronger disorder while the mobility gap opens to separate the two extended states. As the disorder further increases, these two extended states move toward each other and finally collide and disappear in Fig. 11.4d. Finally, all the states become localized. This phenomenon can be identified as the levitation and pair annihilation. Levitation and pair annihilation is the hallmark of any extended states carrying topological numbers. Such states are stable against disorder until those with opposite topological numbers collide with each other and become trivial when disorder strength is increased. In the disorderinduced nontrivial Hamiltonian $h(k)$, there exist the gapless edge states between the two extended states, which is the origin of topological Anderson insulator.

### 11.6 Summary

Topological Anderson insulator is distinct from the conventional topological insulator, or topological band insulator. We find that there exists a mobility gap instead of the band gap in the system. From the point of view of time reversal symmetry,


Fig. 11.4 Averaged DOS $\rho_{\mathrm{av}}$ (blue line), typical DOS $\rho_{\mathrm{typ}}$ (black line), and the ratio between the two $\rho_{\mathrm{typ}} / \rho_{\mathrm{av}}$ (red line) as a function of the Fermi level. From (a)-(e), the disorder strength increases. (a) The band gap opens. (b) The band gap closes. (c) The mobility gap opens and the band gap disappears. (d) Either the band gap or the mobility gap closes. (e) The averaged DOS becomes flat in the strong disorder limit
both phases can be described by the $\mathrm{Z}_{2}$ index, and belong to the same topological class. However, the disorder breaks the translational invariance. They are distinct if electrons in the bulk are localized or not.
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## Chapter 12 <br> Summary: Symmetry and Topological Classification


#### Abstract

For noninteracting electron systems, symmetry classification has already exhausted all possible topological insulators and superconductors: each dimension has five possible topological phases.


Keywords Topological classification - Symmetry class - Time reversal symmetry • Particle-hole symmetry

### 12.1 Ten Symmetry Classes for Noninteracting Fermion Systems

Following Altland and Zirnbauer [1, 2], all possible symmetry classes of random matrix, which can be interpreted as Hamiltonian of some non-interacting fermionic systems, can be systematically enumerated: there are ten symmetry classes in total. All classes are sets of Hamiltonian with specific transformation properties under some discrete symmetries.

Consider a general system of noninteracting fermions, which is described by a second quantized Hamiltonian,

$$
\begin{equation*}
H=\sum_{A, B} \psi_{A}^{\dagger} H_{A, B} \psi_{B}, \tag{12.1}
\end{equation*}
$$

where $\psi_{A}^{\dagger}$ and $\psi_{B}$ are the creation and annihilation operators of fermions and satisfy the relation

$$
\begin{equation*}
\left\{\psi_{A}^{\dagger}, \psi_{B}\right\}=\delta_{A, B} \tag{12.2}
\end{equation*}
$$

The subscripts $A$ and $B$ can be collective indices. For example, for a system of electrons on a lattice, they are $A=(i, \sigma)$, which represent the electron with spin $\sigma$ on the lattice site $i$. In this case, $H_{A, B}$ is a square matrix. The symmetries of the

Table 12.1 Ten symmetry classes following the random matrix ensembles [3]

| Symmetry classes | Discrete symmetry relation |
| :--- | :--- |
| A | $H=H^{\dagger}$ |
| AI | $\epsilon_{c}=+1 ; \eta_{c}=+1$ |
| AII | $\epsilon_{c}=+1 ; \eta_{c}=-1$ |
| C | $\epsilon_{c}=-1 ; \eta_{c}=-1$ |
| D | $\epsilon_{c}=-1 ; \eta_{c}=+1$ |
| AIII | $P^{2}=1$ |
| DI | $P^{2}=1 ; \epsilon_{c}= \pm 1 ; \eta_{c}=+1 ; P C P^{T}=C$ |
| CII | $P^{2}=1 ; \epsilon_{c}= \pm 1 ; \eta_{c}=-1 ; P C P^{T}=C$ |
| CI | $P^{2}=1 ; \epsilon_{c}= \pm 1 ; \eta_{c}= \pm 1 ; P C P^{T}=-C$ |
| DIII | $P^{2}=1 ; \epsilon_{c}=\mp 1 ; \eta_{c}= \pm 1 ; P C P^{T}=-C$ |

Hamiltonian mean that the Hamiltonian $H$ is related to $-H$, its transpose $H^{T}$, and its complex conjugation $H^{*}$, respectively. We demand that these transformations are implemented by unitary transformation and that their actions on the Hamiltonian square to one. Hence, we consider the following transformations:
$P$ symmetry: $\quad H=-P H P^{-1}$ where $P P^{\dagger}=P^{2}=1$
$C$ symmetry: $\quad H=\epsilon_{c} C H^{T} C^{-1}$ where $C C^{\dagger}=1$ and $C^{T}=\eta_{c} C\left(\epsilon_{c}= \pm 1\right.$ and $\left.\eta_{c}= \pm 1\right)$
$K$ symmetry: $\quad H=\epsilon_{k} K H^{*} K^{-1}$ where $K K^{\dagger}=1$ and $K^{T}=\eta_{k} K\left(\epsilon_{k}= \pm 1\right.$ and $\left.\eta_{k}= \pm 1\right)$

Type $P$ symmetry is commonly referred to as chirality symmetry, $C$ expresses as the particle-hole symmetry, and $K$ time reversal symmetry. For Hermitian Hamiltonians, $H=H^{\dagger}=\left(H^{*}\right)^{T}$. Thus, $H^{T}=H^{*}$, and $C$ and $K$ are identical. We shall only talk about $C$ symmetry, where $\epsilon_{c}=+1$ will be interpreted as time reversal symmetry and $\epsilon_{c}=-1$ will be referred to as particle-hole symmetry.

An ensemble of Hamiltonian without any constraint other than being Hermitian is called the unitary symmetry class (A class). If the Hamiltonian possesses $P$ symmetry, it is called the chiral unitary classes (AIII class). For $C$ symmetry, we have four classes of $\epsilon_{c}= \pm 1$ and $\eta_{c}= \pm 1$. If the Hamiltonian possesses both $P$ and $C$ symmetries, then it automatically has another $C$-type symmetry $C^{\prime}$ :

$$
\begin{equation*}
H=\epsilon_{c}^{\prime} C^{\prime} H C^{\prime-1} \tag{12.3}
\end{equation*}
$$

where $C^{\prime}=P C$ and $\epsilon_{c}^{\prime}=-\epsilon_{c}$. Since $C^{\prime}$ can be interpreted as a time reversal symmetry if $\epsilon_{c}=-1$ or a particle-hole symmetry if $\epsilon_{c}=+1$, the classes with both $P$ and $C$ symmetries thus automatically have chirality, time reversal, and particlehole symmetry. As a result, we have ten symmetry classes related to $P$ and $C$ symmetries as listed in Table 12.1.

Alternatively, the system can also be classified according to time reversal symmetry (TRS) $\Theta$ and the particle-hole symmetry (PHS) $\Upsilon$ [4]. TRS $\Theta$ can be
represented by an anti-unitary operator on a Hilbert space, which is written as product of complex conjugate operator $K$ and unitary operator $C, \Theta=K C$,

$$
\begin{equation*}
\Theta H \Theta^{-1}=H, \tag{12.4}
\end{equation*}
$$

or the system is invariant under time reversal symmetry if and only if the complex conjugation of the Hamiltonian is equal to itself up to a unitary operator

$$
\begin{equation*}
\Theta: \mathbf{C}^{\dagger} H_{A, B}^{*} \mathbf{C}=+H_{A, B} \tag{12.5}
\end{equation*}
$$

Thus, for time reversal symmetry, the Hamiltonian can be (i) not time reversal invariant, in which we take $t=0$; (ii) time reversal invariant, but the square of the time reversal operator is $+1, \Theta^{2}=1$, in which we take $t=1$, for example, a spinless or integer spin system; and (iii) time reversal invariant, but the square of the time reversal operator is equal to $-1, \Theta^{2}=-1$, in which we take $t=-1$. For example, a half-odd-integer spin system. So totally it has three possible cases, $t=0,+1$, and -1 .

Particle-hole symmetry (PHS) $\Upsilon$ can be expressed in terms of $H$ :

$$
\begin{equation*}
\Upsilon H \Upsilon^{-1}=-H, \tag{12.6}
\end{equation*}
$$

where $\Upsilon=K V$ or the system is invariant under time reversal symmetry if and only if the complex conjugation of the Hamiltonian is equal to a minus itself up to a unitary operator $V$,

$$
\begin{equation*}
\Upsilon: V^{\dagger} H_{A, B}^{*} V=-H_{A, B} \tag{12.7}
\end{equation*}
$$

Thus, for a particle-hole symmetry, the Hamiltonian can be (i) not particle-hole invariant, in which we take $v=0$; (ii) particle-hole invariant, but the square of the particle-hole operator is $+1, \Upsilon^{2}=1$, in which we take $v=1$; and (iii) particle-hole invariant, but the square of the particle-hole operator is equal to $-1, \Upsilon^{2}=-1$, in which we take $v=-1$. So totally it has three possible cases, $v=0,+1$, and -1 .

Thus, there are at least $3 \times 3$ possible ways for a Hamiltonian to respond to time reversal and particle-hole operation. In addition, the product of TRS and PHS gives SLS $=$ TRS $\times$ PHS, often referred to as sublattice or chiral symmetry. The assignment $(\mathrm{TRS}, \mathrm{PHS})=(0,0)$ allows SLS to be either present $(\mathrm{SLS}=1)$ or absent ( $\mathrm{SLS}=0$ ). Therefore, one obtains ten symmetry classes by combining time reversal symmetry and particle-hole symmetry together.

### 12.2 Physical Systems and the Symmetry Classes

### 12.2.1 Standard (Wigner-Dyson) Classes

Class A: The Hamiltonian which possesses neither time reversal symmetry nor the particle-hole symmetry belongs to the unitary symmetry class, that is, class A. For example, a two-dimensional electron gas in an external magnetic field.

Class AI: The Hamiltonian of integer spin or spinless particles which possesses time reversal symmetry belongs to the orthogonal symmetry. In this case, $\Theta^{2}=$ +1 and

$$
\begin{equation*}
H^{T}=H . \tag{12.8}
\end{equation*}
$$

Class AII: The Hamiltonian of spin- $\frac{1}{2}$ particles which possesses time reversal symmetry belongs to the symplectic symmetry. In this case, $\Theta^{2}=-1$. For example, an electron system with spin-orbit coupling

$$
\begin{equation*}
i \sigma_{y} H^{T}\left(-i \sigma_{y}\right)=H . \tag{12.9}
\end{equation*}
$$

### 12.2.2 Chiral Classes

Symmetry classes of Hamiltonian possessing a P-type symmetry are conventionally called chiral symmetry. In complete analog with the standard (Wigner-Dyson) classes, there are three types of chiral symmetries:
Class AIII: The ensemble of chiral Hamiltonian without any other constraint is called chiral unitary class.
Class CII: The ensemble of chiral Hamiltonian with time reversal symmetry and $\Theta^{2}=-1$ is called chiral symplectic class.
Class DI: The ensemble of chiral Hamiltonian with time reversal symmetry and $\Theta^{2}=+1$ is called chiral orthogonal class.

### 12.2.3 Bogoliubov-de Gennes (BdG) Classes

We consider a general form of a Bogoliubov-de Gennes Hamiltonian,

$$
H=\frac{1}{2}\left(c^{\dagger}, c\right)\left(\begin{array}{cc}
\Xi & \Delta  \tag{12.10}\\
-\Delta^{*} & -\Xi^{T}
\end{array}\right)\binom{c}{c^{\dagger}}
$$

where $\Xi=\Xi^{\dagger}$ as required by the Hermiticity of the Hamiltonian $H^{\dagger}=H$ and $\Delta=-\Delta^{T}$ for Fermi statistics. $c$ can be for either spinless fermions or spin- $\frac{1}{2}$ electron $c=\left(c_{\uparrow}, c_{\downarrow}\right)$.

BdG Hamiltonian can be classified into four subclasses: C and CI are primarily relevant to spin-singlet superconductor, while D and DIII are primarily relevant to spin-triplet superconductor.
Class D: $\quad t_{x} H^{T} t_{x}=-H$ such as $p \pm i p$ wave pairing superconductor

$$
H=\frac{1}{2} \sum_{k}\left(c_{k}^{\dagger}, c_{-k}\right)\left(\begin{array}{cc}
\epsilon_{k}-\mu & \Delta_{0}\left(k_{x} \pm i k_{y}\right)  \tag{12.11}\\
\Delta_{0}\left(k_{x} \mp i k_{y}\right) & -\epsilon_{k}+\mu
\end{array}\right)\binom{c_{k}}{c_{-k}^{\dagger}} .
$$

Class DIII: $\quad t_{x} H^{T} t_{x}=-H$ and $i s_{y} H^{T}\left(-i s_{y}\right)=H$ such as superposition of $p+i p$ and $p-i p$ wave pairing superconductor
Class C: $\quad r_{y} H^{T} r_{y}=-H$ such as $d \pm i d$ wave pairing superconductor
Class CI: $\quad H^{*}=H$ such as $d_{x^{2}-y^{2}}$ or $d_{x y}$ wave pairing superconductor
Note that $t_{\alpha}, s_{\alpha}$, and $\tau_{\alpha}$ are all the Pauli matrices.

### 12.3 Characterization in the Bulk

Following Schnyder et al. [4], we discuss the bulk characteristics of topological insulator based on the spectral projection operator. In the presence of translational invariance, the ground states of noninteracting fermion systems can be constructed as a filled Fermi sea in the first Brillouin zone. From the eigenvalue equation in the band theory,

$$
\begin{equation*}
H(k)\left|u_{n}(k)\right\rangle=E_{n}(k)\left|u_{n}(k)\right\rangle, \tag{12.12}
\end{equation*}
$$

the projection operator onto the filled Bloch states at a fixed $k$ is defined as

$$
\begin{equation*}
P(k)=\sum_{n \in \text { filled }}\left|u_{n}(k)\right\rangle\left\langle u_{n}(k)\right| . \tag{12.13}
\end{equation*}
$$

Then it is convenient to define

$$
\begin{equation*}
Q(k)=2 P(k)-1 \tag{12.14}
\end{equation*}
$$

which satisfies the relation

$$
\begin{equation*}
Q^{2}=1, Q^{\dagger}=Q \tag{12.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr} Q=m-n \tag{12.16}
\end{equation*}
$$

where $m$ is the number of the filled states and $n$ is the number of empty states. Depending on the symmetry class, additional condition may be imposed on $Q$. Without any such further conditions, the projector takes values in the so-called Grassmannian $G_{m, m+n}(C)$ : the set of eigenvectors as a unitary matrix, a member of $U(m+n)$. Once we consider a projection onto the filled Bloch states, we have a gauge symmetry $U(m)$. Similarly we have $U(n)$ for empty Bloch states. Thus, each projector is described by an element of the coset

$$
\begin{equation*}
U(m+n) /[U(m) \times U(n)] \simeq G_{m, m+n}(C) \simeq G_{n, m+n}(C) \tag{12.17}
\end{equation*}
$$

Since

$$
Q(k)\left|u_{n}(k)\right\rangle=\left\{\begin{array}{l}
+\left|u_{n}(k)\right\rangle \text { if } \mathrm{n} \text { is filled, }  \tag{12.18}\\
-\left|u_{n}(k)\right\rangle \text { if } \mathrm{n} \text { is empty }
\end{array}\right.
$$

Table 12.2 Ten symmetry classes of single-particle Hamiltonian and possible topologically nontrivial ground state characterized by Z and $\mathrm{Z}_{2}$ invariant. Z represents the group of an integer, and $Z_{2}$ represents the group of $(0,1)$ or $(-1,+1)$ (Adapted from [4])

|  |  | TRS | PHS | SLS | $d=1$ | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Standard | A (unitary) | 0 | 0 | 0 | - | Z | - |
|  | AI (orthogonal) | +1 | 0 | 0 | - | - | - |
|  | AII (symplectic) | -1 | 0 | 0 | - | $\mathrm{Z}_{2}$ | $\mathrm{Z}_{2}$ |
|  | AIII (unitary) | 0 | 0 | 1 | Z | - | Z |
|  | BdG | BDI (orthogonal) | +1 | +1 | 1 | Z | - |
|  | CII (symplectic) | -1 | -1 | 1 | Z | - | $\mathrm{Z}_{2}$ |
|  | D | 0 | +1 | 0 | $\mathrm{Z}_{2}$ | Z | - |
|  | C | 0 | -1 | 0 | - | Z | - |
|  | DIII | -1 | +1 | 1 | $\mathrm{Z}_{2}$ | $\mathrm{Z}_{2}$ | Z |
|  | CI | +1 | -1 | 1 | - | - | Z |

an element of $G_{m, m+n}(C)$ can be written as

$$
\begin{equation*}
Q=U \Lambda U^{\dagger}, \Lambda=\operatorname{diag}\left(1_{m},-1_{n}\right), \tag{12.19}
\end{equation*}
$$

and $U \in U(m+n)$. Imposing additional symmetry will prohibit certain type of maps from Brillouin zone to the space of projectors.

### 12.4 Five Types in Each Dimension

An element of the set of projectors within a given symmetry cannot be continuously deformed into any others without closing the energy gap between two bands, which is related to the homotopy group of the topological space of projectors. For example, the two-dimensional homotopy group is $\pi_{2}\left[G_{m, m+n}(C)\right]=Z$, implying that the projectors are classified by an integer or the Chern number. Possible topologically nontrivial phases with discrete symmetries are listed in Table 12.2.

### 12.5 Conclusion

Topological classification has exhausted all possible topological insulators and superconductors. The topological phases exist from one dimension to three dimensions and from insulators to superconductors. Some materials have been known for a long time. The topological properties of some materials were only acknowledged in recent years.

As a conclusion of this book, we can say that
each topological insulator or superconductor is governed by one modified Dirac equation.

### 12.6 Further Reading
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- S. Ryu, A.P. Schnyder, A. Furusaki, A.W.W. Ludwig, Topological insulators and superconductors: ten-fold way and dimensionality hierarchy. New J. Phys. 12, 065010 (2010)
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## Appendix A <br> Derivation of Two Formulae

## A. 1 Quantization of the Hall Conductance

In this section, we present a proof that the Hall conductance is quantized to be $v e^{2} / h$ ( $v$ is an integer) in Eq. (4.51). For simplicity, we drop the band index first. From the definition of the Berry curvature, the Hall conductance is expressed as

$$
\begin{equation*}
\sigma_{x y}=\frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{x} \int_{0}^{2 \pi} d k_{y}\left[\nabla_{\mathbf{k}} \times \mathbf{A}\left(k_{x}, k_{y}\right)\right]_{z}, \tag{A.1}
\end{equation*}
$$

where the lattice constant is taken to be unit. Therefore, the conductance is determined by the Berry curvature integrated over the reduced Brillouin zone.

To evaluate the surface integral, the Stokes' theorem can be applied with the condition that the surface is simply connected. To this end, we illustrate the formation of the torus from a rectangle with the periodic boundary condition as shown in Fig. A.1. In this way, the surface integral can be reduced to a line integral around the first Brillouin zone,

$$
\begin{align*}
\sigma_{x y}= & \frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{x} \int_{0}^{2 \pi} d k_{y}\left[\partial_{k_{x}} \mathbf{A}_{y}\left(k_{x}, k_{y}\right)-\partial_{k_{y}} \mathbf{A}_{x}\left(k_{x}, k_{y}\right)\right] \\
= & \frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{y}\left[\mathbf{A}_{y}\left(2 \pi, k_{y}\right)-\mathbf{A}_{y}\left(0, k_{y}\right)\right] \\
& -\frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{x}\left[\mathbf{A}_{x}\left(k_{x}, 2 \pi\right)-\mathbf{A}_{x}\left(k_{x}, 0\right)\right] \tag{A.2}
\end{align*}
$$

Recalling that $\left|u\left(k_{x}, 0\right)\right\rangle$ and $\left|u\left(k_{x}, 2 \pi\right)\right\rangle$ actually represent the same physical state due to the periodicity in the reciprocal vector space, which can only differ by a phase factor, $\left|u\left(k_{x}, 2 \pi\right)\right\rangle=\exp \left[i \theta_{x}\left(k_{x}\right)\right]\left|u\left(k_{x}, 0\right)\right\rangle$, one has

Fig. A. 1 The equivalence of the first Brillouin zone and a torus: (a) A rectangle of the first Brillouin zone with periodic boundary conditions (b) the rectangle is rolled into a tube along the $k_{y}$ direction. (c) The tube is rolled into a torus along the $k_{x}$ direction. The four corners of the rectangle are actually the one point in the torus surface

b
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$$
\begin{align*}
\mathbf{A}_{x}\left(k_{x}, 2 \pi\right) & =\left\langle u\left(k_{x}, 2 \pi\right)\right| i \partial_{k_{x}}\left|u\left(k_{x}, 2 \pi\right)\right\rangle \\
& =-\partial_{k_{x}} \theta_{x}\left(k_{x}\right)+\mathbf{A}_{x}\left(k_{x}, 0\right) \tag{A.3}
\end{align*}
$$

Similarly, taking $\left|u\left(2 \pi, k_{y}\right)\right\rangle=\exp \left[i \theta_{y}\left(k_{y}\right)\right]\left|u\left(0, k_{y}\right)\right\rangle$, one obtains

$$
\begin{equation*}
\mathbf{A}_{y}\left(2 \pi, k_{y}\right)=-\partial_{k_{y}} \theta_{y}\left(k_{y}\right)+\mathbf{A}_{y}\left(0, k_{y}\right) \tag{A.4}
\end{equation*}
$$

$\theta_{x}\left(k_{x}\right)$ and $\theta_{y}\left(k_{y}\right)$ are smooth functions. Using these two relations, the integral is reduced to

$$
\begin{align*}
\sigma_{x y} & =\frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{y}\left[-\partial_{k_{y}} \theta_{y}\left(k_{y}\right)\right]+\frac{e^{2}}{h} \frac{1}{2 \pi} \int_{0}^{2 \pi} d k_{x}\left[\partial_{k_{x}} \theta_{x}\left(k_{x}\right)\right] \\
& =\frac{e^{2}}{h} \frac{1}{2 \pi}\left[\theta_{y}(0)-\theta_{y}(2 \pi)+\theta_{x}(2 \pi)-\theta_{x}(0)\right] \tag{A.5}
\end{align*}
$$

On the torus surface of the first Brillouin zone, the four wave states $|u(0,0)\rangle$, $|u(0,2 \pi)\rangle,|u(2 \pi, 0)\rangle$, and $|u(2 \pi, 2 \pi)\rangle$ actually represent the same states (see in Fig. A.1). Using the phase matching relations of these states,

$$
\begin{align*}
e^{i \theta_{x}(0)}|u(0,2 \pi)\rangle & =|u(0,0)\rangle  \tag{A.6a}\\
e^{i \theta_{x}(2 \pi)}|u(2 \pi, 2 \pi)\rangle & =|u(2 \pi, 0)\rangle \tag{A.6b}
\end{align*}
$$

$$
\begin{align*}
e^{i \theta_{y}(0)}|u(2 \pi, 0)\rangle & =|u(0,0)\rangle,  \tag{A.6c}\\
e^{i \theta_{y}(2 \pi)}|u(2 \pi, 2 \pi)\rangle & =|u(0,2 \pi)\rangle, \tag{A.6d}
\end{align*}
$$

one obtains

$$
\begin{equation*}
|u(0,0)\rangle=e^{i\left[\theta_{x}(0)+\theta_{y}(2 \pi)-\theta_{x}(2 \pi)-\theta_{y}(0)\right]}|u(0,0)\rangle . \tag{A.7}
\end{equation*}
$$

The single valuedness of $|u(0,0)\rangle$ requires that the exponent must be an integer multiple of $2 \pi$, that is,

$$
\begin{equation*}
\theta_{x}(0)+\theta_{y}(2 \pi)-\theta_{x}(2 \pi)-\theta_{y}(0)=2 \nu \pi \tag{A.8}
\end{equation*}
$$

with an integer $v$ (including 0 ). Therefore, the Hall conductance must be quantized when the band is fully filled. This integer $v$ is called Thouless-Kohmoto-Nightingale-Nijs (TKNN) number or the first Chern number, which characterizes the topological structure of the Bloch states $\left|u\left(k_{x}, k_{y}\right)\right\rangle$ in the parameter space $\left(k_{x}, k_{y}\right)$.

## A. 2 A Simple Formula for the Hall Conductance

A simple two-band model has a general form in terms of the Pauli matrices $\sigma_{\alpha}$,

$$
\begin{equation*}
H(\mathbf{k})=\epsilon(\mathbf{k})+\sum_{\alpha=1,2,3} d_{\alpha}(\mathbf{k}) \sigma_{\alpha} \tag{A.9}
\end{equation*}
$$

The energy spectra of the model are

$$
\begin{equation*}
E_{ \pm}(\mathbf{k})=\epsilon(\mathbf{k}) \pm d(\mathbf{k}) \tag{A.10}
\end{equation*}
$$

with $d(\mathbf{k})=\sqrt{\sum_{\alpha=1,2,3}\left|d_{\alpha}(\mathbf{k})\right|^{2}}$, and the corresponding eigenstates are

$$
\begin{align*}
& |\mathbf{k},+\rangle=\binom{\cos \frac{\theta}{2} \mathrm{e}^{-i \phi}}{\sin \frac{\theta}{2}},  \tag{A.11a}\\
& |\mathbf{k},-\rangle=\binom{\sin \frac{\theta}{2} \mathrm{e}^{-i \phi}}{-\cos \frac{\theta}{2}}, \tag{A.11b}
\end{align*}
$$

where $\theta=\arccos \frac{d_{z}(\mathbf{k})}{d(\mathbf{k})}$ and $\phi=\arctan \frac{d_{y}(\mathbf{k})}{d_{x}(\mathbf{k})}$.

In electric conduction, the conductivity $\sigma_{\alpha \beta}$ is defined as

$$
\begin{equation*}
J_{\alpha}(\mathbf{r}, t)=\sum_{\beta} \sigma_{\alpha \beta}(\mathbf{q}, \omega) \Xi_{\beta} \exp [i(\mathbf{q} \cdot \mathbf{r}-\omega t)] \tag{A.12}
\end{equation*}
$$

where $J_{\alpha}(\mathbf{r}, t)$ is the electric current and $\Xi_{\beta} \exp [i(\mathbf{q} \cdot \mathbf{r}-\omega t)]$ is the electric field. In the linear response theory, the Kubo formula for the Hall conductance gives

$$
\begin{equation*}
\sigma_{x y}(\mathbf{q}, \omega)=+\frac{i}{\omega} \Pi_{x y}(\mathbf{q}, \omega) \tag{A.13}
\end{equation*}
$$

with the retarded correlation function of the current operator $J_{x}(\mathbf{q}, t)$ and $J_{y}\left(\mathbf{q}, t^{\prime}\right)$

$$
\begin{equation*}
\Pi_{x y}(\mathbf{q}, \omega)=-\frac{i}{V} \int_{-\infty}^{+\infty} d t \theta\left(t-t^{\prime}\right) e^{i \omega\left(t-t^{\prime}\right)}\langle\psi|\left[J_{x}(\mathbf{q}, t), J_{y}\left(\mathbf{q}, t^{\prime}\right)\right]|\psi\rangle \tag{A.14}
\end{equation*}
$$

where $V$ is the volume of the system. The dc conductivity is obtained by taking the $\operatorname{limit} \mathbf{q} \rightarrow \mathbf{0}$ and then $\omega \rightarrow 0$,

$$
\begin{equation*}
\sigma_{x y}=\lim _{\omega \rightarrow 0} \lim _{q \rightarrow 0} \sigma_{x y}(\mathbf{q}, \omega) \tag{A.15}
\end{equation*}
$$

Usually the retarded correlation function can be calculated in the Matsubara formalism

$$
\begin{equation*}
\Pi_{x y}^{M}\left(i \omega_{\nu}\right)=\frac{1}{V} \frac{1}{\beta} \sum_{k, v^{\prime}} \operatorname{Tr}\left\{J_{x}(\mathbf{k}) G\left[\mathbf{k}, i\left(\omega_{\nu}+\omega_{\nu^{\prime}}\right)\right] J_{y}(k) G\left[\mathbf{k}, i \omega_{\nu^{\prime}}\right]\right\} \tag{A.16}
\end{equation*}
$$

with frequencies $\omega_{\nu}=2 \nu \pi / \beta$ and $\omega_{\nu^{\prime}}=\left(2 \nu^{\prime}+1\right) \pi / \beta\left(\beta=k_{B} T\right)$. The Matstubara-Green's function is given by

$$
\begin{align*}
G\left(\mathbf{k}, i \omega_{v}\right) & =\left[i \omega_{v}-H(\mathbf{k})\right]^{-1} \\
& \equiv \frac{P_{+}}{i \omega_{v}-E_{+}(\mathbf{k})}+\frac{P_{-}}{i \omega_{v}-E_{-}(\mathbf{k})} \tag{A.17}
\end{align*}
$$

with

$$
\begin{equation*}
P_{ \pm}=\frac{1}{2}\left[1 \pm \sum_{\alpha=1,2,3} \frac{d_{\alpha}(\mathbf{k}) \sigma_{\alpha}}{d}\right] \tag{A.18}
\end{equation*}
$$

Using the frequency summation over $i \omega_{\nu^{\prime}}$,

$$
\begin{equation*}
\frac{1}{\beta} \sum_{\nu^{\prime}} \frac{1}{i\left(\omega_{\nu}+\omega_{\nu^{\prime}}\right)-E_{n}} \frac{1}{i \omega_{\nu^{\prime}}-E_{m}}=\frac{f_{\mathbf{k}, m}-f_{\mathbf{k}, n}}{i \omega_{\nu}+E_{m}(\mathbf{k})-E_{n}(\mathbf{k})}, \tag{A.19}
\end{equation*}
$$

where the Dirac-Fermi distribution function $f_{\mathbf{k}, n}=1 /\left\{1+\exp \left[\beta\left(E_{n}(\mathbf{k})-\mu\right)\right]\right\}$, one obtains

$$
\begin{equation*}
\Pi_{x y}^{\mathrm{M}}\left(\omega_{\nu}\right)=\frac{1}{V} \sum_{\mathbf{k}, n, n^{\prime}}\langle\mathbf{k}, n| J_{x}(\mathbf{k})\left|\mathbf{k}, n^{\prime}\right\rangle\left\langle\mathbf{k}, n^{\prime}\right| J_{y}(\mathbf{k})|\mathbf{k}, n\rangle \frac{f_{\mathbf{k}, n}-f_{\mathbf{k}, n^{\prime}}}{i \omega_{v}+E_{n}(\mathbf{k})-E_{n^{\prime}}(\mathbf{k})} \tag{A.20}
\end{equation*}
$$

Its analytical continuation to the retarded function is realized by replacing $i \omega_{n} \rightarrow$ $\hbar \omega+i \epsilon$,

$$
\begin{equation*}
\Pi_{x y}^{\mathrm{M}}\left(\omega_{v}\right) \rightarrow \Pi_{x y}^{\mathrm{R}}(\omega) \tag{A.21}
\end{equation*}
$$

Using l'Hôspital's rule,

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \frac{\operatorname{Im}\left(\Pi_{x y}^{R}(\omega)\right)}{\omega}=\operatorname{Im}\left(\frac{d \Pi_{x y}^{R}(\omega)}{d \omega}\right)_{\omega=0} \tag{A.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \frac{d}{\hbar d \omega}\left[\frac{1}{\hbar \omega+i \epsilon+E_{n}-E_{n^{\prime}}}\right]=-\frac{1}{\left(E_{n}-E_{n^{\prime}}\right)\left(E_{n}-E_{n^{\prime}}+i \epsilon\right)} \tag{A.23}
\end{equation*}
$$

the Kubo formula for the dc Hall conductivity can be written as

$$
\begin{equation*}
\sigma_{x y}=\frac{\hbar}{V} \lim _{\epsilon \rightarrow 0^{+}} \sum_{k, n \neq n^{\prime}} \frac{\left(f_{\mathbf{k}, n}-f_{\mathbf{k}, n^{\prime}}\right) \operatorname{Im}\left(\langle\mathbf{k}, n| J_{x}(\mathbf{k})\left|\mathbf{k}, n^{\prime}\right\rangle\left\langle\mathbf{k}, n^{\prime}\right| J_{y}(\mathbf{k})|\mathbf{k}, n\rangle\right)}{\left(E_{n}(\mathbf{k})-E_{n^{\prime}}(\mathbf{k})\right)\left(E_{n}(\mathbf{k})-E_{n^{\prime}}(\mathbf{k})+i \epsilon\right)} \tag{A.24}
\end{equation*}
$$

From the model in Eq. (A.9), the current operator $J_{i}(\mathbf{k})=-e v_{i}(\mathbf{k})$ is given by

$$
\begin{equation*}
J_{i}(\mathbf{k})=-\frac{e}{\hbar} \partial_{k_{i}} H(\mathbf{k})=-\frac{e}{\hbar}\left(\partial_{k_{i}} \epsilon(\mathbf{k})+\sum_{\alpha=1,2,3} \partial_{k_{i}} d_{\alpha}(\mathbf{k}) \sigma_{\alpha}\right) . \tag{A.25}
\end{equation*}
$$

For $n \neq n^{\prime}$, one has

$$
\begin{equation*}
\langle\mathbf{k}, n| J_{i}(\mathbf{k})\left|\mathbf{k}, n^{\prime}\right\rangle=-\frac{e}{\hbar} \sum_{\alpha=1,2,3} \partial_{k_{i}} d_{\alpha}(\mathbf{k})\langle\mathbf{k}, n| \sigma_{\alpha}\left|\mathbf{k}, n^{\prime}\right\rangle . \tag{A.26}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\operatorname{Im}\left(\langle\mathbf{k}, n| \sigma_{\alpha}|\mathbf{k},-n\rangle\langle\mathbf{k},-n| \sigma_{\beta}|\mathbf{k}, n\rangle\right)=n \epsilon_{\alpha \beta \gamma} \frac{d_{\gamma}(\mathbf{k})}{d(\mathbf{k})} . \tag{A.27}
\end{equation*}
$$

We limit our discussion in the case that two levels do not cross in the whole momentum space such that $\epsilon \rightarrow 0^{+}$can be taken before the integral of $\mathbf{k}$. Thus, the conductance can be expressed as

$$
\begin{equation*}
\sigma_{x y}=\frac{1}{2 \Omega} \frac{e^{2}}{\hbar} \sum_{k} \epsilon_{\alpha \beta \gamma} \frac{\left[\partial_{k_{x}} d_{\alpha}(\mathbf{k})\right]\left[\partial_{k_{y}} d_{\beta}(\mathbf{k})\right] d_{\gamma}(\mathbf{k})}{d^{3}(\mathbf{k})}\left(f_{\mathbf{k},+}-f_{\mathbf{k},-}\right) \tag{A.28}
\end{equation*}
$$

If there exists an energy gap between the upper and lower bands, and the lower band is fully filled, that is, $E_{\mathbf{k},-}<\mu<E_{\mathbf{k},+}$, then $f_{\mathbf{k},+}=0$ and $f_{\mathbf{k},-}=1$ at zero temperature. The Hall conductance has the form

$$
\begin{equation*}
\sigma_{x y}=-\frac{e^{2}}{h} \frac{1}{4 \pi} \int d k_{x} d k_{y} \frac{\left(\partial_{k_{x}} \mathbf{d}(\mathbf{k}) \times \partial_{k_{y}} \mathbf{d}(\mathbf{k})\right) \cdot \mathbf{d}(\mathbf{k})}{d^{3}(\mathbf{k})} \tag{A.29}
\end{equation*}
$$

## Appendix B Time Reversal Symmetry

Time reversal symmetry is the invariance of physical laws under time reversal transformation. The terminology was first introduced by E. Wigner in 1932.

## B. 1 Classical Cases

Let us first look at the classical case: a motion of particle subjected to a certain force. Its trajectory is given by the Newtonian equation of motion,

$$
\begin{equation*}
m \frac{\mathrm{~d}^{2} \mathbf{r}}{\mathrm{~d} t^{2}}=-\nabla V(r) \tag{B.1}
\end{equation*}
$$

If $\mathbf{r}(t)$ is the solution of the equation, then $\mathbf{r}(-t)$ is also the solution of the equation. In another words, when we make a transformation $t \rightarrow-t$, the Newtonian equation of motion keeps unchanged. Of course we should notice the change of the boundary condition or initial conditions for the problem.

Maxwell's equations and the Lorentz force $\mathbf{F}=-e(\mathbf{E}+\mathbf{v} \times \mathbf{B})$ are invariant under the time reversal provided that

$$
\begin{align*}
\mathbf{v} & \rightarrow-\mathbf{v}, \mathbf{j} \rightarrow-\mathbf{j}, \rho \rightarrow \rho,  \tag{B.2}\\
\mathbf{B} & \rightarrow-\mathbf{B}, \mathbf{E} \rightarrow \mathbf{E} . \tag{B.3}
\end{align*}
$$

Maxwell's equations are

$$
\begin{align*}
& \nabla \cdot \mathbf{D}=\rho, \nabla \times \mathbf{E}+\frac{\partial \mathbf{B}}{\partial t}=0  \tag{B.4a}\\
& \nabla \cdot \mathbf{B}=0, \nabla \times \mathbf{H}-\frac{\partial \mathbf{D}}{\partial t}=I \tag{B.4b}
\end{align*}
$$

where $\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P}$ and $\mathbf{H}=\mathbf{B} / \mu_{0}-\mathbf{M}$. Therefore, a magnetic field changes a sign, and an electric field remains unchanged under time reversal.

In quantum mechanics, the Schrödinger equation is written as

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(\mathbf{x}, t)}{\partial t}=\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V\right) \Psi(\mathbf{x}, t) \tag{B.5}
\end{equation*}
$$

in which the Hamiltonian at the right-hand side is invariant under the time reversal. If $\Psi(\mathbf{x}, t)$ is a solution of the equation, $\Psi(\mathbf{x},-t)$ is not a solution of the equation because of the first-order time derivative and the imaginary sign at the left-hand side. However, $\Psi^{*}(\mathbf{x},-t)$ is a solution. One can check it by using the solution of a free particle, $\Psi(\mathbf{x}, t)=c e^{i(\mathbf{p} \cdot \mathbf{x}-E t) / \hbar}$. The $\Psi(\mathbf{x},-t)=c e^{i(\mathbf{p} \cdot \mathbf{x}+E t) / \hbar}$ is also a solution of the Schrödinger equation. However, the momentum is still $\mathbf{p}$, not $-\mathbf{p}$.

Definition. The transformation $\theta$

$$
\begin{equation*}
|\alpha\rangle \rightarrow|\tilde{\alpha}\rangle=\theta|\alpha\rangle,|\beta\rangle \rightarrow|\tilde{\beta}\rangle=\theta|\beta\rangle \tag{B.6}
\end{equation*}
$$

is said to be anti-unitary if

$$
\begin{align*}
\langle\tilde{\beta} \mid \tilde{\alpha}\rangle & =\langle\beta \mid \alpha\rangle^{*}  \tag{B.7a}\\
\theta\left(c_{1}|\alpha\rangle+c_{2}|\beta\rangle\right) & =c_{1}^{*} \theta|\alpha\rangle+c_{2}^{*} \theta|\beta\rangle \tag{B.7b}
\end{align*}
$$

In this case, the operator $\theta$ is an anti-unitary operator. Usually an anti-unitary operator can be written as

$$
\begin{equation*}
\theta=U K \tag{B.8}
\end{equation*}
$$

where $U$ is a unitary operator and $K$ is the complex conjugation operator, which is defined as

$$
\begin{equation*}
K \varphi=\varphi^{*} K \tag{B.9}
\end{equation*}
$$

Here $\varphi$ can be either a function or an operator.

## B. 2 Time Reversal Operator $\Theta$

Let us denote the time reversal operator by $\Theta$. Consider

$$
\begin{equation*}
|\alpha\rangle \rightarrow \Theta|\alpha\rangle, \tag{B.10}
\end{equation*}
$$

where $\Theta|\alpha\rangle$ is the time-reversed state. More appropriately, $\Theta|\alpha\rangle$ should be called the motion-reversed state. For a momentum eigenstate $|\mathbf{p}\rangle, \Theta|\mathbf{p}\rangle$ should be $|-\mathbf{p}\rangle$ up to a possible phase factor. $\Theta$ is an anti-unitary operator. We can see this property from the Schrödinger equation of a time reversal invariant system,

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \Psi(\mathbf{x}, t)=H \Psi(\mathbf{x}, t) \tag{B.11}
\end{equation*}
$$

provided that $\Theta i \Theta^{-1}=-i$ and $\Theta \frac{\partial}{\partial t} \Theta^{-1}=\frac{\partial}{\partial(-t)}$. The transformed momentum operator $\mathbf{p}$, the position $\mathbf{x}$, and the angular momentum $\mathbf{J}$ are

$$
\begin{align*}
& \Theta \mathbf{p} \Theta^{-1}=-\mathbf{p}  \tag{B.12a}\\
& \Theta \mathbf{x} \Theta^{-1}=\mathbf{x}  \tag{B.12b}\\
& \Theta \mathbf{J} \Theta^{-1}=-\mathbf{J}(=\mathbf{x} \times \mathbf{p}) . \tag{B.12c}
\end{align*}
$$

Note that for $\mathbf{p}=-i \hbar \frac{\mathrm{~d}}{\mathrm{~d} x}, \Theta \mathbf{p} \Theta^{-1}=-\mathbf{p}$.
From the spherical harmonic $Y_{l}^{m}(\theta, \phi)$, one has

$$
\begin{equation*}
Y_{l}^{m}(\theta, \phi) \rightarrow\left(Y_{l}^{m}(\theta, \phi)\right)^{*}=(-1)^{m} Y_{l}^{-m}(\theta, \phi) . \tag{B.13}
\end{equation*}
$$

Therefore, the eigenstate $|l, m\rangle$ of the orbital angular momentum and its $z$-component has the relation

$$
\begin{equation*}
\Theta|l, m\rangle=(-1)^{m}|l,-m\rangle . \tag{B.14}
\end{equation*}
$$

## B. 3 Time Reversal for a Spin- $\frac{1}{2}$ System

Under the time reversal, $t \rightarrow-t$. Applying the time reversal operation twice, can we go back to the original states? Yes, but $\Theta^{2}$ is not always equal to 1 . For a spin- $\frac{1}{2}$ system,

$$
\begin{equation*}
\Theta \sigma_{\alpha} \Theta^{-1}=-\sigma_{\alpha}, \tag{B.15}
\end{equation*}
$$

where $\alpha=x, y, z$. Note that

$$
\begin{align*}
\sigma_{y} \sigma_{x} \sigma_{y} & =-\sigma_{x},  \tag{B.16a}\\
\sigma_{y} \sigma_{y} \sigma_{y} & =+\sigma_{y},  \tag{B.16b}\\
\sigma_{y} \sigma_{z} \sigma_{y} & =-\sigma_{z} . \tag{B.16c}
\end{align*}
$$

By convention, $\sigma_{y}$ is taken to be purely imaginary as in Eq. (2.4), and $\sigma_{x}$ and $\sigma_{z}$ are real. We have $K \sigma_{y}=-\sigma_{y} K$ and $K \sigma_{x, z}=\sigma_{x, z} K$. Therefore, the time reversal operator can be constructed by combining $\sigma_{y}$ and the complex conjugation operator $K$,

$$
\begin{equation*}
\Theta=i \sigma_{y} K \tag{B.17}
\end{equation*}
$$

Its inverse matrix is

$$
\begin{equation*}
\Theta^{-1}=-\Theta=-i \sigma_{y} K \tag{B.18}
\end{equation*}
$$

One can check the relation

$$
\begin{equation*}
\Theta^{2}=-1 \tag{B.19}
\end{equation*}
$$

Consider the eigenstate $|n,+\rangle$ of $\mathbf{S} \cdot \mathbf{n}$ with the eigenvalue $+\hbar / 2$,

$$
\begin{align*}
|n,+\rangle & =e^{-i S_{z} \alpha / \hbar} e^{-i S_{y} \beta / \hbar}|+\rangle  \tag{B.20a}\\
\Theta|n,+\rangle & =\Theta e^{-i S_{z} \alpha / \hbar} e^{-i S_{y} \beta / \hbar} \Theta^{-1} \Theta|+\rangle \tag{B.20b}
\end{align*}
$$

Because $\Theta S_{\alpha} \Theta^{-1}=-S_{\alpha}$ and $\Theta i \Theta^{-1}=-i$,

$$
\begin{equation*}
\Theta|n,+\rangle=e^{-i S_{z} \alpha / \hbar} e^{-i S_{y} \beta / \hbar} \Theta|+\rangle=e^{-i S_{z} \alpha / \hbar} e^{-i S_{y} \beta / \hbar}|-\rangle=|n,-\rangle \tag{B.21}
\end{equation*}
$$

where $\Theta|+\rangle=|-\rangle$ with an eigenvalue $-\frac{1}{2}$. On the other hand,

$$
\begin{equation*}
|n,-\rangle=e^{-i S_{z} \alpha / \hbar} e^{-i S_{y}(\pi+\beta) / \hbar}|+\rangle=e^{-i S_{z} \alpha / \hbar} e^{-i S_{y} \beta / \hbar} e^{-i S_{y} \pi / \hbar}|+\rangle \tag{B.22}
\end{equation*}
$$

Noting that $K$ acting on $|+\rangle$ gives $|+\rangle$. We have

$$
\begin{equation*}
\Theta=e^{-i \pi S_{y} / \hbar} K=i \sigma_{y} K \tag{B.23}
\end{equation*}
$$

In general, for a system with an angular momentum operator of the eigenvalue $j$, the time reversal operator is

$$
\begin{equation*}
\Theta=i e^{-i \pi J_{y}} K \tag{B.24}
\end{equation*}
$$

where $J_{y}$ is the $y$-component of orbital angular momentum operator. The operator satisfies the relation

$$
\begin{equation*}
\Theta^{2}=(-1)^{2 j} \tag{B.25}
\end{equation*}
$$

Kramers Degeneracy: The energy states for odd number of electrons in a time reversal invariant system has at least double degeneracy.

This theorem is determined by the fact that the total spin of odd number of electrons is always half of odd number of $\hbar$. The time reversal operator has always the relation $\Theta^{2}=-1$.
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## 0

Ohm's law, 91, 103, 104
One-dimensional topological insulator, 6, 140

Open boundary condition, $7,17,20,31,35,73$, $76,79,100,126,154,155$
Order parameter, 78, 163, 164, 168, 175, 182

## P

Parity, 38-43, 60, 64, 65, 79, 115, 116, 150, $158,167-169,172,176,182,183$, 191
Parity anomaly, 109
Particle-hole symmetry, 8, 79, 116, 157, 165, 169, 181, 200, 201
Pauli exclusion principle, 46
Pauli matrices, 13, 14, 25, 87, 88, 129, 181, 194, 203, 209
$\mathrm{Pb}_{x} \mathrm{Sn}_{1-x} \mathrm{Te}, 111-112$
Peierls instability, 7
Periodic boundary condition, 28, 29, 35, 65, $68,89,126,143,149,155,177,189$, 195, 207, 208
Periodic magnetic flux, 4, 85, 87
Pfaffian, 63, 65, 69, 178-180
$p+i p$ wave pairing superconductor, 7,8 , 78-80, 181
Planar state, 167
Polarization density, 53
Polyacetylene, 147
Positron, 14, 15, 171
Proximity effect, 6, 180, 181, 184
Pseudovector, 64
P symmetry, 200
$p$-wave pairing, $7,8,78-80,158,164,177$, 180, 181
$p$-wave pairing superconductor, $7,8,78-80$, $158,164,177,180,181$

## Q

Quantized conductance, 103, 123, 193
Quantum adiabatic theorem, 5
Quantum computation, 6, 184
Quantum Hall effect, 3, 4, 7, 9, 24, 34-35, 59-60, 84, 87, 104-107, 114, 122-125, 127, 143, 188, 191
Quantum percolation, 154, 155
Quantum phase transition, 7, 9, 22, 31, 35, 37, $38,70,76,80,103,155,194$
Quantum spin Hall effect, 1-5, 7, 9, 36, 60, 83-109, 114, 117, 127, 154, 155
Quasiparticle, 4, 7, 8, 79, 157, 158, 163, 166, $168,171,184$

## R

Random matrix theory, 8
Rashba spin-orbit coupling, 87
Reciprocal lattice, 29, 39, 45, 46, 49, 61, 69, 169
Resonant spin Hall effect, 3
Retarded Green's function, 125, 193
Reversal invariant point, 39, 42, 61
Rhombohedral crystal structure, 115, 119
Rhombohedral unit cell, 115
Rice-Mele model, 56, 57

## S

Saddle-shaped confining potential, 107
Scanning tunneling microscopy (STM), 120, 127
Second quantization, 28
Secular equation, 16, 21, 146
Self-energy, 125, 194
Shubnikov-de-Haas oscillation, 122
Single-valued condition, 47
Skew-symmetric matrix, 65
S matrix, 96
Soliton, 7, 16, 55, 73, 77
Spherical harmonic Bessel function, 142
Spin current, 2, 3, 41, 87, 93-95, 105-107
Spin-orbit coupling, 3-5, 8, 36, 78, 84, 87, $95,107,115,116,121,123,143,191$, 202
Spin polarization, 3
Spin pump, 56-58, 60
Spin-singlet superconductor, 202
Spin-triplet pair, 162-168
Spin-triplet superconductor, 8, 167-168, 202
$\mathrm{Sr}_{2} \mathrm{RuO}_{4}, 8,9,167-168$
Standard (Wigner-Dyson) class, 201-202
Standing wave, 120
STM. See Scanning tunneling microscopy (STM)
Strokes' theorem, 59
Strong pairing phase, 158
Strong topological insulator, 6, 67, 112-113
Structure inversion asymmetry, 131-133
Superfluid phase, 7-8, 150, 157-162, 169-168
Surface Brillouin zone, 120
Surface momenta, 66
Surface state, 6, 9, 17, 22, 24-26, 37, 67, $112-123,126-128,130-134,152,165$, 168, 169, 180, 194
Su-Schrieffer-Heeger model, 56, 73-80
$s$-wave superconductor, 6, 139, 180
Symmetry classification, 8

## $\mathbf{U}$

Unit cell, 73, 74, 76, 81, 84, 85, 115

## T

Thouless-Kohmoto-Nightingale-Nijs (TKNN) number, 23
Tight-binding approximation, 27-31, 134, 135, 189
Time reversal constraint, 62
Time reversal counterpart, 18, 109, 134, 143, 144, 191
Time reversal invariant momentum, 8, 38-43, $46,58,61,64-67,69,87,88,96,97$, 107, 116, 120, 169, 201, 214
Time reversal polarization, 58, 63-66
Time reversal symmetry, 4-6, 8, 18, 22, 58, $61-65,67,68,83,84,87,96,112,119$, $129,133,134,139,143,168,169,180$, 181, 192, 200-202
Time-reversed scattering, 121
Topological Anderson insulator, 5, 187-196
Topological defect, 147-153
Topological excitation, 7, 16, 22, 81, 147
Topological invariant, 3, 7, 45-60, 61, 64, 65, $69,70,83,84,160$
Topological order, 7
Topological phase, 3, 5, 7-8, 65, 70, 73-82, $84,100,147,158,180,204$
Topological quantum phase transition, 7, 9, 22, $35,38,41,56,75,103,187$
Topological superconductor, 8, 157-169
Topological superfluid, 157
Translational symmetry, 49, 50
Transverse Ising model, 80
Transverse mode, 91
Transverse spin current, 3

## V

Vector potential, 47, 49, 60, 126, 151, 172

## W

Wannier function, 554
Wannier state, 54, 63
Warping effect, 119, 120
Weak antilocalization, 119-121
Weak localization, 121
Weak pairing phase, 158,161
Weak topological insulator, 6, 67, 111-112
Wigner-Seitz unit cell, 85
Winding index, 76
Winding number, 75
Witten effect, 150-153, 193
Wormhole effect, 149-150

## Z

Zeeman field, 122-124, 133
Zeeman splitting, 3
Zero energy, 6, 7, 16, 17, 21, 26, 33, 56, 76, 77, $79,140,147-149,152,153,161,162$, 172-177, 179
Zero energy mode, 33, 77, 79, 147-149, 161, 172-175, 177
$Z_{2}$ index, 6, 26, 40, 61-65, 69, 70, 143, 196
$\mathrm{Z}_{2}$ invariant, 64-67, 69, 79, 139, 169, 204
$\mathrm{Z}_{2}$ topological index, 178
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