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Abstract

The first part of the book is devoted to the modern methods for calculating the
energy eigenvalues of Rydberg atoms A** and molecules XY** perturbed by
neutral particles of a medium and to the results of studying the interaction processes
with them. Interest in this study is caused by numerous applications in plasma
chemistry, aeronomy, and astrophysics.

The second part of the book is devoted to the atmospheric aerosol — one of the
most important factors affecting the Earth climatic and weather conditions. The
study of the mechanisms of formation and evolution of atmospheric aerosols is of
primary importance for predictions of the climatic changes on our planet. Special
attention is given to the last achievements in theory of particle formation and their
subsequent growth.

The third part of the book is devoted to numerous phenomena occurred in the
mesosphere, ionosphere and the magnetosphere of the Earth caused by the sources
located in the lower atmosphere and on the ground. Effects produced by lightning
activity and by ground-based transmitters operated in high frequency and very low
frequency ranges are described.

The fourth part of the book is devoted to modern methods of earthquake
prediction. First section contains first results of special satellite “COMPASS 2”
destined for detection of seism-electromagnetic effects. A whistler group in higher-
order guided mode was recorded. Probably it was propagating between two layers,
caused by onion-like structure of in homogeneities in the plasmasphere. Extremely
low and very low frequency effects observed over seism-active regions by the
satellite “INTERCOSMOS-24" are considered.

The achievements of the basic researches of the upper atmosphere and iono-
sphere processes with the mathematical modeling methods are briefly presented in
the fifth part of the book. The mathematical problem of the model atmosphere/
ionosphere description and existing global theoretical model of environment and
results of the investigations with their using are considered.



vi Abstract

The last part of the book is devoted to ball lightning investigations. Researches
historical review is presented. They consist of gathering and data processing of
observations, experiments on reproduction of long-lived shining formations in
electric discharges, and theoretical models. Detailed descriptions of three high-
energy ball lightning models are presented.
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Introduction

From July 7 to 12, 2008 in Zelenogradsk, a cosy resort on the bank of the Baltic
Sea near Kaliningrad in Russia, the 1st International Conference “Atmosphere,
Ionosphere, Safety (AIS-2008)” has been carried out. The State Russian University
of I. Kant, Semenov Institute of chemical physics of the Russian Academy of
Sciences, Pushkov Institute of terrestrial magnetism and radio-waves propagation
of the Russian Academy of Sciences, and Russian Committee on Ball Lightning
(BL) have acted as organizers of the conference. Financial support was made by
Russian Fund of Fundamental Research Project N. 08-03-06041 and European
Office of Aerospace Research and Development Grant award FA8655-08-1-5052.

The International conference “Atmosphere, Ionosphere, Safety” (AIS-2008) was
devoted to (i) the analysis of the atmosphere—ionosphere response on natural and
man-made processes, the reasons of occurrence of the various accompanying
geophysical phenomena, and an estimation of possible consequences of their
influence on the person and technological systems; (ii) the study of the monitoring
possibility and search of the ways for the risk level decrease. Discussion of the
physical and chemical processes accompanying the observable geophysical phe-
nomena was undertaken.

One can see from a list of the Conference sections that questions of safety took
only rather modest place, so main topics of the Conference became discussion of
processes taking place in the atmosphere, ionosphere and methods of monitoring
these processes.

At carrying out of the Conference besides plenary sessions, five sections worked
in parallel: (A) Dynamics of atmospheric aerosols; (D) dynamics of an ionosphere
and atmosphere — their communication through an ionosphere; (E) elementary
processes in the upper atmosphere and the ionosphere; (P) the electromagnetic
and optical phenomena in atmosphere, including long-lived and plasma objects and
ball lightning; and (S) information systems of environment monitoring and preven-
tion of incidents. At the Conference, nine plenary reports, 65 reports on sections and
40 poster reports have been presented.

The analysis of reactions in system “atmosphere—ionosphere” and influences
of natural and technogenic processes on them was the basic question brought for

ix



X Introduction

discussion of conference participants. In this connection, considerable attention has
been given to the study of reasons and cases of the various geophysical and
atmospheric phenomena display, an estimation of their influence on people and
technological systems, development of systems of monitoring, and decrease in risk
of negative influence of natural processes on mankind ability to live.

The physical and chemical phenomena proceeding in the upper atmosphere and
ionosphere occur in the conditions and the scales that are not available in usual
laboratories. Moreover, it is possible to create such nonequilibrium conditions to
study the response of an environment on the external perturbations, the realization
of which is difficult on the earth in general. All atmospheric layers interact among
themselves by means of various physical and chemical processes, forming the com-
plex system subject to influences of flashes on the Sun, earthquakes on the Earth, man-
caused catastrophes, etc. The primary goal of theoretical and experimental researches
consists in revealing interrelations of dynamics of various atmospheric layers, para-
meters of the atmosphere and ionosphere, an establishment of a role of various
physical factors, in studying, understanding, and, finally, forecasting of dynamics of
the environment in development of external perturbations. Research of these phenom-
ena is impossible without the deep analysis of features of interaction of participating
particles and also a detailed study of the elementary chemical processes occurring
here. The trustworthy information is necessary for their solution about reactionary
ability of the excited particles, about activation efficiency of various freedom degrees
of interacting reagents that requires development of absolutely new techniques of
measurements. In turn, it leads to the necessity of improving the existing theory that
would not only qualitatively but also quantitatively explain observable laws. The last
puts forward not trivial problems which at first sight seem in general insoluble for
theorists. Overcoming of difficulties arising here is probably possible only within the
limits of essentially new theoretical approaches different from traditional methods of
quantum chemistry, though substantially using its achievements. Now we have
extensive data on an electronic structure of atoms and molecules and about dynamics
of their interaction. Sometimes, it is reliable to calculate cross sections and rates of
elementary chemical processes because in most cases (and especially with participa-
tion of the electronically excited fragments), we do not have any trustworthy informa-
tion about features of these particles interaction acts.

One of the most reliable and effective enough tools for their studying is fast
molecular beams. This area of science has intensively developed since last 20 years,
thanks to its numerous practical applications — from space programs to problems of
ecology and chemical technology. Advantage of fast beams is connected first of all
with the possibility of carrying out the reagents relative speeds variation measure-
ments in a wide range — from thermal to high (< 10'°-10"" m/c). Thus, in crossed
(or combined) beams, the recording resolution of counter particles relative energy
can reach o« 107 eV that opens possibility of a detailed study of elementary
chemical processes (including determination of endothermic reaction threshold, a
role of initial excitation for the reaction rate and course, etc.).

One of the major processes taking place in the Earth upper atmosphere is dissocia-
tive recombination (DR) of slow electrons and molecular ions. Researchers who study
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ionized states have to solve problems relating to various fields of physics. Many of
these problems are associated with the microscopic properties of plasma, that is, with
states of atomic and molecular species and with the elementary processes involving
them. These properties depend substantially on the presence of positively charged
molecular ions, since reactions involving these species even at low concentrations can
lead to a noticeable increase in the rate of the volume charge disappearance in
decaying plasma. The latter is accompanied, as a rule, by the formation of excited
atomic fragments followed by light emission. Thus, the recombination of electrons
and ions determining the ionization structure of the plasma and the recombination
spectrum, in turn, provides the necessary information on the physical conditions in the
medium in which the emitting species are located. However, the measurement of
partial cross-sections of recombination using the cross beam technique is complex due
to the fact that for beams, there are no reliable methods for detecting the initial and
final states of the recombining system. Therefore, the observed cross-sections are
averaged over the energy distribution in electron beams and over vibrational and
rotational states, which hampers the direct comparison of experimental and theoretical
results. Recently, results of new experiments where DR was studied in storage rings
were obtained. The measurements undertaken in the presence of external laser radia-
tion can also play an important role and allow control of a reaction course.

Atmospheric aerosols — particles suspended in air — play an extremely important
role in the “metabolism” of the atmosphere. Despite their very low mass concen-
trations and extremely small sizes they remain active agents in the atmospheric
chemical cycles and in the energy transfer in the atmosphere. The small sizes of the
aerosol particles (comparable to the molecular mean free path) make their physics
and chemistry quite unusual. To answer the questions, where are these particle
from? What are the mechanisms of their interaction with the atmospheric air and the
Sun radiation? How do they affect the weather condition and what is their role in the
climate changes?, etc., this is a far from complete list of the aerosol problems. Part
of this book devoted to aerosols intoduces the readers to the area of these problems.

As an essentially new method of elementary physical and chemical processes,
research can be done by carrying out laboratory measurements to circumterraneous
space with the use of techniques of active (radiating) influence and space com-
plexes. In these conditions (when the measuring device is placed in the reacting
environment), there are no difficulties with vacuum of the high resolution, no
foreign impurity, and so on.

The indicated problems are of interest for a wide range of the investigators
working in various areas of science and techniques. At the same time, it is necessary
to carry out the additional researches that are connected with the high human activity
in the atmosphere—ionosphere system, leading to occurrence of new risks. They
concern an active development of the manned and uninhabited orbital systems,
aircrafts (using height of an average atmosphere), new kinds of communication,
long-distance transmission circuits, etc. Non-stationary atmosphere—ionosphere
system is the subject of powerful natural affects. Its bottom level is disturbed by
earthquakes, volcanic eruptions, typhoons, thunderstorms, etc. From above, it is
influenced by the geomagnetic storms. As a result of these processes such disturbing
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factors, as powerful atmospheric perturbations, electric currents, electromagnetic
radiations in the various spectrum ranges, the plasma and optical disturbances, an
accelerated particles, the increased level of radioactivity, and changing of ionic and
molecular components are realized. Besides, the microwave radiation of highly
excited particles of the ionosphere accompanying the processes of solar activity
increase and the appearance of magnetic storms impacts mankind negatively. Its
spectrum, apparently, is completely defined by the neutral ionosphere components.
The knowledge of the influencing factor origination allows to use them for disaster
monitoring and to create the corresponding techniques on this base.

For low atmosphere, investigation of thunderstorm activity represents substantial
scientific and practical interest, in particular, such an uninvestigated phenomenon is
ball lightning. One can say that the nature of usual linear lightning is understood to
some extent and there are means of surface objects protection; however, the same
cannot be said about ball lightning. This state cannot be considered as acceptable since
in a number of cases destructions caused by the ball lightning are as serious as those
caused by the linear lightning and sometimes results of its impact are unpredictable
(ruination of aircraft, explosions in industrial objects). Besides, investigation of ball
lightning is interesting from the point of view of physics and power, nature at its
example demonstrates a possibility of high-energy density concentration and storing.

During AIS-2008 conference the tenth jubilee Symposium on Ball Lightning
was carried out at the electromagnetic and optical phenomena in the atmosphere
section. It was an occasion to make the review of Ball Lightning (BL) researches
history and, in particular, the work analysis for last 20 years. It can be seen that
these years were the time of active researches of a BL problem. Data banks of BL
observations collected and replenished; experiments on obtaining and research of
long-lived shining formations were carried out, works on creation and check of BL
models were conducted. Unfortunately, this activity has yet not brought notable
results. The reason for failure, apparently, is implied in the fact that we could not
choose “the main link” in properties BL and as a result have incorrectly chosen
ways of its experimental modeling. In the field of BL observation data collection
there was some saturation: new data practically add nothing to a “portrait” of an
average BL which for some reason yet has not helped to create adequate model of
this phenomenon. But there is a shortage of information on rare BL properties: its
high energy manifestation, capability to penetrate through subjects (glass, compos-
ite materials) connection with other geophysical events. Likely time has come to
pass to the publication of full descriptions of BL observations. Quite probably,
among them, there can be data that can become the “key” opening its secrets. Time
has come to seriously consider data file of UFO observations as among them more
than half of objects possess properties of BL. It is necessary to realize, that BL
science is the interdisciplinary science requiring participation of experts, working
in various areas of physics, chemistry, power, synergetic, biology and psychology.

V.L. Bychkov
G.V. Golubkov
A.l. Nikitin
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Chapter 1
Rydberg States of Atoms and Molecules
in a Field of Neutral Particles

G.V. Golubkov, M.G. Golubkov, and G.K. Ivanov

Abstract This book is devoted to the modern methods of calculating the energy
eigenvalues of Rydberg atoms A** and molecules XY** perturbed by neutral parti-
cles of a medium and to the results of studying the interaction processes with them.
Numerous applications in plasma chemistry, aeronomy, and astrophysics have
contributed to conducting this study. These methods are based on the use of integral
variant of the theory utilizing Green’s function approach. Because of the closeness
to the continuum boundary, these energies cannot be properly described in terms of
the standard quantum chemistry. When the radius of electronic cloud of excited
states is large enough (i.e., R, = 2n* >> 1, where n is the principal quantum number),
they cannot be regarded as isolated even in the case of a rarefied gas. The spectral
distortion is the strongest when the number N of perturbing neutral particles
falling into this region exceeds unity. This chapter is divided into four main parts.

In the first part, the generalized method of finite-radius potential (FRP) is
discussed. This method self-consistently takes into account the short- and long-
range interactions in the two-center system under consideration. It adequately
describes the scattering of a weakly bound electron by the ion core and a perturbing
atom with nonzero angular momenta / and L with respect to these centers, thereby
allowing the theory to be extended to the intermediate (on the order of and less than
electron wavelength A o n) interatomic distances R. As an application of the
theory, the detailed analysis is performed for the behavior of the potential energy
surfaces (PESs) of a system composed of a highly excited atom A** (n, [) and a
neutral atom B with the filled electronic shell. It is demonstrated that the inclusion
of nonzero momentum L for the e~ — B scattering results in the additional splitting
of the PES into the separate groups of interacting terms classified by the projection
m of electronic angular momentum / on the quasimolecular axis. At distances
R > n, the FRP method exactly transforms to the zero-radius pseudopotential

G.V. Golubkov ()
Semenov Institute of Chemical Physics, Moscow, Russia

V.L. Bychkov et al. (eds.), The Atmosphere and lonosphere, 1
Physics of Earth and Space Environments,
DOI 10.1007/978-90-481-3212-6_1, © Springer Science+Business Media B.V. 2010



2 G.V. Golubkov et al.

(ZRP) model and, correspondingly, to the asymptotic theory in which the PESs
acquire a simple analytic form. It turns out that, at large values n > 1, the ZRP
method is valid up to the distances R ~ n.

In the second part, the specific features of the diabatic and adiabatic PESs are
discussed by taking into account the dissociative, covalent, and ion configurations.
The potentialities and disadvantages of the existing ab initio approaches are ana-
lyzed. The matching method is suggested, which allows a unique self-consistent
picture devoid of the above-mentioned disadvantages to be obtained for the terms.
As an illustration, the potential curves are calculated for the nl (>*'A) states of the
Na** 4+ He quasimolecule (n, [, and A are the principal quantum number, angular
momentum, and its projection on the molecular axis, respectively, and § is the spin
of the system), and a detailed comparison with the computational results of other
authors is carried out.

In the third part, the possible applications of the theory to the shock ionization,
excitation, and quenching processes are discussed for the Rydberg states (RSs).
Among these are also the simplest dissociation, exchange, and charge exchange
reactions. They can be schematically represented as

XY™ + M — XY™ + M, (1.1a)
XY*4+M —X+Y +M, (1.1b)
XY™ +M — XM+Y*, (1.1c)
XY™ 4+M —XYT+e +M, (1.1d)
XY™ +M — XYY" 4+M" (1.1e)

The interaction of XY** with a neutral particle M includes the interactions with
both ion and a weakly bound electron. The former is characterized by small impact
parameters, whereas the latter has large impact parameters. As a result, the total
scattering cross-sections can appreciably exceed the gas-kinetic values. The mate-
rial is presented in terms of the PES of the XY™ + M system followed by the
description of the dynamics of processes (1.la—e) within the framework of the
integral variant of the multichannel quantum defect (MQD) theory using the renor-
malized Lippmann—Shwinger equation technique. Such a formulation of the MQD
theory allows one to obtain a convenient representation for Green’s function of a
highly excited molecule, which opens up wide possibilities for various applications.

In the fourth part, the many-center perturbation of the atomic Rydberg states is
analyzed for the situation wherein two (or more) perturbing neutral centers fall
inside the electronic cloud. The behavior of Rydberg atom in a dense medium is
considered with allowance for the influence of finite number N of the neutral
particles chaotically distributed in its volume. The stochastic approach is proposed
for the solution to this problem.

Keywords Atom—molecular processes - Elementary chemical reactions



1 Rydberg States of Atoms and Molecules in a Field of Neutral Particles 3

1.1 Introduction

The Rydberg states (RSs) are situated near the continuum boundary and are
characterized by the presence of a weakly bound electron with the orbit size on
the order of n”. These states are prone to the strong influence of, practically, any
external action: constant electric and magnetic fields [1], laser radiation [2], and the
surrounding medium [3] (including gas, liquid, or solid). This is important for the
study of the processes occurring in the upper atmosphere, in low-temperature plasma
and gaseous laser systems, for the study of the quantum size effects in nanostructures,
reactions involving excited particles at solid surfaces, etc. Researchers are interested
in these phenomena owing to the development of the fundamentally new experimen-
tal methods and their possible applications. Among these are the photoelectron
spectroscopy of superslow electrons [4—7], storage rings [8—11], and scanning tunnel
spectroscopy [12—14].

The spectral distortion in Rydberg atom A** by the ground-state neutral atom B
is the simplest situation modeling the presence of the surrounding medium. The
corresponding influence is assumed to be bordered by the sphere of radius R*,
which exceeds the classical radius R.; = 2n? by several wavelengths / ~ n. The
region r > 2 n? is classically forbidden for electron. Next, in the order of complex-
ity are quantum systems including N perturbing atoms in the sphere of radius R*,
with N > 2.

Because of the difference in masses of electron and particles A* and B, the
energy-exchange processes in the A** — B collisions are unlikely. For this reason,
the investigation of the collisional dynamics, as a rule, is preceded by the cal-
culation of the potential energy surface (PES) of a united system with the aim
of revealing those regions of mutual particle arrangement, where the cor-
responding terms quasicross or draw close together. If the electron wavelength
A changes only slightly on the scale of the effective interaction region p, with the
neutral particle,

a2 <L/ or
dr ’

Po (kR )2

(k is the classical electron momentum), then the ¢~ — B interaction can be
described in terms of the free scattering approach.

The properties of PES and the dynamics of collisional processes in the simplest
(N = 1) system are described in many publications, which are discussed in detail in
[15]. In most works, the approaches based on the information about the free-
electron scattering by the independent fragments are used, namely by the ion core
and atom B. Among the most elaborated approaches is the asymptotic treatment,
which is valid at sufficiently large interatomic distances R ~ n?, where the main
theoretical results can be represented in a simple analytic form. An important fact
is that the wave functions and the corresponding Green’s functions describing
electron behavior in the field of ion A" are well known.
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On the other hand, this circumstance serves as a necessary base for developing
the theory of electronic structure for nanoclusters with ordered or disordered
structure, where the characteristic interparticle distances are of few angstroms.
This is also true for the electron-excited states of atoms and molecules adsorbed
at the solid surface. The use of the theory of multiple scattering for the solution of
the problem on perturbation of highly excited atomic states by the system of
chaotically or orderly arranged interaction centers within the framework of asymp-
totic approach was considered in [15, 16].

For the two-center axially symmetric system “Rydberg atom A**(n/) — atom B”,
this problem was solved using the generalized zero-radius pseudopotential (ZRP)
model [17] for the electron S-scattering by the perturbing atom B at a sufficiently
large n. Taking into account the long-range interaction at “intermediate” distances,
R brings about the redetermination of the potential scattering length for e~ — B and
the removal of the degeneracy of Rydberg levels with respect to the projections m of
electronic angular momentum / on the quasimolecular axis. An important part is
played by the centrifugal potential, which reduces the number of degenerate
Coulomb states by forming covalent terms and violates the quasiclassical descrip-
tion used for the electron motion in the asymptotic theory [18-20].

At small values of the principal quantum number 7, one should include higher
harmonics to describe electron scattering by the perturbing center. In [21], the
method of constructing one-center operators for the e~ — B scattering was devel-
oped, allowing the calculation of the PESs for the Rydberg atom A**(n) — atom B
system at intermediate distances between atoms and for small values of n. The
method is based on the use of finite-radius potential (FRP) including nonzero
harmonics of the scattered electron and consistently takes into account the short-
range and long-range interactions of particles at these distances. At large values,
n > 1, the ZRP results are reproduced in a natural way, and, at distances, R > n,
they exactly transform into the asymptotic theory. As an illustration, the terms were
calculated for the Na** (nim) + He system, and comparison with the existing data
was carried out.

Thereupon, a systematic analysis of the strong nonadiabatic coupling between
the molecular Rydberg states in the collisional processes was carried out. We
discuss the main structural features of the vibronic PESs describing the interaction
of highly excited atoms and molecules with neutral particles. The asymptotic
method given here is an alternative to the traditional quantum chemical calculations.
It does not use the variational principle, while the PES of the system is determined
on the basis of the algebraic equations containing information on the free-electron
motion in the field of isolated fragments (of ion and neutral particle). The asymptotic
theory deals with the scattering T and K matrices, which are fundamental charac-
teristics in the quantum collision theory, even as the parameters appearing in it
can be directly associated with the experimentally observed electron-scattering
amplitudes (or phases) by ions, atoms, and molecules. The unique feature of the
asymptotic method is that it allows the multisheet PES to be represented in a simple
analytic form including the whole diversity of merging points and quasicrossing
regions responsible for the nonadiabatic transitions in the system.
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The objects considered in our work also possess remarkable properties. The terms
split-off from the group of orbitally degenerate states of Rydberg atom X* or
molecule XY** demonstrate anomalous behavior. These terms are virtually indepen-
dent of the nature of Rydberg particle (if the perturbation is produced by molecule M,
the dependence on its orientation also vanishes). An important property of these
(valence) configurations is that they are capable of autoionization owing to the
escape to continuum as the interacting fragments approach each other. The weakly
bound states can also form in the valence configurations of Rydberg complexes. The
mechanism of their formation is caused by the Ramsauer effect in the elastic electron
scattering from particle M. They arise due to the presence of shallow, though rather
wide, hollows in the potential curve, where the weakly bound states can exist in the
Rydberg complex (of the X**B or XY**B type) at large distances from the ion core.

New features appear in the processes involving Rydberg molecules XY**. They
are caused by the strong nonadiabatic coupling between the states, i.e., by the fact
that each Rydberg n/Nv — state (with small /) is a superposition of, at least, two (or
greater, if the rotation is taken into account) series closely spaced in v. This gives
rise to a sharp (resonance) n dependence of the cross-sections for the elementary
processes (even after averaging over the relative velocities of colliding particles),
which is particularly important in the analysis of kinetic phenomena under non-
equilibrium conditions.

1.2 Spectral Structure of the A** — B System

A highly excited atom A**(nlm) is electrically neutral and represents an A" sur-
rounded by the extended electronic cloud whose sizes R ~ n” appreciably exceed
the sizes of the unexcited atom. Here, / and m are, respectively, the angular
momentum of the Rydberg electron and the projection of angular momentum on
a certain axis, which can naturally be directed along the vector R connecting the
centers of gravity of particles A** and B in the A** — B system. The binding energy
of this electron is considerably lower than the atomic ionization potential Iy,

E,=— ) |En|<<10 (1.2)

2n?
(hereafter, atomic units are used, i.e., i = e = m, = 1). At large n* > 1, a certain
electronic angular momentum /* exists, which, owing to the presence of centrifugal
barrier, separates the states strongly and weakly penetrating into the ion core (in
most atoms, /* = 3). The states with small angular momenta / < [* strongly interact
with the ion core and contain quantum defects y; that give rise to the shift A,; of
Rydberg levels from the Coulomb levels E,; i.e.,

1
E, = _72:En +Anla Anl = ﬂ (13)

2(n—p) n
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The remaining levels / > [* are orbitally degenerate Coulomb states (with
W = 0), because quantum defects decrease as y; o< [~ with increasing [ [22].
The large sizes and multitude of energy-degenerate states are the characteristic
features of the system under consideration. Since the atom B occupies a small part
of volume in which electron moves, we will assume that the effective radius p, of
the e~ — B interaction is smaller than the electron wavelength,

po<ioxVR. (1.4)

In essence, condition (1.3) implies the transition to the intermediate distances,

1 <R < n, (1.5)

where (as also in the asymptotic region R o n®) electron moves with the total
energy | E,;| < 1 in a combined field

1 I(1+1)
UR)=—-
(R) r+ 2r2

of the Coulomb and centrifugal potentials free from ion core.

Since the strong interaction V,-p of electron and atom B is concentrated near the
point R inside the region of radius p ;, the wave function ® R (r) of the Rydberg atom
A** changes only weakly on this scale. It is normalized to unity and has the form [3]

OB (r) = RN (r) Yy (x/r), (1.6)

N

where r is the coordinate of the weakly bound electron, s = {vim},v = 1/v—2E is
the effective principal quantum number, and Y,,(r/r) is the spherical harmonic
[23]. The radial part is defined by

B W, 1172 (2r/v)
v T(v=DT(v+1+1)]1/2

(1.7)

(here, I'(x) is the gamma-function and W, ./, (2r/v) is the Whittaker function
[24]). Note that for the integer values v = n, function (1.7) exactly coincides with
the Coulomb wave function.

The solution to the problem is based on the formalism of the reconstructed
Lippmann—Shwinger equations for the level-shift operator [15]

T = KefB (GAX* — G()) T, (18)

where, after the separation of Green’s function of Rydberg atom A** into the
strongly and weakly energy-dependent parts,
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G- (r, 1 E) = v Z \@‘,m >< ® )| cotrm (v (E) + 1) + Golr, 1)

(1.9)

the scattering matrix K,-5, which is defined for the kinetic energy of Rydberg
electron and exactly takes into account all the specific features of the e~ — B
interaction in the states entering into the function Gy, is introduced into the theory.
Formally, this operator satisfies the integral equation

Kep=Vep+ VeGoKep,

where V- is the operator for the e~ — B interaction. The determination of the K,
matrix is generally a challenge, because the action of operator V,-g can extend to a
rather wide region, where no unique analytic representation can be obtained for the
electron-perturbing particle potential. At the same time, the region of strong inter-
action, where the explicit representation is necessary for the function Gy, and the
region of a comparably weak interaction, where this function is not needed at all, can
always be found in the interaction potentials between an electron and the neutral
particles (atoms or molecules much smaller than the Rydberg atoms). Then, accord-
ing to the definition of Green’s function Gy, the K,-p-matrix elements must be
expressed through the characteristics of the electron scattering from atom B.

At small distances p < R from the perturbing atom, where the interaction V,-p
is the strongest, Green’s function Gy is chosen as follows [15]:

Go(r.1') (r.1) 1 cospe(R) |r—r']|, |E| < 1/R,

r,r)=g)(rr)=————

0 8o 2n[r—r'| )| expl-o (R)|r—r],  |E|>1/R,
(1.10)

where p,(R) = [2 (E + 1/R)]'/? is the classical electron momentum at distance R
for energies |E| < 1/R, whereas the quantity o, (R) is, correspondmgly, determined
for |E| > 1/R and equals o, (R) = [-2 (E + 1/R) "/

Owing to the level degeneracy at [ > [* (see comment to formula (1.3)), the pole
part of Green’s function (1.9) is separated into two parts. The first includes the
terms with g # 0, which correspond to the nondegenerate states with / < /*. The
second part (with / > [I*) contains the terms with yg; = 0. From the condition that
the determinant of the system of equations (1.8) must be zero and using Egs. (1.9)
and (1.10) to write system (1.8) in the form

s | 5 [oll) (o] comto- e 5 o) (]

I<l*m >0,

=vmi o (L.11)

vlm »lm



8 G.V. Golubkov et al.

one obtains the PES of the combined system. The terms of the nondegenerate states
relate to the Rydberg configuration, while the remaining terms will be referred to as
covalent. When calculating the scattering K,- g matrix with allowance for the strong
interaction, one can use the fact that the properties of function (1.11) and Green’s
function of free electron are close and, hence, use the characteristics of the e~ — B
scattering observed in the beam experiments, at which point one can also include
perturbatively the long-range interaction. This greatly simplifies the procedure of
determining the corresponding matrix elements.

1.3 Finite-Radius Pseudopotential

The simplest method for the introduction of finite-radius pseudopotential into the
theory under condition (1.4) is proposed in [25]. The scattering amplitude is a
function of three variables: momenta p,, p’,, and the electron kinetic energy &. It is
related to the Ki(i)B—scattering operator by the expression

F(p,,pee) = <e"P’e(r*R> 1KY, yeiPe<r*R>> (1.12)

21

or, in the representation of LM harmonics (where L is the electronic angular
momentum with respect to atom B, and M is its projection on the direction of
vector R),

F(pe?p,mg) = Z (21+ I)FL(Pe7p/e78)PL(COS ®)
L

(1.13)
= 4y (LMK S LM) Yo (P /pe) Yip (PP,
M
where the wave functions |LM) are
ILM) = V2ji(pep) Yun(p/p) (1.14)

Jjo(x) is the L-order Bessel spherical function of the first kind, ® is the angle
between the vectors p, and p’,, and p =r — R. The observed scattering cross-
sections or amplitudes correspond to functions (1.12) and (1.13) determined at the
energy surface, i.e., under the condition

pe _ple

0. 1.15
=5 ” (1.15)

Under condition (1.3), matrix elements (1.13) for slow electrons can be brought
to the separable form (k3 = 2¢),



1 Rydberg States of Atoms and Molecules in a Field of Neutral Particles 9

r\ L L
K = —on(Ze) fO)(2e) (1.16)
’ ko ko

Here, fL(O)(a) is the free-electron elastic scattering amplitude, which is deter-
mined by [26]

k2L

(0) 0
9% = . (1.17)
t i+ e+ e 4o ik

The expansion coefficients cf) in Eq. (1.17) determine specific features of the

low-energy electron scattering and depend on the structure of potential created by
the perturbing particle. According to Eq. (1.17), an electron in the e~ — B system
can be bound at negative energies ¢ in the states with L > 1, whereas, at positive
energies, the quasistationary (resonance) levels can form.

The Ki >B operator can be represented in the following form [25]:

0 0
K= K,
L

K(LO> = —87? \28|_L fL(())(g) Z dy(r)d;,,(r') d(r —R), 19
M
where the quantity
doa(r) = Yo (K/k) (=i V)"
Then, the scattering-matrix elements in Eq. (1.18) are written as
K,g(z)m wim = —87° Z 267 £ (dLM(Dylm> (dZM (D*EII?D (1.19)

The action of the operator d;y on the wave function CDE ,,2,( r) amounts to the

multiplication of the latter by (47) /> at L = 0 and (at L > 1) its differentiation at
the point R. The scattering amplitude fL0>( ) takes the form

0 g (&), ror'<|2e| ",
g) = (1.20)
Ji®) a(e) — \/—28] -1 ror'>[2e 7,

where gy (¢) is the integral function of ¢; its expansion in powers of ¢ is

(2¢) gr(e) = C + CVe+ - (1.21)
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The inclusion of the states with L > 1 perturbs the states with the nonzero
projections of electronic angular momentum m on the direction of vector R.
The effective e~ — B interaction can be represented as the sum of two terms

Ves (0, R) =V, (p) + Use s (p.R), (1.22)
where the strong Vg(,))B interaction is concentrated inside a bounded region p < p,,
where the wave functions of Rydberg electron change only weakly. Here, p and R
are the radius vectors of particles e~ and A", measured from the center of gravity of
the perturbing atom B. The long-range portion of the force field Uy+.-p contains all
polarization terms (including the polarization of atom B by electron) and can be taken
into account perturbatively. For the ground § state and the states of atom B with the
zero electronic orbital moment, the potential Uy-+.-p describes, in the case of LS-
coupling, the interaction with two oppositely charged particles. It has the form [27]

R 2
Us+eB(p,R) = —g (% - 1?) =— 2—ﬁ4 - % + AUy e-3(p,R),  (1.23)
PpR
AUA+€—B(p, R) = s
(pR)’

where f is the static polarizability of atom B.

The uncertainty in the separation of V.-g( p,R) into the short-range and long-
range parts in Eq. (1.22) using the theory of perturbation for the interaction Uy+.-p
can be eliminated under the following conditions:

(BIE|,B/R*) <1, B/p§ <L (1.24)

As a result, the scattering K,-p matrix takes the form
K. 5(p,R) = > K" (p,R)+ U(p,R), (1.25)
L

where the partial operators Kéo)( p,R) are given by Eq. (1.18), and the long-range
part is U(p,R) = [Use5(p,R) —1—%] 7 (p — po), where n(x) is the Heaviside
function. The corresponding matrix elements are written as

Knlm,n’l’m = <(I) El[;)l

S K (pR) [0, )+ (o] ufel). .26
L

(here, only elements with the specified value of projection m are nonzero). The first
term corresponding to L = 0 in Eq. (1.26) is equal to

<<1> (R)

vim

KO (R [0 ) =20 LR, 029
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where gy = —1 /K is the scattering length in the arbitrarily introduced short-range
part of potential (1.22). Because the electron wave functions @ 5[;2, change

only weakly on the p, scale, the integral for the polarization term — 2—/34 in potential
(1.23) is equal to —27(f/py) © vl,zl(R) (0 51;2"(R) This allows one to introduce the

quantity a = ag — f8/p, into Eq. (1.26) (at small ko, it exactly coincides with the
observed scattering length [27]) and recast matrix elements Ky, wrm as

Knlm,n’l’m (R) =2na ® (® >(R) () SJR]f)m(R) 5/}10 + A Kn[m,n’l’m(R)a (1 28)

vim

where

vim

A[(n Im,n'l'm (R) = <(D(R>

u(p.R) [0, ) + (@] S K (p.R) [01f),).
L>1
(1.29)

Note that, to an accuracy of terms o f/ p(z) < a, this result does not depend on
po- so that the uncertainty in its choice vanishes [17]. In the quasiclassical condi-
tions of electron motion (at R oc n?), expression (1.28) takes the form

Kﬂ["h”'l’ ( ) f(o CD\(fm ( )(I)E{i’)m(R)(smo +< \lm’ U ) ‘(I)\(fl’)m>’
(1.30)

where the amplitude féo) (¢) =2 —(a+npp./3) depends on energy and, for the
negative values of scattering length a, demonstrates the Ramsauer effect [28].

(0)

Since, at small values of ko, the amplitude is £\ (¢) = %oc K3k [26], the
combination entering into Eq. (1.19) is written for L > 1, according to Egs. (1.20)
and (1.21), as

[2¢| "1 () e I RRTAC (L.31)

where the coefficient Cg)) is related to the scattering phase 520) by the expression

5(Lo> &~ k(z)L“ / C(L()). The constant Cél) is found from the energy dependence of phase

5(LO) (). The corrections to the scattering amplitudes féo) (&) in the presence of long-

range interaction (1.23) are contained in the second term AK,, yrm in expression
(1.28). In the asymptotic region of distances, R o n?, they are proportional to Bk,
: 1/2
Le., e/ [27].

The mutual influence of the Rydberg and covalent states is significant only in the
vicinities of the points of possible mutual approach or term quasicrossings. According
to Eq. (1.11), the equation in this case takes the following form:

[E U<vlr)n (R)} [E U<')Lm (R)} K2 wim(R); (1.32)
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i.e., only states with the same projections can interact with each other. As a result,

one has for the Rydberg U", ® ) and covalent U (‘,,>Lm terms

UE,I;,L (R) = —% + {27‘[0‘ CD 1lm ) ‘ 2 5»10 + AKnlm‘nl’m(R) - i4’

2(n—w) ' 2R
(©) 1 p
RN\= —( —

lem( ) Z[n_luan(R)]z 2R47
1

tm(R) = — = arctan [ 1 Kypm wm(R)],
- :

(1.33)

where the elements AK,, ., are specified by expression (1.28), and the quantity
Kan,an(R) iS

an an Z {27‘[61 (D »Im (D 5/’) (R> 5»10 + A I(nlm7 nlm (R) . (1 34)
r>r
The interaction between these terms is determined by

Anlm,n’Lm =2 Knlm. n'Lm COS2 v (E), (135)

where

Koinwin(R) = [27a ® ) (R) ® ) (R) 00 + A Kmwrm(R) | (1.36)

r>r

One can see that the quantum defect w,; (R) induced in the covalent term by the
field of perturbing atom B is noticeably different from the corresponding expression
W, = ap., which is obtained in the asymptotic theory at R oc n® [15].

The interaction between Rydberg terms is defined by

Anlm,n’l’m = 2| Knlm,n’]’m ’ C082 TEV(E). (1.37)

Owing to the axial symmetry of the problem, only the states with different values
of angular momentum / and fixed projections m on the quasimolecular axis can
interact with each other. At some points (at energy E? and distance R), the Rydberg
terms can quasicross.

The covalent terms are found from the system of equations

=K. an cot v E

1>

AR CIHES (1.38)

The unambiguous solution to this equation is found from

Det | iy tan nv(E) — K yim, wrm| = 0. (1.39)
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In the case of L = 0 corresponding to the ZRP model, the nondiagonal elements
are separable
kO

nl'm,nl'm>

(02

nlm, nl'm

_x©

nlm, nlm

(1.40)

for which reason only one degenerate covalent term splits off from the Coulomb
levels [25].

According to Eq. (1.39), the inclusion of higher harmonics (L > 1) in the ZRP
method should give rise to the branches containing N split-out covalent terms at
intermediate distances (R o n), each representing the /-mixed groups of states for a
given value m. This occurs because the separability of nondiagonal elements

Kyimnrm is broken because of the last term <(1) Elfw)l’ L;Kg))(p,R) }(Dflf,zn> in

Eq. (1.28). Since all states, except m = 0, are doubly degenerate with respect to
the +m values, the total number of split-out covalent terms N = %(n -
(n + 2I* — 2) depends on the principal quantum number.

In the case of n = 4, there are four noninteracting covalent terms with angular
momentum /* and projections m = 0-3. For the next value n = 5, one has nine states.
They represent a group of four independent pairs (mixed with respect to / = 3, 4 for
each of m = 0-3) of terms and one isolated term (with / = m = 4). In the case of
n = 6, 15 terms appear, among which there are 4 independent triads (I = 3-5; m =
0-3) of interacting terms, 1 interacting pair (! =4, 5; m =4), and 1 isolated
term with / = m = 5. For n = 7, their number is 22, and they include four indepen-
dent groups of four interacting terms (I = 3—6; m = 4), one triad (I = 4-6; m = 4),
one pair (/ =5, 6; m = 5) of interacting terms, and one state with / = m = 6, etc.
Note also that, among each of the interacting groups containing (n — [*) states
classified by the projection m, only the two first groups of states with m = 0 and
m = 1 are subjected to the strongest action. It is precisely these groups that are
of chief interest, because the remaining states are weakly perturbed and, hence,
are close to the Coulomb states. The shift of the terms with m = 1 decreases
rapidly with increasing distance R between centers, because the corresponding

matrix elements behave as (n/l] K(10)|nl 1) = R% (R)/R?, whereas the elements

(niO] K(10>|n10> = R% (R) /R decrease more slowly. For this reason, at distances
R > n, where a smooth transition to the ZRP model occurs, the X states are
perturbed most strongly.

1.4 PES of the A* — B System at Large Interatomic Distances

Taking large distances into consideration, the necessity arises of revealing the
correlation between the PES of the A*™* — B system at intermediate distances and
the corresponding terms in the asymptotic region R oc n?, where the role of centrif-
ugal barrier is insignificant and electron motion can be described using the quasi-
classical approximation in the plane-wave representation. For the Rydberg states
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corresponding to small values / < [*, no such problem exists. It arises for the PESs
of the covalent states (/ > I*, m), because their number in Eq. (1.38) noticeably
increases with a decrease in R.

The plane-wave expansion of the Rydberg wave functions ® E ln)l
asymptotic region of electron motion is written as [15]

o™ Z\/ QL+ 1) ZY(R) Yiu(r/r) ILM) Spo.  (1.41)

at [ </[* in the

|nim) =

Here, L and M are, respectively, the electron angular momentum relative to the
atom B and its projection on the direction of vector R and Z >(R) are the periodic
functions of the form

)
sin S}y, (L =2k)
(2rpe?) 172 ) . (142

L
Cos S,y (L=2k+1)

%IN

where Sf,? (R) is the corresponding quasiclassical phase.

Inasmuch as in the vicinity of perturbing atom at |r — R|,|r' — R| < R, the
Coulomb Green’s function for the degenerate states with / > /* has in the quasi-
classical approximation a simple form with respect to the angular variables [21],

nv cot v Z ‘q)um> <(D51;n)1

>0,

: _
o SPRIr =]
2n|r—r'|

Pe(R) cotmv» " |LM) (LM|, (1.43)

the matrix elements (LM| K,.-g|nlm) and (nim| K.-g|nlm) appear in the asymptotic
theory. They are expressed through the diagonal (in M) elements (LM| K,-p|L'M)
and are determined by

(LM | K, p| nim) = Z V21 (2L +1)

% ZYE(R) Yim(R/R) (LM| K, 5|L'M) Sp10

(nlm |K,-p| nlm) = 2712 VERL+1)(2L +1)
LU
(L) (L) 2 /
X Zy (R) Z, " (R) [ Yin(R/R) |” (LM| K- |L'M) om0 -
(1.44)

Since the functions Y;,,(R/R) are nonzero only for m = 0, matrix elements
(1.44) are, in fact, the superposition of two waves propagating along the vector
R. Inasmuch as the electron scattering in this case is determined by the angular
momentum L relative to the perturbing atom B, the orbitally degenerate (in / > [*)
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covalent term splits into the individual L components corresponding to m = 0. The
BeR
(0R)’
the states with AL = 41. Because of this, the summation over L’ in (1.44) includes
only three terms (L, L £ 1).

In this representation, the matrix elements (LM | K.-g | L'M) can be conveniently
written as

presence of the term in the potential A Uy+.-p leads to an additional mixing of

(LM | K| LMY = (LM R, |LM) + (LM | AUIL'M), (1.45)

= (0) . . . T .
where the operator KE,)B includes, in the outer region, the polarization interaction of
electron with atom B; i.e.,

- (0) 0 B
Ren(psR) = K20, R) = 55 n(p = po),

whereas the long-range potential AU, by analogy with Eq. (1.25), is determined as

AU(p,R) = [AUs+e-5(p,R)] n(p — po)-

In this case, the diagonal matrix elements (LM | Ki(i)B | LM are independent of M
(because of the spherical symmetry of interaction) and can be expressed through the
observed characteristics of the potential e~ — B-scattering: scattering length a and
polarizability S [18]

~ T
h=a T

4
+yabpiinpet .

(1.46)

>(0) _ f pe
LL = 0L QL-D@L+D@L+3)

Since AU is the effective electric dipole interaction with the moment D = f§ / R2,
the nondiagonal (in L) elements (LM | AU | L'M) in Eq. (1.44) can be represented in
the form

2L + 1
(LM | AU|L'M) = 2Lj:1 (1ILOM|LM) (1L'00| LO) Pr(R,n),  (147)
where
2n*p,
Pri (R, n) pf;z / Jo(x)jr (x) dx
0
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For the sufficiently large values of n such that n’p, > 1, the upper limit can be
turned to infinity oo to obtain the simple expression

1 _ M2 1/2 L,:L‘i'l
2L+ 1) (2L + 3 L+1)?* ’
wmjsuiy =L ] VEEFDRLE3) [ (L)
R°p, 1 M?
{1——}1/2, L'=L-1.
VL —T1)(2L + 1) L?

(1.48)

In as much as the elements K 202 rapidly decrease with increasing L, one can self-

restrict to the particular calculations of the two-channel situation L = 0 and 1. Then,
the covalent terms are determined from the system of equations

TLM, = Pe COLTV Z Kimpmtom, i, (1.49)
'=0.1

whose solution describes two pairs of states classified by the effective angular
momentum L and |M| = 0, 1. It has the following form:

(0) 1 B (0) (0)
- = —— ~ R == - ~ R 1.50
ULM 2\1(%2[2 (R) R4’ VLM( ) n—p M( )a ( )

where the quantum defects induced by the field of atom B for the levels with M = 0
are determined by

1 p
#(~O) (R) = - arctan {_e [Kg())?oo + K(l(())>.10 .

(1.51)
0 0) 2 0) 2
i\/(Kéo),oo_K(m),lo) +4(K(10),00) ] }

(state with L = 0 corresponds to the sign “+, and with L = 1, to the sign “~). For
the states with L = 1 and |M| = 1, the matrix elements K 5%700 =0, so that

0 1 0
,ué:)lM:l(R) = ;arctan (p(,,K(lO)’10 ). (1.52)

Since K(()g?oo > K i‘g?w, K ig?oo at R > n?, only one term with

0 1 0
MEZ)IMZO(R) = _ arctan (pgK(()(,)’OO ).

stands out, in fact, in the group of degenerate states. The other terms tend to the
unperturbed Coulomb levels.
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1.5 Exchange Interaction Between the Rydberg
States in the A** — A System

We now turn to a quasimolecule consisting of the identical atoms A** and A. For
definiteness, we assume that the electronic shell of the ion residue is filled and the
atom A is in the ground state 28, /2 with one valence electron (as, e.g., in alkali metal
atoms). In this case, one can also use the approximation of LS coupling. Let us
denote the sets of quantum numbers for Rydberg atom A**(g;) and atom A(g;) in
the ground state by

q1 = (nlllml; S1 = 1/2,0’1 = :|:1/2)and
qr> = (ﬂz,lz =mp :0; Sy = 1/2,0’2 :i]/Z).

Here, an additional symmetry arises caused by the reflection about the plane
perpendicular to the molecular axis and passing through its midpoint. Since the
Hamiltonian of the system does not change as a result of electron reflection about
this plane, the quasimolecular states are divided into even (g) and odd (u) states,
and their wave functions do not change or change sign on electron reflection.
According to the general rules [26], the total wave functions of the odd and even
states with the given total spin S = s; + s, and its projection ¢ = ¢; + ¢, on the
chosen direction are written (without the normalization factor) as

pso) — Z (510010]|5101) (520020 5202) (515201 02|S0)

8u
g1+02

{[ la** 2b /{vml( )/{‘9202(2) “I](zaW 1b)/{v101 1(92(72 ]
+ [\P(Za’ lb**)Xslul (I)stuz (2) - lP(laa 2b**)staz )Cslal ]}

The indices 1 and 2 label the valence electrons, W (1a™*, 2b) and W (2a™*, 1b)
are the coordinate parts of the two-electron wave functions corresponding to
the location of these electrons near the corresponding atom (for simplicity,
atoms A** and A are denoted by a and b), x,, is the electron spin function, and
(J1 j2 my my | JM) are the vector composition coefficients [23]. Note that the expres-
sion in braces contains two terms enclosed in square brackets, of which the first
accounts for the electron exchange and the second additionally includes the electron
transfer between centers. After simple mathematics, this expression can be written
in the form

‘I’E,S,? == Z (s182010,|S0)

g1+03

X {[‘P(lof‘*7 2b) + (—1)S ¥(2a, lb**)} Lsioy (1) L 5p0,(2)

_ [‘P(la, 2 + (—1)° Y2 a™, lb)} Lo (2) Xw(l)}.
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Owing to the electron identity and symmetry about the plane passing through the
midpoint of the quasimolecular axis, one has the following representation for the

total normalized wave functions ‘I’é u) of the noninteracting system [29]:

S Ju
‘P(g(:)),m/lfm S, 2 (r7 p) = q)(ngllllf)’nl (5] (r’ p) y(.STO')
= Ay [0, (N, (p) £ O, (p)u(r)] 2,
(1.53)

where the even (g) and odd (u) functions have the signs (%), (I),(ff,)lml and ®,, are the

wave functions of the excited atom A** and A, respectively, and r and p are the
electron coordinates measured from the centers of these atoms. The normalization

(g:1)

2
factors A,, are found from the condition [ drdp [ CI)n1 Loy (T3 P )] = 1; they are

equal to

1
Ay = ——o (1.54)
¢ 2(1 = $2)

where Sy, is the overlap integral

S /dr o) ®,. (1.55)

The normalized spin functions Xs(j) are

1
Xs(j) =3 Z (s1820102|S0)

o1+02

X [ Zsior (D520, (2) * L0, (D516,(2)] . (1.56)

The even (g) and odd (u) wave functions ‘P“;’) are antisymmetric about the
electron and spin permutation and correspond to S =0, 1 and ¢ = 0, £1. Since
spin functions (1.56) are mutually orthogonal, the elements of the e~ — A scattering

K.-4 matrix determined, by analogy with Eq. (1.18), satisfy the relation

(¥l

59\ _ k()
Kea| W) ) = K ds59sr (1.57)

They are nonzero only for the transitions between the states with the same parity
and independent of ¢. For this reason, to determine the PES of the system, one can
restrict oneself to the consideration of the situation with ¢ = 0. After insertion of
Eq. (1.57) into the initial equation for the level-shift operator, the perturbed diabatic
Rydberg terms n;/;m; can be determined from the homogeneous system [29]

(5)

K
(80 7lg(w) = 525 (80 7lg(w), (1.58)

Vih
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whose nontrivial solution gives two (singlet g and triplet #) noninteracting per-
turbed Rydberg terms

(1.59)
split by
A=k -k (1.60)

The matrix elements KSZ) o) entering in Eqgs. (1.58) through (1.60) are

written as

R R
= 2A§,u <(D}(111)1n‘11 ( r) (DWZ ( p) X(SIO)‘ KE?A’X?B) (Dl<11[)1m1 ( r) q)nZ( p)>
+ 2A§u<q)i<11fl)lml(p)q) ySO‘Ke A‘/{SO nlfl)lml(r) (Dnz(p)> (161)

@ ®

nylym >

+ S <(Dn2 X(g())’ Ke*A’XgIO) (Dﬁllfl)lml >}

_ (R)
- Q’Aﬁu |:<(I)n|l]rm /{SO ’ K

The first term describes the level shift induced by the electron elastic scattering
from the perturbing center, and the second term corresponds to the excitation
transfer from one center to the other. According to Eq. (1.25), they take into account
the contributions from the short- and long-range interactions. In contrast to the
above-considered perturbation of atom A** by a foreign atom B, the contribution of
the short-range exchange interaction is determined through the singlet (a.) and
triplet (a-) electron-elastic-scattering lengths, whereas the contribution of the long-
range interaction depends on the total spin S. Note that, in the absence of the long-
range interaction, expression (1.60) takes the form

R
AR, (R)

_ a+ (R) ‘
=er {1 +S%2 |:‘(I)nll‘m'(R) +Slzq)"111m1( )(DHZ(R):|

a- R
5 | [ = snel, ®e.®)] f o (16)

The interaction between the perturbed Rydberg states n111m1 and n’ll’lml is

determined by the matrix element <<fo,?3”1 " /so ‘K ‘ xS0 nl”> > and is

I'ymy,n;

given by the expression
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v (R)

nlllml,n’l[’lml

_ nas (R) (R)
- \/(1 :l:S%2)(1 ZES%Z) {2(Dn111n11(R)(I)n’|l’|m|(R)

+ @, (R) [S12<D<R> (R) + S, @) (R)]}. (1.63)

}1’1]’]}’!11 nlllml

1.6 Potential Curves for the Na(nl)** + He System

As a particular application of the theory, we analyze the PES of a quasimolecule
composed of highly excited atom A** and a neutral atom B with filled electronic
shell. It is natural to restrict oneself to the simplest and well-documented system
Na**(nl) + He, because it attracts increased interest in researchers today. This is
caused primarily by the discovery of brown dwarfs (BD) [30] and giant extrasolar
planets (GEPs) [31], which have become the subject of intensive study in the last
years [32, 33]. Brown dwarfs (BDs) are the substellar-mass objects in which the
thermonuclear fusion reaction of hydrogen transformation into helium does not
proceed. They substantially differ from Sun and planets of our solar system and
have effective atmospheric temperature as high as thousands of degrees. As distinct
from the main-sequence stars (which possess regions of radiation energy transfer),
the heat-transfer processes in BDs proceed only through convection, thereby
providing homogeneity of chemical composition in depth.' Photon fluxes from
BDs are characterized by the optical wavelengths indicating the presence of alkali
metal atoms in their atmosphere [34, 35]. Analogous situation occurs in the giant
extrasolar planets (GEPs), although no radiation from them is observed directly.
Theoretical estimates also suggest the predominance of the sodium and potassium
resonance lines in the radiation spectra of GEPs [36, 37]. The atmospheres of these
substellar-mass objects almost totally consist of the hydrogen molecules and helium
atoms [32]. Owing to the collisions of alkali metal atoms with these particles, the
observed profiles of resonance lines are noticeably broadened (more than by 100
nm, depending on the temperature and density of the medium). In addition, these
profiles strongly deviate from the Lorentzian shape typical of an isolated atom.
Such broadening and line profiles are observed in the BD spectra and can be the
cause of the nontransparency of the GEP atmospheres [32, 36, 38—40].

"t is generally believed that, for the thermonuclear reactions to proceed, the stellar mass must be,
at least, 80 times greater than the Jupiter mass (i.e., equal to about 0.08 of the Sun mass). The
hypothesis of BDs as star-like objects (with masses from five to 75 Jupiter mass) was put forward
in early 1960s of the twentieth century. It was assumed that the BD formation proceeds following
the scenario analogous to the formation of other stars. However, the detection of BD is hampered
by the fact that they virtually do not emit visible light. The most intense emission from them occurs
in the IR range.
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The profiles of these lines are usually calculated on the basis of the quantum
mechanical description of collisional broadening and the available data on the
potential curves and dipole transition moments. The properties of “satellites” are
particularly informative, because they can arise at the line wings in the presence of
singularities in the differences between adiabatic potentials. The satellite shapes are
highly sensitive to the ambient temperature, whereas their positions and amplitudes
are sensitive to the details of interaction potentials. Moreover, an algorithm allowing
the temperature and pressure of the BD and GEP atmospheres to be reconstructed
from the line shape is formulated in [41, 42]. This explains the increased interest of
researchers in the correct theoretical calculations of the original potentials.

The shock broadening of the resonance 2s — 2p line of lithium atom was
studied in [42]. In [43], the collisional broadening of the sodium 3s — 3p and
potassium 4 s — 4p lines by helium atoms was considered and the emission and
absorption coefficients on the red and blue wings were calculated. In addition to the
determination of the temperature and density, the obtained results allowed one to
develop the methods for the diagnostic of albedo and atmosphere composition of
the objects of interest [44, 45]. The potential curves of the low-lying electron-
excited states of the Na + He system were calculated in [46-51] using different
numerical methods. The first one [46] is based on the semiempirical pseudopoten-
tial method that is widely used in atomic physics. The second [47] is the traditional
quantum chemical LCAO method. The calculations in [48—50] were made using the
standard MRD CI and MOLCAS programs. In [51], the terms of highly excited
states of the Na*™ (nim) 4+ He system were calculated and a detailed comparison
with the existing data was carried out.

In [52], the Hartree—Fock basis of cationic orbitals [53] was invoked to calculate
the potential curves and dipole moments for the 4 s — 4p transition in the K + He
system within the full ab initio approach and with the use of the multireference
configuration interaction (MRCI) method and the MOLPRO program [54, 55]. In
addition, the PESs of the K + H; system were constructed in [52] and the resonance
wavelengths and dipole transition moments were calculated as functions of the total
number of degrees of freedom, including the changes in the bond lengths and angles
to determine the position of potassium atom relative to the axis of molecular
hydrogen.”

Generally speaking, the medium-perturbed higher lying electronic states are also
involved in the formation of the frequency profile at its wings (under the condition
that Aw > v/by, where v is the relative velocity and by is the Weisskopf radius
[57]). It then follows that the correct calculations require additional analysis of the
behavior of a set of potential curves, especially for the small impact parameters
where the standard quantum approaches are inapplicable [15].

2Earlier, this system was studied in the work of Rossi and Pascale [56], where the PESs were
calculated with allowance for two orientations of the molecular axis of H, about the atom K (the
dependence of the dipole transition moments on the geometry was disregarded).
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The perturbation of Rydberg terms is determined from the behavior of the
diagonal matrix elements K, .. For instance, the /-dependent oscillatory struc-
ture of the terms in overbarrier region, according to [15], reproduces the specific
features of electron wave function @ ‘(Ifnl (r) of Rydberg atom A** and dies out with
increasing R. With an increase in /, this structure becomes more pronounced. The
effect of long-range interaction is determined by the element <(I)£,Il;)l | U |(D‘(5W)l>,
the value of which is the most significant at the distances R < n. The azimuthal
angular dependence of long-range potential (1.23) is responsible for the IT and
A components of Rydberg terms, whose shifts from the isolated unperturbed
levels decrease with increasing 1, because the corresponding matrix elements
satisfy condition ‘ Kn[2’,712 ‘ < ’ K,,/l’,,” |< ’ K,,[()’n[()‘.

One should also expect the appearance of quasicrossing between the terms with
different values of / and a fixed projection of angular momentum. This is caused by
the fact that the states with different quantum defects behave differently in the near-
barrier region.

Contrary to the interaction between the Rydberg terms (1.37), the interaction
parameters between the Rydberg terms and covalent term (1.34) can be signifi-
cantly greater. In the case of L = 0, only one term corresponding to the covalent nL
state formed by the orbitally degenerate Coulomb states is split-off from the
Coulomb terms and characterized by the isotropic electron S scattering from the
perturbing atom. This state interacts only with those perturbed Rydberg states nim,
which have zero projection m, in line with the ZRP model.

The aforesaid is clearly demonstrated in Figs. 1.1 through 1.3 where the potential
curves measured from the ground-state of the Na**(n/) + He system are presented.
The dependences on the interatomic distance R were calculated by formulas (1.28)
through (1.37) with account taken of the harmonics L = 0 and L = 1 in the matrix
elements K, vrm(R) with various n, /, and m. To this end, we used the data on
elastic e~ — He scattering [28] and the following expansion coefficients in (1.30)

c” =1631, ¢\ =10963. (1.64)
For the quantum defects in the sodium s, p, and d states, we used the values

fo=1349, u; =0857, u,=0015, (1.65)

which were found using the data reported in [58]. These figures demonstrate the
adiabatic potential curves of the Rydberg nl?X™ states calculated for the quantum
numbers n = 4-6 and [ = 0-3 [51]. The computational results of other authors
[46-50] are also presented. A comparison with them is of particular interest,
because the accuracy of quantum chemical computations for such values is not
too high [15]. One can see that our results [51] obtained for the component n = 4 of
the term 4s*>" (Fig. 1.1a) are in accordance with the data reported in [46, 48],
whereas the terms obtained in [35, 36] lie too low (this is typical of the MRD CI
program used in those works). The next Rydberg terms 4p*>X " and 4p*I1 are shown
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Fig. 1.1 Adiabatic terms of the Rydberg 4/2Z" states in the Na + He quasimolecule for the
angular momenta / = 0-3. Curves (a) relating to the 4s?Z" state are the results of the following
calculations: O [46], A [48], V [50], and B [51]. Curves (b) are for the 4;)22+ and 4p2H states, first
corresponding to the A [46], V [48], ® [50], and O [51] terms, and the second, to the A [46],
0O [50], and @ [51] terms. The potential curves (c) include the 4d2 A states, which are denoted as
follows: M [47], O [48], and A [51] for the 4d >X " state, and O and ¥ [51] for the 4d *I1 and 4d A
states, respectively. The terms (d) are the results of the following calculations: O [47], O [48], and
¥ [51] for the 4f 2Z* state, and V [51] for the closely spaced 4f2I1, A, ® states. The horizontal
line denotes the dissociation limit corresponding to the energy of the separated atoms in
the given states

in Fig. 1.1b. The term 4p>T" best agrees with the results [48, 50], and the 4p>I1
term is in accordance with the calculations performed in [46, 48]. The potential
curves calculated by us for the 4d’X" and 4f>X" terms (Figs. 1.1c, d) [51] agree
well with the data in [48] (the terms 4d, f2I1, 4d, f?A, and 4 f>® were calculated
for the first time). In the case of n = 5, a good agreement for the term 5s°Z % at
intermediate distances (Fig. 1.2a) is achieved with the data in [46-48, 50]. At larger
distances, the term calculated in [50] lies too high. The potential curve calculated
for the 5[722+ term [51] (Fig. 1.2b) well reproduces the result [48]. The data
reported in [47] are overstated, whereas the term 5p”IT was not calculated previ-
ously. The term 652X is also in good agreement with [48] (Fig. 1.3).

It is worth noting that the results obtained in [51] are the most preferable,
because the accuracy of calculations performed by the ZRP method [27] are
controlled by the accuracy of determining scattering amplitudes (1.30), which are
usually calculated independently or can be determined from the experiment. With
an increase in n (due to the increase in the number of possible crossings), the
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Fig. 1.2 Adiabatic terms of the Rydberg (a) 55" and (b) 4p?Z ", IT states in the Na + He
quasimolecule. Curves (a) are the results of the following calculations: ¥ [46], O [47], O [48], @
[50], and A [51]. Curves (b) correspond to the O [47], O [48], and A [51] calculations for the 2X™
state and V [51] for the 2IT state

classification of the adiabatic terms without preliminary construction of the diabatic
picture becomes difficult. As to the quantum chemical programs used in [46-50],
they are adapted only to the calculation of adiabatic terms. The advantage of the
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Fig. 1.3 Adiabatic terms of the Rydberg 652X " state in the Na + He molecule, calculated in [47]
(0, [48] (@), and [51] (A)

method [27] is that it allows one to determine simultaneously the adiabatic and
diabatic potential curves and determine the exact structure of adiabatic terms with
all possible quasicrossings.

For the transitions to higher values, n > 10, the adiabatic description of PESs
breaks down because of the appearance of many pseudocrossing points between the
Rydberg and covalent terms. For this reason, it is difficult to classify the
corresponding states, because, for each n, the degenerate in / covalent terms

converge to the common limit U <‘L,3n (R.) = — # at the point R, = 2n°.

1.7 Relation to Quantum Chemistry — Matching Method

The quantum chemically calculated terms possess some disadvantages that restrict
the accuracy of computations. First, they do not ensure proper asymptotics for the
calculated PES energies of the separated atoms and, thereby, understate (or over-
state) the potential energies at small interatomic distances. Second, these
approaches disregard the orbitally degenerate states, which form starting at n = 5
and have quasicrossings with the Rydberg states. This hampers the correct determi-
nation of the adiabatic potential curves at intermediate distances (on the order of the
Rydberg electron wavelength). However, they give proper coordinate dependences
for the potential curves in the region of small and intermediate interatomic dis-
tances, though do not provide exact agreement with the energy scale. Hence, the
necessity arises of developing a fundamentally new computational procedure free
of the indicated disadvantages.
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The approach [27] gives the required solution, though it applies only in the
region of intermediate and asymptotically large distances. This is so because the
corresponding solutions are constructed on the basis of Rydberg functions centered
on the ion core. Therefore, the problem amounts to the matching of the quantum
chemical results with the results obtained within the framework of integral
approach and to the construction of general consistent picture of terms. To solve
this problem, the integral variant [27] needs modification. This amounts to the
transformation of PES through the inclusion of the additional dissociative valence
and ionic configurations into the theory. This procedure was partially accomplished
in [51]. The inclusion of the dissociative and valence configurations is usually done
by expanding the basis of eigenstates for the Green’s operator G4-- of the Rydberg
atom A** [3] entering in Eq. (1.8) for the level shift operator. The ionic configura-
tions are introduced through the following renormalization of the scattering matrix:

| 0:) (el

K=K, ;+V_—17_y
BTV E_E 4 1/R

(1.66)

Here, E is the total energy of the system, ¢, and E, are, respectively, the wave
functions and electron affinity in the ionic configuration ATB~, R is the interatomic
distance, and V is the corresponding interaction. The poles of the second term
determine the positions of the ionic terms

UD(R)=E, —1/R. (1.67)

Note that if the resonance occurs at distances E.>1/R, the potential curve
U (R) passes into continuum and acquires the autoionization width. This result
follows from the eigenvalue solution to the equation for the level shift operator.
Then, the quantum chemical calculations are corrected through the direct coinci-
dence with our results at those intermediate distances where there is no quasicross-
ings of the Rydberg and orbitally degenerate covalent terms. As the result, we
obtain the required energy shift of the potential curve at small distances. Note that
the PESs determined in this manner must exactly transform, at small internuclear
distances, to the potential curves of the corresponding Rydberg molecules. We thus
obtain a consistent structure of the adiabatic PESs that can be used to reproduce the
full diabatic picture (including all quasicrossings) for the terms in the region where
the intercenter coordinates change. The use of diabatic terms is necessary for the
correct calculations of the quantum defects as functions of interatomic distances
that enter into the definition of electronic matrix elements.

An important role belongs also to the ionic configuration that interacts with the
Rydberg valent and dissociative states and gives rise to the additional quasicross-
ings between the diabatic terms. This result can be obtained by expanding the basis
of Green’s function entering into the main equation for the T matrix of multichan-
nel scattering [3]

T=t+HG—-Go)T— it > _|B(AIT, (1.68)
B
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where the difference G — Gy is a portion of Green’s operator containing poles
corresponding to the discrete levels of the Coulomb center, and |f) are the wave
functions of the dissociative configurations. In contrast to the operator Gg, which
includes the Rydberg e~ + XY states (without poles corresponding to the discrete
levels of the Coulomb center), dissociative X + Y*, and discrete valence states, the
operator Go involves the states of ionic configuration, i.e.,

~ | @0 (el
Gy =Gy +—""F—""——. 1.69
0 =G0t E T E R (1.69)
After the renormalization, the reaction matrix t is written as
7 \/ | SDr>< 90r|
t=t4+V —M——L— — 1.70
TYECESFUR Y (1.70)

where the matrix t is defined in [3], and the operator V also includes the interaction
with the ionic configuration. The dependences on the internuclear distance for the
electronic parts of the matrix elements corresponding to the configuration coupling
between the Rydberg, valence, dissociative, and ionic terms can be determined
from the difference between the adiabatic and diabatic potential curves in the
vicinity of quasicrossings.

1.8 Interaction of Rydberg Molecules with Atoms
and Molecules

The Rydberg states (RSs) of molecules (as well as atoms) can clearly be divided
into the two groups: strongly and weakly interacting with the core. They differ in
the electron angular momentum /, whose value characterizes the height of orbital
barrier. The number of the states in the first group is smaller than in the latter,
because the effective electron angular momentum /* dividing these groups is small.
For instance, in the two-atomic molecules (of the type H,, N, NO, O,, and CO)
I*="2.In the case of weakly interacting states (with / > [*), the level positions can be
satisfactorily approximated by the expression

1

Enlq:Eq_ma

and the levels themselves can be assumed to be purely coulombic for every fixed
value of the index ¢ characterizing the set of vibrational v and rotational N ionic
states; i.e., ¢ = {v,N}.

Let us consider the evolution of molecular spectrum with changing principal
quantum number n. For the fixed interatomic distance R, the positions of Rydberg
levels relative to the ionic term U;(R) is given by the formula
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1

E(R) = ——————,
2 [n—u;R)]

where 11, (R) is the R-dependent diabatic quantum defect of the level and 1 is the set
of quantum numbers determining this state with inclusion of the internal degrees of
freedom. Under the conditions of nonadiabatic motion, the set of levels is deter-
mined by the expression

1

Ey=E,——
T PR TES

which describes the Rydberg series with different ionization limits that, similar to

atomic series, differ from each other by the energy E, of ionic core excitation. In the

spectral regions where the period of electron rotation is comparable with the periods

of core vibration or rotation, the energy levels of Rydberg molecule (referred to as

rovibronic levels) demonstrate the irregular dependence on n [1, 3].

The next important feature of the spectrum of highly excited molecules is that,
along with the Rydberg states (i.e., one-electron configuration ¢ XY™), the states
mixed with other (non-Rydberg) valent configurations of molecule can be formed.
Among these are, first, the quasistationary states forming the additional set of
resonance levels in the XY + e~ system and, second, the dissociative states having
a continuous spectrum of nuclear motion. The dissociative states lead to the decay
of a Rydberg molecule into atomic fragments.

The nonadiabatic coupling of the channels (in the excited states of the nuclear
subsystem) and the configuration interaction induce broadening that is determined
by the contribution from the autoionization states and, generally, is a nonmonotonic
function of energy. Under certain conditions, the autodecay widths of some levels
can turn to zero (for the interference-stabilized level). These states in continuum are
the most interesting in atomic and molecular physics and are the subject of wide
subject of wide interest in the literature (see. e.g., [59-63]).

The experimental investigations of the highly excited Rydberg molecules (with
the principal quantum numbers n > 10) have been carried out over 20 years. The
results of these studies, including the developed and elaborated methods, are
reported in detail in the Freund’s review in [1], where the history of this problem
is given and extensive literature is presented.

1.8.1 General Equations of the Theory

The quasimolecules XY** + A and XY** + M, where atom A or molecule M are in
the ground electronic state, have the same PES configurations as in the above-
considered simpler systems X** + A and XY** + M. To obtain them, one should
determine explicitly the Green’s function for the e~ + XY+ system. The inelastic
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transitions induced in an ion XY by electron renders this problem multichannel,
because the states with total energy are formed owing to the interaction (and
interference mixing) of the states corresponding to the different channels ¢ of
entrain excitation

E=c¢,+E, (1.71)

where ¢ is the set of vibrational v and rotational N quantum numbers ¢ = {v, N} of
the ion, E, is the ion excitation energy, and ¢, is the electron energy measured from
the spectrum boundary in a given channel. The presence of a nonadiabatic coupling
between motion channels fundamentally distinguishes Rydberg molecules from
atoms and imparts to them a number of unique features. Among these are, e.g.,
irregular dependence of the quantum defects on the level number # [1, 3] and of
their near-threshold absorption spectra on the frequency of incident light [64], the
presence of bound states on the continuum background [61], the stroboscopic effect
[65-67], etc. The nonadiabatic interaction gives rise also to the interesting physical
phenomena consisting of a strong (resonance) dependence of the inelastic-transition
cross-sections, ionization cross-sections, and charge-transfer cross-sections for
highly excited molecules XY** on the principal quantum number [68, 69].

Let us consider the method of constructing Green’s function of a Rydberg
molecule in more detail. With this aim, it is convenient, following [70], to use the
Dyson equation

Gy = G + GTG. 1.72)

The operator G (without interaction V between an electron and ion core)
represents a convolution of the Coulomb Green’s function Gé") and Green’s func-
tion of the nuclear subsystem,

G(E) =) |q)GY(E - E,) (g, (1.73)

where |¢) are the corresponding wave functions of the nuclear subsystem of XY+,
and Gf{") is Green’s operator of electron in the Coulomb field. Inasmuch as the main
contribution to the matrix elements of the T operator comes from the region of
small r satisfying condition r |.sqf < 1, Green’s function can be expressed through
the matrix element of the operator T and represented in the following form [70]:

I+l ”(quq’)m
Y e
' qq' ' JM

) v
LJM)T, , , (E){I'qJM 1.74
sin 7Ty, Sin vy M) l"’lq( ){la ( )

In this equation, the operator G is determined by the first term of expression
(1.72), and the basis functions are defined by

lgIM) = Qi (r) 72() di(x) DI (7, R), (1.75)
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where Qe coincides with radial function (1.7), ¢,(x) is the ionic electron wave
function, {x} is the set of coordinates of inner electrons, y/(¢) is the ionic
vibrational wave function, ¢ is the internuclear distance, and v, is the effective
principal quantum number, v,(¢) = (— qu) 12 where ¢, = E, — E. The total
angular function ® ¥ (7, R) of the system is determined in the representation with
the total angular momentum J, its projection M, nuclear rotational motion N, and, in
the case of LS coupling (e.g., for the state of XY ™), has the form [71]

oM (7 ZY,,,, Ynum(R)(INmM —m |IM), (1.76)

(7 and R are the corresponding angular variables).
For the subsequent consideration, it is important to separate the radial Green’s
function G 5;) (r,r'; ) into the parts strongly and weakly depending on energy [72, 73]:

GE? (r,r'; &) = cot mv,(e ’cpqu > <<p1qg(r') ‘ + gfg) (r,r; e). (1.77)

The first term in (1.77) reproduces positions v, (&) = (—23(,)71/ 2 of the Coulomb
levels at ¢ < 0 it is expressed through the Coulomb wave functions regular at zero
point and is normalized as

(1e(r) | dre(r)) = md(e —&). (1.78)
The elements of T matrix in (1.74) are determined from the integral equation [3]

T=t+tY  |lg/M)(gIM| cotny,T, (1.79)
q

where the reaction matrix t describes the electron scattering by the ion core (for all
open Rydberg channels the functions cot v, = —i). Owing to the separable nuclear
structure (i.e., the factorable dependence on the variables r,R and 1, R’), integral
equation (1.79) reduces to a system of linear algebraic equations for the elements of
collisional T-matrix. Under condition Bn® < 1 (where B is the ion rotational
constant), which encompasses a broad spectral range for the majority of molecules,
the Rydberg states can be described within the framework of adiabatic approxima-
tion. To transfer to the adiabatic basis, one should pass to the molecular-axis-fixed
coordinate system, in which the absolute value of the projection of electronic
angular momentum onto the molecular axis is fixed. On this basis, the states of a
two-atomic molecule are classified by the values of J and A; i.e., the electronic
angular momentum / is generally not conserved. The basis functions in the Rydberg
states (taking into account the vibrational and rotational motions) are [74]

UMpAv, +) Za UMIAv, +), (1.80)
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where p is the quantum number characterizing the effective electronic angu-
lar momentum in the Rydberg configuration with allowance for the mixing of
states /. The coefficients a/{j\ are normalized to unity and assumed to be known.

In the adiabatic basis, the elements of reaction matrix t are diagonal in
the indices p and A and expressed through the adiabatic quantum defects of the
levels

tpA,p’A' (é-‘-) = —tan nuﬂA(fﬂép?p/ 5A,A" (181)

Because the diabatic (1.80) and channel (1.76) bases are related by the unitary
transformation, the following relationship is true for the elements 7}y, ,y»,, inducing
vibrational—rotational transitions in XY " [74]:

7 _ Joprdi
LN, Nty = — E :a;)A Una < 1Ly

pA

tan 7,4 (E1) ‘y >aJ]AUNA, (1.82)

where U%, is the Fano rotation submatrix [71] with elements
Ul = (IN | IA) = (=1)" N2 = 640) "2 (LTA — AINO). (1.83)

The nondiagonal matrix elements are generally smaller than the diagonal ele-
ments by the ratio of the amplitude of zero-point vibrations a to the interatomic
distance. For this reason, the strong vibronic coupling is significant, as a rule, only
for a pair of energetically close states.

Of the greatest interest for the problem under consideration is the coordinate
region (|r —R|, |’ —=R|) < R near the perturbing atom. For the states with

[ < vy 2/3 , the direction of electron momentum at the point R coincides with the
dlrectlon of vector R. Physically, this situation is the most important, because the
interaction with ion core noticeably distorts only the states with small /. Also, our
strongest assumption is that the perturbing particle is in the classical region of
electron motion.

In the quasiclassical conditions, it is convenient to use the rotationally adiabatic
approximation and consider it, similar to the translation, as the motion of a
representative point along the set of vibronic PESs corresponding to different
vibrational states of the molecule. In this case, expression (1.74) takes the form

Gv =g
+ Z ’XV(F)J'L(PvP) Yik(p)) <Xv(f/+)fL'(PvP') Yk (p')

LK, 'K, v

X (pycotmy, Ok, 1k Oy + o <L/1‘> Ly OK0 Ok10),
(1.84)
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where p is the set of angles specifying the direction of vector p relative to R. The
matrix oth) iy 18 defined by

v‘v‘
o) —2nzz [(2L+1) (2L’ + 1)]"/?

sin 7tv, sin v,y

X Tl/\l er/ M ¢LLE( ) d)g/%’E(R) YIA(R) Y;/\I (k)) (185)

The electron wave functions are

quE(Rqu)a L= 2[77
¢§25(R) =¢ OueR,v—1/2), L=2p+1 (1.86)
(p=0,1,2,..)

(for the even and odd values of L, they differ in the phase shift by n/2). Corre-
spondingly, the function g, is

B - S n) G ), (187)

According to Eq. (1.84), the function G — g, is the sum of terms, each demon-
strating the factorable dependence on the variables r,r’ and ¢, ¢. Under these
conditions, the integral equations for the level-shift operator 7 describing the
eigenvalue spectrum of the system XY** 4 M reduce to the algebraic equations.
The operator form of these equations is written as

*=K(G, —gy) 7. (1.88)

The operator K corresponds to energy &, = pi / 2 in the motion channel g.

1.8.2 Perturbation of the Rydberg Series in a Homoatomic
Molecule X, by the Field of Neutral Particle

Let us consider a system X, (nlA) + M with energy |E| < 1, in which the total
energy E at a fixed distance between the particles X5 and M is equal to the binding
energy of Rydberg electron in the ground vibrational state of the ion (here, the
electronic angular momentum / is a good quantum number). The ion core perturbs
the states with a small electronic angular momentum / relative to the Coulomb
center (/ =0, 1, and 2). The field of perturbing particle, in turn, influences only those
superpositions of the Coulomb states that have small values of electronic angular
momentum L relative to the particle. These two groups of heterocenter terms that
are characteristic of a purely Coulomb center will be briefly called / and L terms.
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The substitution of Eq. (1.84) into Eq. (1.88) reduces the homogeneous integral
equation with degenerate kernel to the following system of algebraic equations
[70]:

LK __ %
Ty ss = E KLv,ss”
SU

LK L'K
X | pysr cOt vy T + d ko E O Lus”, v Ty gy

L'y

(1.89)

The index s labels the vibrational states of molecule M with the excitation energy
E,, and the quantities p,; and v, are defined by

2 112 _
P = [z_e_vT] . v =[2(E, +E,— E)] 2.
Vs

The system of equations (1.89) describes all the possible types of vibronic PESs
for the X;3*(nlA) + M system with inclusion of the nonadiabatic coupling between
the electronic and vibrational motions. Note that the shift of Coulomb levels, as a
result of the joint effect of the perturbing particle M and the ion core, is the most
efficient for K = 0. It is this case that holds the greatest interest. For the nonzero K,
the condition for unambiguous solution to the homogeneous system of equations
determines the set of Coulomb terms that are split by the field of particle M and do
not interact with the ion core.

There are two main mechanisms of the electron interaction with atoms and
molecules: direct and resonance. The direct mechanism (potential or background
scattering) is described in the adiabatic approximation

Lv,ss’

- 1
K9  — o (s] tan 6,4(&y5)|5), (1.90)

vs

where d,4 is the electron elastic-scattering phase determined for energy &,; = p% / 2
at the point where particle M is situated. Since the vibrational coupling is weak, the
terms nondiagonal in s are small when compared with the diagonal terms, i.e., the
interaction between vibronic terms is appreciable only in the vicinity of their
quasicrossings.

For the resonance mechanism of interaction between electron and the perturbing
particle, the scattering operator has the form

K-—K9 . v _ ’905’;—><<p5,f

1.91
>V B (B +E +E) (19D
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Here, E' = E 4+ 1/R and |g0‘(lv)—> are the total wave functions of the (v,s™) state
in the ionic configuration X M, and E, is the resonance energy. The poles of the
second term in Eq. (1.91) define the positions

UYW (R)=E,+E, +E, —1/R, (1.92)

vs

of different vibrational v and s~ states in terms of ionic configuration. Note that the
K operator is the same for both the positive and negative energies. The solution to
the above equations provides the full picture of the interaction between Rydberg
molecule and neutral particle.

By neglecting the anharmonic interaction in molecule M and taking into account
that the residues of the second term in Eq. (1.89) are appreciably smaller (by ~n?
times) than those of the first term, one obtains the following equation giving the
unambiguous solution of the energy eigenvalues:

1 — Pvs I%Lvs Ctgnvvs - IgLvs O(st,L\r's (R) - 07 (193)

The solution to this equation points to the fact that there are two groups of
vibronic terms of the combined system XY**M. The first group is composed of the
Rydberg R-independent / terms

1

(R)
Unles:EV+E57 2
‘ 2(ny — pay)

(1.94)

(14, 1s the quantum defect of the /Av-series), whose positions are determined by
the poles of the electron—ion core scattering matrix T. The second group includes
covalent terms L that are split off from the Coulomb terms by the field of perturbing
particle.

1
U(L)(R) —E,+E, —

Ny

(1.95)

2 b)
2 {n +Larctan [ pyy(R) K\°) (R)]}

where n,; corresponds to the principal quantum number of the nearest Coulomb
level at the classical turning point (R}, ~ 2n?) determined from the condition
Dvs = 0.

1.8.3 Interaction with the Covalent Term

The collisions between particles X3* and A induce nonadiabatic transitions between
the Rydberg / terms and the covalent L terms in the vicinity of their quasicrossings.
The greatest contribution to the inelastic vibronic—transition cross-sections comes
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from the vicinities of the quasicrossing points RS,C? between the Rydberg n,,/ and

covalent n,L terms corresponding to different vibrational states of the ion. It can be
shown that Eq. (1.93) in its vicinity takes the form

(E-u®) (E=USN) = Vi (1.96)
The interaction between these states is given by the expression

G2 2
Biarvpy Ky, cos“my,

0 (1.97)

nmny?

2
V =
nL,nyl TCV%,

where the multiplier

A
(tfv,)lv’)z
2 b
}V( tanv, — t;f,%),v)z + (fva,)zw)

is defined as a nonadiabatic mixing factor.

On the background of continuum, the terms of quasimolecule X3*A are
described by Eq. (1.93) with the formal substitution tan zv,» = i corresponding to
the autoionization. The solution to this equation gives the following expression for
the covalent term:

3
£ = = (v—> CBTh (1.98)

v, ) COSTIVy

1 7( ) < ( ) . - ( )
(L) o - Py R KLV R _ I n,L R
U (R) = EV 2 + vg 1 2 y (199)

v

where I',, . (R) is the autoionization width whose explicit form is given in [64].

1.8.4 Interaction with the Ionic Term

Using expression (1.91), one can determine from Eq. (1.93) the interaction between
the Rydberg molecular X3*(v') M(s = 0) and ionic X5 (v)M~(s~) configurations
[69],

12 N 2
Vi =47 [ A0 [ @ (R) Yer (@) [ 1), qor- (1.100)

ny
Here, Agz is the coefficient characterizing the asymptotic expression

o _ AL :
din =~ exp(—a’ p)
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for the normalized electron radial wave function in the negative ion, A~ is the
projection L of the electronic angular momentum on the axis of molecule M,

o) = [~2(E, + E,- )]7V/> and ®,x(R) are the functions normalized to unity
and coinciding, at energy g =-1 / 212, with the electron wave functions in the
field of Coulomb center, Q are the angular variables characterizing the orientation

of molecule M relative to vector R, f,,"Z,, is the nonadiabatic mixing factor (1.98),
and ¢os = (0|s™)? is the Frank—Condon factor. The interaction of the covalent
n, L-term with the term X5 (v) M~ (s~) of ionic configuration on the continuum
background is expressed, according to Eq. (1.89), through the full autonization
width of the resonance level s~ [75]; i.e.,

1
2
Vivs’,n\JL = m Iy q0s~- (1.101)

1.9 Dynamical Models in the Theory of Collisional Transitions
Between Rydberg States

The dynamical models used in the description of the processes involving Rydberg
atoms are described in detail in the review of Hickman, Olson, and Pascale in [1].
For this reason, we will not discuss here all possible theoretical approaches and
concentrate only on those, which are used more frequently and efficiently. Among
these is primarily the impulse approximation [76, 77], in which the transition matrix
elements nlm — n'I'm’ with a given momentum transfer Q are calculated by the
formula

A (kynim — k — O, wl'nl ) = /cp;,,,m, (k= Q) Oun(k) k. (1.102)

Here, the amplitude f, of the e~ — A scattering can be calculated using the low-
energy approximation suggested by O’Malley [78-80]. As a rule, this approxima-
tion is restricted to the first terms of expansion

fe= —a—%ﬁQ. (1.103)

The formulas of Born approximation are described by the standard way using
the effective potential V(r,R) chosen in such a way that it describes the real
characteristics of the e~ — B scattering [1].

Both approaches are, in essence, equivalent. Their limitation is associated with
the fact that they do not take into account a change in the mutual arrangement of the
terms between which transition occurs. However, the regions of mutual approach or
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quasicrossing terms combined in the collisional transitions play the decisive role in
some cases.

The study performed above directly points to this fact. For example, when
studying the direct transitions between the n/m and nLO groups of states, the
distortions in the group of nLO-terms should be taken into account explicitly.
Along with this, the interaction between these groups of states can be treated
perturbatively, because, when moving along a given trajectory, the transition
probability W is low enough (W < 1).

In the approximation of linear trajectories, W is calculated by the following
formula [1]:

00 2

W= / A Vi (R (1)) exp(iA E e (1) dF) | (1.104)

—00

where R = /b>+ V212, b is the impact parameter, V;s(R (1)) is the effective
interaction between the states of interest.

In the method of perturbed stationary states, the impulse and Born approxima-
tions correspond to the assumption that energies E; and Ef are independent of time ¢.
The inclusion of the dependence A E(t) corresponds to the perturbation theory in
the distorted wave method. In addition, the fact is also taken into account that, as a
result of the interaction induced between the state / < [* and a large group of states
I >I* by the external particle A, its m components become mixed (in the case of
molecule XY**, the same is true for the M components of the total angular momen-
tum J).

It should be emphasized that the calculations utilizing information on the PES
reveal term quasicrossings and regions of the spatially localized transitions for
which

Ve|Fif |7 < R? (1.105)
(Fir is the difference in the forces acting along the particle trajectory from the
crossing terms i and f'), so that the collisional processes can be described by the
Landau—Zener method. Under condition (1.105), the Landau—Zener formula is
obtained from Eq. (1.104) in the approximation of two coupled states. A more
complex situation arises for the case of multiple term crossings. However, the
exactly solvable models in the theory of nonadiabatic transitions [81-83] show
that, in many cases, a rather simple and reliable estimate of cross-sections can be
obtained in the approximation of independent Landau—Zener transitions at the term-
crossing points, which are characterized by the parameter

_2n |Vy|?

- . (1.106)
| Fir| Ve

Ui
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Therefore, the use of the data on PES of the system X** + M represents new step
in the study of collisional processes involving highly excited atoms.

Formula (1.104) (including the AE(¢) dependence) and the model of independent
Landau—Zener transitions are used below in the calculations of the /-mixing, charge
transfer, and atomic ionization processes. The /-mixing process can be regarded as a
dynamic transition from the states with fixed value of / (for / <[*) to a group of
states with [ > [*.

As an example, we refer to the /mixing process for the Rydberg states of atom
Na**(nl) in slow collisions with atom Xe; i.e.,

Na™ (I < I') + Xe — Na™ (1> I*) + Xe, (1.107)

and compare the computational results [84] with the experiment and the data of
other approximate approaches [85]. The corresponding dependences are presented
in Fig. 1.4. The calculation was carried out for the relative velocity V, = 2 x 10~
of the colliding particles (which corresponds to the temperature 7. o< 300 K) and
parameters uy = 0.015, a = —6.0, and f = 27.06, taken from [86]. The black
circles on the right wing correspond to room temperature 7, = 300 K [87]. On
the left wing of the curve, white circles are the results obtained in [88] for the
temperature 7, = 430 K.

o, A2

108

10*

3 | | | |
10%, 10 20 30 n

Fig. 1.4 [-Mixing cross-section for the Rydberg states of atom Na** in the collisions with atoms
Xe as a function of the principal quantum number n
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The fact that the cross-section increases at small 7 is explained by the increase in
a scale factor of ~n*, which is proportional to the square of a geometric size of the
Rydberg particle, whereas the decrease is explained by the fact that AE ,; ,;, weakly
depends on R at large n, although becomes small. In the limit n — oo, the cross-
section of process (1.107) transforms to the known result [89]

a?

n3 v’

C

Onr =21

(1.108)

which is well reproduced in the impulse and Born approximations [1].

As a next example, we consider the ionization process of Rydberg atom A** in
the collision with a diatomic molecule M possessing autodecaying state M~. The
specific feature of the terms (denoted below by the index i) correlating with this
state at R — oo is that they intersect continuum boundary at the point R, = |Er|71.
The ionization can be regarded as being completed if the characteristic residence
time of the system in continuum is much longer than the half-life of ion M~; i.e.,

Li(R? =)' PV > 1. (1.109)

The transition to the ionic state can occur both at the approach stage and at
the stage of flying apart. One can show that the second stage is more efficient. The
characteristic ionization cross-sections at thermal velocity are on the order of the
gas-kinetic cross-sections. This is confirmed by the dependence of ionization cross-
section on the principal quantum number for the reaction (Fig. 1.5)

H*(n9) + Na(s =0) = H'N; (s" =1) > H" + ¢~ +Na(s =0),  (1.110)

At low electron energies, the e~ + Hj system has a resonance corresponding to
the autodecaying X,-state (L =1, M = 0). To describe the X* + H, processes
associated with the occupation of this H; state, one can set E, = 1.7 eV and
I' = 0.5 eV (with these parameters, the theory reproduces well the experiment on

the ionization of atoms K from the ground state by molecules H, [90]). Table 1.1

o, 10717 cm’
1.0}

0.5+

Fig. 1.5 Ionization cross-
section as a function of the
principal quantum number 7,
as calculated by the harpoon S 10 15
mechanism for atom H no
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Table 1.1 Recommended parameters for the description of charge
transfer in the H** 4+ N, system [75]*

s~ 0 1 2 3 4 5

Tos- 1.1 2.3 2.4 1.7 0.9 0.4
INTS 2.3 1.3 0.01 0.7 1.6 1.5
RG) 11.8 10.7 9.8 9.0 8.3 1.7

* Partial widths are given in units of 10~3au

reports the recommended parameters for process (1.110). These parameters were
calculated using the analytical model [91], which reproduces well the resonance
e~ + N scattering (“‘shape” resonance in the 2Hg-state with the resonance energy
E. =23 eV). The dependence of partial cross-section shown in Fig. 1.5 was
calculated in [75] using parameters taken from Table 1.1 for the relative velocity
of colliding particles V. = 1.32 x 1073 au. This function has a typical bell-shaped
form with the maximal cross-section equal to 0.8 x 10~'7 cm? at ny = 7. With
increasing ng, the cross-section decreases as ~1 / ng.

1.10 Ionization and Vibronic Transitions in Slow Collisions
of Highly Excited Molecules with Neutral Particles

The expressions presented above for the interaction of the terms belonging to
different states of the Rydberg atoms and molecules allow one to calculate the
processes specific to these systems. The modern optical methods of electronic
excitation of atoms and molecules, in conjunction with various methods of the
collision theory and ionization by an electric field [92, 93], as well as with the
methods of microwave multiphoton ionization allow the generation of atomic and
molecular beams in the state with close values of n, the same n, and even in the
individual Stark states [1]. In this connection, the question of how the cross-sections
of elementary processes (or reactions) depend on the energy of a high-resolution
initial excitation has great significance.

1.10.1 Probability and Cross-Section of the Collisional Ionization

When describing this process, it suffices to restrict oneself to the two-channel
vibronic basis and use (as in the analogous problem of Rydberg ionization due to
the perturbation introduced by the term intersecting continuum boundary [72]) the
model of independent Landau—Zener transitions in a system with many term cross-
ings [81]. In the approximation of linear trajectories, this problem can be solved
analytically.
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For the given impact parameter b, the ionization probability is given by

Wr(:l;lm(b) = Py (D)@nyng+1(D)[ 1 — S (B)], (1.111)

where py,.,(b) is the probability of the first nonadiabatic transition from the
Rydberg nyl to the covalent n;L-term, and g,,,,+1(b) is the probability to pass to
continuum at the point R} along the diabatic n,L term. The quantity S has a
meaning of the probability that the atom remains on the covalent term as the
representative point moves in the region of distances R < R, , where the term is
autoionizing and determined by expression (1.99). The resulting ionization cross-
section takes the form

) (Vo) == (R, P (Ve), (1.112)

no
C

The quantities A and Q are associated, respectively, with the probability of
the first Landau—Zener transition from the original term to the covalent n;L-term
(~A/V.) and the probability to remain on the original term (~exp(—Q/V.)). The
corresponding expressions for these quantities are given in [82].

In the case that the strong nonadiabatic mixing of the Rydberg ny/- and
ny [-states (i.e., the corresponding energy levels are close to each other) occurs
near some point E;, A(ng) and Q(ng) depend essentially on ng in the vicinity of
this point. With an increase in ng, A(ng) increases sharply, whereas Q(ng)
decreases. As a result, the cross-sectional peak becomes asymmetric with
respect to E..

If the initial energy E,, of the Rydberg molecule is lower than E;, the efficient
vibrational excitation occurs owing to the transition from the covalent n;L-term to
the Rydberg n;/-term. This brings about sharp increase in the cross-section near the
point E,,, because the function A(ny) increases, thanks to the strong mixing of the
npl- and n,l-states. In this case, along with the sharp peaks, the ionization cross-
section (1.112) contains oscillations caused by the fact that the quasiclassical phase
® depends on ny. Such oscillations of the broadening cross-sections as a result of
quenching Rydberg states of alkali atoms in the rubidium atmosphere were studied
in [94] and reported in [75].

If an atom has the negative scattering length (a <0), these two features are
supplemented by the appearance of a sharp dip in the cross-section, which is caused
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by the Ramsauer effect (i.e., turning to zero of the corresponding element in the
scattering K-matrix [68]).

1.10.2 Vibronic Transitions in the XY** + A System

Let us now turn to the inelastic XY** — A collisions accompanied by the one-
quantum vibrational excitation. The vibronic transitions to the covalent nL-states
occurring with a change in the electronic angular momentum (I' # [, I' < (n; — 1))

XY**(ng, [,v' = 0) + A — XY™ (ng,I' > 1,v=1) + A, (1.114)
and the transitions to the n;/-states with the conservation of the angular momentum
XY*(no, 1,V =0) + A — XY™ (ny,L,v=1) + A. (1.115)

are of greatest interest.

In contrast to the ionization process, the inelastic vibronic transitions
(ng,v=0) — (n1,v = 1) proceed as a result of two passages of the representative
point through the regions where the Rydberg and covalent terms meet quasicross.
Since the corresponding transition probabilities are low, the total cross-sections of
the indicated processes are combined additively from the individual cross-sections,
each corresponding to the one-shot capture by the n;L-state (accordingly, on the
approach or flying apart). Besides, in contrast to Eq. (1.114), one should include in
this case an additional factor describing the probability to escape from the n;L-term
in the vicinity of £ = E..

One should set off two regions corresponding to different values of n; in the
energy dependence of cross-sections. In the first region, the n;L-terms lie near the
continuum boundary and intersect it at the R, points (Fig. 1.6a). For this reason,
one must take into account the possibility for autoionization in this region.

In the second region (Fig. 1.6b), the covalent term lies in the discrete spectrum
(E <0). In this case, the cross-section of the inelastic transitions has the form [68]

oor = 27(R1))? [E3( Q_‘(ZO) ) - E3( M )] (1.116)

(E,(x) is the integral exponential function). In this case, the ratio of the maximal
cross-section to the cross-section in the plateau region is

o01(E =E;) /oo (E # E;) > 1. (1.117)
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Fig. 1.6 The terms of the N}* + A {A = He(1), Ne(2), Ar(3), Kr(4), Xe(5)} system classified for
ny =7 and n; = 6 by the type of scattering (L = 0) from the perturbing center. The order in which
the n;L — terms are arranged is numbered for He through Xe [68]

Thus, the cross-sections of the inelastic vibronic transitions (by analogy with
ionization) must demonstrate “resonance” structure in the dependence of ag;(7)
on the initial principal quantum number. Another feature is associated with
the fact that the cross-section increases in the vicinity of the E,, = w — 1/2n?
level (where the matrix element K turns to zero for a < 0) owing to the Ramsauer
effect [68].

Note also that the cross-sections calculated for processes (1.114), (1.115) using
the impulse approximation with the hydrogen-like distribution of electron density
[95] coincide at / = 0 with the well-known classical expression [96], which has
limited area of application V, > 1/ny.
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1.10.3 Interaction of the N5* Molecules with the Noble Gas Atoms

Let us use the collisional ionization and inelastic (ng,v = 0) — (ny,v = 1) vibro-
nic transitions to illustrate the theory by the example of the system

N;*(ng>40, dog) +A — Ny +A+e, (1.118a)
N3 (9 >40, do,) +A — Ny (n =7, 1> 1) +A, (1.118b)
N5 (19> 40,do,) + A — N3 (ny = 7,do,) + A, (1.118¢)

(where A = {He, Ne, Ar, Kr, Xe}), whose covalent n;L-terms intersect the contin-
uum boundary (Fig. 1.6a). For the energy E, = —1.148 x 10~* corresponding to
ny = 66, the system is characterized by the strong nonadiabatic mixing of the
vibronic Rydberg do,-states (v =0) and (v = 1). Figures 1.7 and 1.8 show the
dependence of the cross-sections for processes (1.118a—) on the initial quantum
number ny calculated in [68] by formulas (1.112, 1.113). The cross-sections are
characterized by the presence of sharp maxima covering a small group of Rydberg
states. As expected, the obtained curves are asymmetric about the position of level
n, = 60.

Another common property of processes (1.118a—c) is the interference suppres-
sion of the cross-sections at the values of ny corresponding approximately to the
condition sin ®(ny) = 0. For example, the first interference minima for He atom are
situated at the points 7o = 80 and 147. For Ne, in which the covalent n|L-term is the
smoothest, three oscillations are observed, respectively, at ny = 65, 77, and 114.
Since the first interference minimum is situated close to the level n, = 66, processes
(1.118a and b) are only partially suppressed.

The characteristic feature of the interaction with the Ar, Kr, and Xe atoms
(possessing the negative scattering length) consists in the manifestation of the
Ramsauer effect and the resulting decrease in the cross-sections in the vicinity of
the ny = 59 level. Similar effect should also be observed in the inelastic collisions
of Rydberg atoms X** with atoms [1]. However, as distinct from the atomic
systems, where the Ramsauer minima are rather smooth, narrow localized dips
form in these systems (Fig. 1.8). This is caused by the fact that the cross-sections of
the processes reproduce the characteristic features in energy dependence of the K-
matrix, rather than its averaged characteristics (as in the case of collisions proceed-
ing by the impulse mechanism [1]).

For all inert gases (except Xe), ionization cross-section (1.118a) is smaller than
the inelastic-transition cross-section. For the Xe atom (where the ionization process
is rather efficient), they are comparable. In the region of n; = 6 (Fig. 1.6b), the
vibronic transitions to the covalent n;L-state with the participation of the Rydberg
nodd, series should be the most efficient. In this case, the states with ng ~ (n, = 12)
should also be strongly nonadiabatically mixed and, as a result, demonstrate
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Fig. 1.7 Cross-sections of collisional ionization (1) and vibronic v =0 — v = 1 transitions (2)
with and (3) without a change of the electronic angular momentum in the system
N3*(no, dq,v = 0) + A (A = {He and Ne}). Calculations were carried out in [68] for the relative
velocity V. =2 x 10 au
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Fig. 1.8 Cross-sections of
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Table 1.2 Cross-sections of the inelastic (ng,v = 0) — (n;,v = 1) transi-
tions with a change in the electronic angular momentum in the collisions of
N3*(nodo,, v = 0) molecules with noble gas atoms

no a1 (no), 10710 cm?

He Ne Ar Kr Xe
12 466.0 22.8 108.0 6.18 84.0
13 0.58 2.39 0.92 4.38 1.41
14 0.04 0.11 0.51 0.58 0.02
15 0.04 0.61 0.03 0.03 -

The cross-sections are calculated for the relative velocity V. = 1073 au

appreciably increased cross-sections. The results of calculation performed with the
adiabatic quantum defect [97, 98]

Harg (&0 ) = —0.11+0.166(& — &),

are presented in Table 1.2. Note that the cross-sections calculated near n, = 12 are
two orders of magnitude larger than the gas-kinetic sections.

1.11 Dynamics of the Charge-Exchange Reaction in the XJ* + A
System

As in the case of ionization processes (including the inelastic vibronic transitions),
the admixed (v = 1) state in the charge-exchange reaction can be more active than
the original (v = 0) state. This is caused by the fact that the admixed state is
characterized by a higher transparency of the tunnel barrier. The charge-exchange
process induced by the movement of interacting particles with the relative velocity
V. is a dynamic transition of the representative point from the Rydberg to the ionic
XYt + M~ term. This process can proceed both at the particle approach stage and at
the stage of flying apart. The probability RS:? that the transition occurs in the vicinity
of the term-crossing point is described by the Landau—Zener formula [26]. In the
conditions under consideration, this probability is low, because the region in which
electron moves is wide and because it must overcome potential barrier (Fig. 1.9).
For this reason, the subsequent transitions from the ionic term to the covalent states,
as well as the transitions in continuum with the deactivation of vibrational excita-
tion in the XY™ ion can be ignored. Then the charge-exchange cross-section can be
calculated by formula [69]

2
4 Vir v,nyIA

o) = an? (R (<) ) )
Ve

w! %

(1.119)

here V- i stands for the interaction of the Rydberg and ionic configurations
(100) at the point REE), In the case that a group of states E,,; of the initial Rydberg
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Fig. 1.9 Schematics of the adiabatic terms of the system XY** + M. Boundaries of the regions
classically allowed for the electron motion with v'= 0 and 1 are shown by the dashed lines. The
subbarrier region transitions are dashed

series (v = 0) is involved in the interaction with the level £, of the series (v = 1),
the dependence of the nonadiabatic mixing factor on ny assumes the resonance
character:

2
o

)2 (Enol - Enll)z + t%()

f([) = 3
o 2 (vovi)®
(cos mvg cos 7

(1.120)

1.11.1 Charge Exchange in the Reaction of N5* with the
Molecules NO and O,

In the case of charge exchange on the NO molecule, the ratio a(v = 1) /o (v = 0) is
much greater that unity starting at 9 >10. The NO molecule is known to possess a
low electron affinity E, = —0.024 eV [99], whereas the molecular term of NO™ is
stable only in the state with s~ = 0. The calculation of the reaction

Nz*(v’ =0)+NO(s=0) — N2+(v =1)+NO (s~ =0), (1.121)
(performed for the nopm, and nydd,-series using the data from [3]) clearly reflects

the irregular character of the dependence of the charge-exchange cross-sections
(1.121) from the ngpm, and nodd, states of the nitrogen molecule on the level
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Fig. 1.10 The plot charge exchange cross-section N3*(ng/A) + O, — NJ + O; as a function of
the initial principal quantum number n, for the Rydberg series pm, (1) and dJ, (2). Calculations
were carried out in [100] for the relative velocity V., = 4 x 10 =% au

number ny, as is seen from the presence of sharp splashes whose positions depend
on the initial state of a highly excited molecule (Fig. 1.10). As a further application
of the theory, we present the computational results obtained for the reaction [100]

N (V' =0)+0,(s=0) = Nf(v=1)4+ 05 (s =3), (1.122)

playing an important role in the upper and middle Earth atmosphere. The electron
affinity of oxygen molecule is E; = 0.44eV [101]. Because of this, the negative ion
0o, (zng) has four (s~ = 0—3) stable vibrational states lying below the ground-state
0.4 32;) energy of O,. The computational results obtained for the charge-exchange
reaction cross-sections (1.122) are given in Figs. 1.11 and 1.12 for various Rydberg
IA series. These results clearly demonstrate that the dependence of cross-sections
on ny has irregular character and demonstrates a noticeable increase for / > 1 as A
increases. For ng <20, all the above-mentioned series contain the regions of a
strong nonadiabatic coupling. The resonance splashes in the region of large princi-
pal quantum numbers (n9 > 20) are the sharpest. This occurs for nopm, and nydd,
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Fig. 1.11 The plot charge exchange cross-section N3*(ng/A) + O, — NJ + O; as a function of
the initial principal quantum number ng for the Rydberg so,(a), po,(b), and pm,(c) series.
Calculations were carried out in [100] for the relative velocity V. = 1.2 x 1073 au
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Fig. 1.12 The plot charge exchange cross-section N3*(ng/A) + O, — Nj + O; as a function of
the initial principal quantum number no for the Rydberg dog(a), dmy(b), and ddg(c) series.
Calculations were carried out in [100] for the relative velocity V. = 1.2 x 10 3 au
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series, where the resonances are formed with the participation of the groups of
states and the strong vibronic-coupling effect is the most pronounced. For the
nopm,-series, the resonance occurs at ng =26, and for the ngdd,-series, at
ny = 66. The corresponding cross-sections at these points are equal to
4.0 x 107'% and 4.8 x 10 ~¥cm”.

1.12 Nonadiabatic Effects in the I-Mixing Processes

The nonadiabatic electron—rotation coupling affects the PES structure of a quasi-
molecule consisting of the interacting two-atomic Rydberg molecule and a neutral
particle A (A is the noble gas atom), and to a great extent determines the character of
the processes proceeding in these systems. The role of rotational nonadiabatic
coupling in the collisional transitions is as yet poorly known. Here, we discuss it
in detail by the example of /-mixing process, i.e., of a change in the angular
momentum / of Rydberg electron in slow collision with the perturbing neutral
particle B [83]. This process constantly draws the attention of researchers, because
its cross-section reaches ¢ ~ 10 ~'2—10 "' ¢cm? in the range n ~ 10—40 of the
principal quantum number.

In [84], the cross-sections of the elastic and inelastic transitions in a hydrogen
molecule excited to the Rydberg np0('Z ;") and np2('T1,) series of the optical R(0)-
branch characterized by the strong nonadiabatic coupling with rotation were calcu-
lated. According to the composition rules, the nuclear angular momentum N takes
in this case the values 0 and 2. It is known that, as regards the ion rotational motion,
the Rydberg spectrum of hydrogen molecule can be divided in the three character-
istic regions: adiabatic, nonadiabatic, and essentially nonadiabatic.

The first corresponds to the situation in which the period of nuclear rotation is
much longer than the characteristic rotation period of a weakly bound electron (i.e.,
Bn® < 1), so that the projection A of electronic angular momentum / on the
molecular axis is conserved (Hund’s case “b” coupling [102]). As the principal
quantum number 7 increases, the regular level arrangement breaks down and the
spectrum structure becomes more complicated [103]. In the majority of states, the
electron—vibration coupling becomes much less pronounced; i.e., the spectrum
reproduces the v-repetitive system of terms shifted relative to each other by the
energy of vibrational quantum w. For this reason, the analysis of the nonadiabatic
effects can be divided in two steps. At the first step, one should consider the
nonadiabatic electron—rotation coupling and eliminate the vibrational motion (by
fixing the interatomic distance in the equilibrium internuclear position R}"). At the
second step (if necessary), one can include electron—vibration interaction. Here, we
restrict ourselves only to the first step and study the processes in a fixed vibrational
state (e.g., v =0).

For the operator equation determining the PES of the XY** + A system and the
interaction between the different groups of states, one has in this case [70]
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(M}, is the projection of the nuclear angular momentum N on the direction of radius
vector R). The quantity I%N(R) is the diagonal element of the K-matrix describing
the free-electron elastic scattering from particle A in the state with orbital moment
L = 0. This element coincides, to an accuracy of sign and the terms quadratic in py,
with the S-scattering amplitude determined at energy ey = p% / 2. Formula (1.123)
contains the total wave functions (with regard to the influence of core and strong
nonadiabatic electron-rotation coupling effects) of the H, molecule for the np0 and
np2 series, which represent the following superpositions [67]:

YA (rx,R) = Can(Eun)Qu () () (7, R), (1.124)
-

where Cyy are the corresponding expansion coefficients, ¢, is the electron wave
function of the H3 ion, and the functions Qv and (I){](‘,” are given by expressions
(1.75) and (1.77).

The I-mixing process is defined as a dynamic transition from the m-mixed groups
of states with a fixed value of / (for / < [*) to the strongly m- and /-mixed groups of
states with / > [*. Note that the angular dependence of the wave function of Rydberg
electron is weak for the transitions from the states with / < [* and has no effect on the
dynamics of the process. The dependences of the quantum defects on the number n
and the quasiclassical oscillations of radial wave functions are more significant.

Analysis of the specific features of the /-mixing cross-sections can be carried out
using the quasi-elastic transitions as an example,

H}*(npN) + Xe — Hy" (n LNL) + Xe , (1.125)

where N;, takes the values O or 2. Indeed, for n > 10, this process proceeds with
a small (when compared with the energy of rotational excitation) change AE,y
o< Uy, / "13\/L in the total energy of Rydberg molecule. At low relative energies of the
colliding particles, E. > 6B, only one component of the initial rovibronic state is
actually involved in this process. Recall also that the Rydberg npN-series of the
optical R(0)-branch in the H}* molecule are not autodecaying and possess, in the
spectral range of interest, radiative lifetimes (7,9 ~ 107 s) considerably longer
than the characteristic collision times (t ~ 10~!1 g).

One of the most characteristic features of the H3* molecule is that it can
demonstrate the stroboscopic effect [66, 67] if the separate groups of states,
whose classification corresponds to the adiabatic representation, form in the spec-
trum. In the classical limit [65], it allows for a simple interpretation: the molecular
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axis assumes the same orientation in a sequence of interaction events between the
Rydberg electron and ion core. This effect appears if v, and v, satisfy the simple
relation: v, =vo —k (k=1,2,...). In this case, the adiabatic quantum defects
e = 0.191 and u, = —0.078 are the roots of the secular equation

D= (tan Vo — t()()) (tannv2 — [22) — [%2 =0, (1.126)

describing the spectrum of highly excited molecular states [67]. This has a simple
physical meaning and signifies that, when scattering from the ion core, the Rydberg
electron passes to new phase trajectory without changing its phase. Since the
quantities vy and v, satisfy the relation — ﬁ = 6B — ﬁ, this situation, as noted
earlier, can be realized under the condition 6Bn? < 1 and 6Bn> =~ k. In the hydro-
gen molecule, this spectral region is situated in the 10 < n < 30 interval.

The rotational nonadiabatic coupling in the npN — ny LN, transitions should
manifest itself through the dependence of quantum defects py(n) on the level
number, because AE(#) in Eq. (1.73) strongly depends on n. As to the transitions
with a change in the ion rotational state in the np(0) and n'p(2) series, the latter
should be markedly different if the principal quantum numbers n and n’ for the next
closely spaced pairs np(0) — n L,N;, =2 or n'p (2) — n L, N, = 0 also strongly
differ from each other. In the first case, the term L split out from the group of
orbitally degenerate states plays a significant part; for instance, the transitions
following the term-quasicrossing mechanism become possible at n’ < n. In
contrast, the distortions in the term L can be disregarded at ' >> n in the second
case. This is clearly demonstrated in Figs. 1.13 through 1.16, where the /-mixing

10 15 20 25 30
n

Fig. 1.13 Dependence of the H*(np, N = 0) + Xe — H3*(n. L, N, = 0) + Xe cross-section on
the initial principal quantum number n. Dotted line (®) denotes the cross-section of quasi-elastic
npo — niL transition calculated in the rotation adiabatic approximation [84], solid line ()
represents the calculation results with rotation coupling taken into account [70]
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Fig. 1.14 Dependence of the H}*(np,N = 0) + Xe — Hj*(n,L ,N; = 2) 4+ Xe cross-section on
the initial principal quantum number n. Dotted line (®) denotes the cross-section of quasi-elastic
npo — nyL transition calculated in the rotation adiabatic approximation [84], solid line (O)
represents the calculation results with rotation coupling taken into account [70]

cross-sections are shown as functions of the initial principal quantum number n for
the following quasi-elastic transitions [70]:

mL, N, = 0
np(0) — 4 Tk . (1.127)
}’ILL,NLZ 2

They were calculated for the relative velocity V. =9 x 10 ~* with the para-
meters taken from [66]. As expected, the sharp nonmonotonic dependence on 7 is
the most characteristic feature of these cross-sections. The envelope of the cross-
sections has a typical bell-shaped form with a maximum of 10 ~'2 cm?. For
comparison, the curves calculated previously in the rotationally adiabatic approxi-
mation for the np,- and np,-states correlating at » > 10 with the np0O- and np2-
series are also shown in these figures [84].

1.13 Many-Center Perturbation of the Atomic Rydberg States

We now turn to the interaction of a Rydberg atom A** with the system of particles
situated near or inside this atom. To describe the spectrum in a rarefied gas, one can
restrict oneself to the perturbation introduced by only one particle [15, 27]. In a
denser medium, one must solve the problem of the influence of a force field
produced by the finite number N of neutral particles falling within the volume of
a highly excited atom. The dependence of N on the principal quantum number » and
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Fig. 1.15 Dependence of the H}*(np,N = 2) + Xe — H;"(n L, N, = 0) + Xe cross-section on
the initial principal quantum number n. Dotted line (®) denotes the cross-section of quasi-elastic
npo — niL transition calculated in the rotation adiabatic approximation [84], solid line (O)
represents the calculation results with rotation coupling taken into account [70]

concentration ¢ of medium in unit volume is presented in Table 1.3 (a concentration
of 10'7 cm™? in the Earth atmosphere corresponds to the altitude ~40 km, and
10'3 cm ™ is attained at ~100 km).

Since these particles are well separated in space, the electron scattering by each
s center does not correlate with the others. For this reason, the results obtained
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Fig. 1.16 Dependence of the H}*(np,N = 2) 4+ Xe — H3"(n L, N, = 2) + Xe cross-section on
the initial principal quantum number n. Dotted line (®) denotes the cross-section of quasi-elastic
npo — nyL transition calculated in the rotation adiabatic approximation [84], solid line ()
represents the calculation results with rotation coupling taken into account [70]

above for the one-center electron scattering from one neutral particle B can easily
be extended to the many-center systems situated in the region of its action. Then,
assuming that the electron interaction with these N centers is additive, i.e.,
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Table 1.3 N as a function of the principal quantum number » and concentration ¢

¢ (em™3) 1013 1014 1015 1016 1017
n 45 60 30 40 20 27 15 18 10 13
N 1 5 1 5 1 5 1 5 1 5

one can get equations of the multiple-scattering theory, in which the solutions of
many-center problems reduce to the solution of the systems of algebraic equations
containing the one-center scattering operators K; = Kgq B,

In studying the general properties of such systems, it is convenient to restrict
oneself first to the study of a few-center situation, in which, on the one hand, the
interparticle correlations inherent in the complex systems are strictly taken into
account and, on the other hand, the characteristic features of energetic structure
containing a set of groups of levels are also allowed for. The presence of many
scattering centers placed outside or inside the atom A** breaks the axial and
azimuthal symmetry of interaction (when compared with the simplest two-center
system). The appearance of many / and m components of the Rydberg levels must
introduce certain changes also in the electronic structure of the system, as a result of
which the processes of electronic transitions between the Rydberg atom and neutral
cluster, as well as the autoionization processes of various kinds can become
efficient.

The corresponding system of equations for the level-shift operator takes the
form [27]

7 =T(Gy — Go) 7, (1.128)

T = > T,, where T, is the operator for electron scattering from the s center. This
N

operator takes into account the rescattering from other centers and satisfies the
following equation:

T, = t, —i—tsz Go(R,,Ry) Ty. (1.129)
s'#£s

The function G¢ in Eq. (1.129) is defined in Eq. (1.10) as a function of the
positions of vectors Ry, Ry relative to the ion A*, with the momentum p, being
taken at the point R = % IRy + R;|. For instance, in a system of two scattering
centers,

1

Ti+To =5 [ti+ 6+ tGo(RLR) B+ 2 Go(Rey RO, (11130)

where

D(R,Ry) = 1 — 1;,G} (R}, Ry) (1.131)
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is the determinant of the two-center system. The arrowed operators in Eq. (1.130)
are defined as

(@(r)| t, =1, D(R,)

and similarly for the operator acting toward the right. The contribution from the
combination t;t, is zero, because these operators act on different centers. For
definiteness, we will assume that the matrices t; of electron scattering from the
s center correspond to the S-scattering (L = 0). Note that, according to Eq. (1.10),
the operator t, corresponds to the scattering K-matrix [3], which depends only on
the scattering length in the ZRP model; i.e., t; = 2n/Kk; =27a,. If Ry > 1/|E|, t; is
replaced by ¢, = 21/ (ic; — ), where oy = /—2 (E 4+ 1/Ry). Inasmuch as, under
certain conditions, determmant (1.131) can turn to zero, we consider this situation
in more detail.

If the centers 1 are identical and situated in the classically allowed region of
electron motion, one has for determinant (1.131) [27]

DR, Ry) =

(R)|R; — R R)[R; — R
_aCOSPc( )IR; 2|] {l_’_acospe( )[R 2| (1.132)

IR; — Ry IR; — R, ’
where

1
R =§|R1 +Ry > 1.

Note that near this pole, representation (1.130) is separable,

PO L B b b (1.133)
T \/ItT iy \/|_f1~ Vial) '

which greatly simplifies further analysis. The roots of equation obtained from the
condition that the right-hand side of Eq. (1.129) turns to zero is denoted by U, (R).
These roots depend parametrically on the ratio 7 = d/a. If the centers are situated
on a sphere of radius R<1/|E| around the atom A** and the distance d between them
is small, i.e., 1 <d =|R; —Ry| < |a| <R x n, the solution to this equation is
written as

1 11 d\1?
U.(R) = _I_€+Er’ E. =5 [ﬁ arccos <|7>] , (1.134)

where the position E; of the resonance level does not depend on the sign of
scattering length a. Consequently, the electron scattering from two centers with
momentum p, = d~ ! arccos (d/|a|) is accompanied by the formation of a quasi-
bound state near which the electron density is strongly redistributed. For small
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values of the argument, p.d < 1, the position of this term in the region R<1 /|E| is
given by the expression

1 1 1
E=-(-——). 1.135
d (d a|> (113

Note also that, under the more rigid condition R :%\Rl + Ry| > |a|, this
situation appears also in the case where the scattering centers are arranged arbi-
trarily. Clearly, the energy spectrum is expected to be strongly rearranged near the
regions U,(R) ~ —7112 at a given n. Inasmuch as term (1.133) corresponds to the
electron localization at these two centers, there is full analogy with the ionic
configuration in the region E > —1/R, where, on passing to continuum with an
increase in R, it can become the autoionizing state of the system.

The terms of the ionic configuration AT — (2B)~ can also form in the classically
forbidden region R > 1/|E|. The equation determining their position takes the form

efozgd efacﬁ,d
D=|—-———| [1+———| =0
[ <x—ae>d} { i (x—o@d]
and, in the general case, has two solutions EEI) and Eﬁz). It also follows from this
equation that its solutions must turn to zero at the turning point o, = 0 where

d = | a|. Since the Rydberg wave functions <D$,1,§))(R) decrease exponentially at
R>1/|E|, it is natural to restrict oneself to the consideration of the small values
of o,d. Under these conditions, the first solution Eﬁl) coincides with expression
(1.135), and the second is

1 /1 1
o -1 <3+5>2. (1.136)

The solutions EEI) and E§2> can exist simultaneously only in the case of 0 < a < d,
whereas, at 1<d<|al, there is only one solution E?). Note that the case
| a| = d, where ionic terms (1.134 through 1.136) merge with the Coulomb poten-
tial, corresponds to the formation of a virtual state with the zero binding energy.
One more feature arises under the condition x = ¢,. At this point, D — oo and
scattering T operator (1.133) turns to zero; i.e., a “transparency window” appears
in the forbidden region and the initial state is not perturbed at the distances

_ v]a| 2 . . .
R = Vo >2n” for a given energy E,; of the Rydberg level. Such a situation

must take place at v; o |a|, which corresponds to the small values of the principal
quantum number z. This result is not surprising and is well known in the quantum
mechanics [104]. In the subsequent analysis of the term behavior in the vicinities
of the corresponding quasicrossings, this particular case can be eliminated. It
is significant that, for a given arrangement of the scattering centers relative to
ion A", the transition from the classically allowed region of electron motion
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(corresponding to the large values of n) to the forbidden region (with small )
should be accompanied by a change in the sign of electron affinity in the ionic
configurations. In addition, these and the nearest lying Rydberg terms must be

strongly perturbed in the range U E[fn)] R)<U(R)< U @1 m(R), resulting in a
change in their wave functions and in the corresponding electron densities inside
the volume of Rydberg atom. It is natural that these effects become more pro-
nounced with the increasing number of scattering centers.

Therefore, three main groups of states formed by the families of one-center
scattering harmonics with the nonzero angular momenta (L # 0) can simulta-
neously exist in the systems containing N > 2 scattering centers. The stationary
states (with energies | E | < 1/R) relate to the first group and the ionic states (with
energies 0 < |U;| < 1/R) strongly interacting with the Rydberg configurations relate
to the second group. Finally, the third group includes the autoionizing states with
negative electron affinity, which should be observed at sufficiently large n.

1.14 Conclusions

In this book, the methods and results of systematic studies on the interaction of
Rydberg atoms and molecules with individual neutral particles (atoms or mole-
cules) are considered. To determine PES of the systems under consideration at
intermediate distances R  n, it is necessary to take into account the interaction
between a positively charged ion and atom B by introducing the operators for
scattering from each of them and then express their matrix elements through the
characteristics of electron elastic scattering without recourse to the quasiclassical
approximation.

Inasmuch as the electron momentum in the e~ — B interaction is not conserved
in the system of three particles, it is required to define the scattering K operator
outside of the energy surface. This problem can be solved on the following two
counts. First, the scattering amplitude at the short-range portion of the potential of
e~ — B interaction is factorized because of the behavior of the Bessel function at
small distances from the perturbing center. Second, there is a small parameter — the
ratio of electron mass to the reduced mass of the particles A" and B. Inclusion of the
long-range interaction at intermediate distances R gives rise to the azimuthal
dependence of the effective interaction. For this reason, the states of an A**B
quasimolecule become dependent on the projection of electronic angular momen-
tum m about A* on the axis connecting the interacting centers. Because of the axial
symmetry of interaction, these projections are integrals of motion, so that the states
with different values of m do not mix.

The study of a two-center system possessing axial symmetry shows that the
inclusion of long-range interaction (1.23) leads to the redefinition of the potential
e~ — B-scattering length and to the appearance of an additional term describing the
electrostatic interaction in Eq. (1.33). This term allows for the polarization of atom
B in the field of ion A" and for the effective electrodipolar interaction of atom with
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electron. At the intermediate distances R, the role of the latter proves to be greater
than that in the asymptotic region. At these distances, the centrifugal potential also
plays an important role. Its influence amounts to a drastic decrease in the number of
degenerate Coulomb states forming covalent term and to the breaking of the
quasiclassical description used in the asymptotic approach to the electron motion,
thereby bringing about a more severe distortion of the Rydberg states by virtue of
the increase in electron density at the intermediate distances. In the construction of
covalent terms, the asymptotic theory can be used only for R > n. At the interme-
diate distances R between centers, this inequality greatly restricts the area of its
applicability; i.e., this theory becomes valid only for small #. For such values of the
principal quantum number, the quasiclassical electron momentum p, is small and
the S-scattering approximation is valid. However, with a decrease in n, the momen-
tum increases, and one must also consider higher harmonics when describing the
electron scattering from atom B.

The additional features arise in PESs for the processes involving Rydberg
molecules XY**. They are caused by the strong nonadiabatic coupling between
the electron and nuclear motions, i.e., by the fact that each Rydberg n/Nv-state (for
small /) is a superposition of at least two closely spaced v series (which can be more
in number if the rotation is taken into account). As a result, the processes become
dependent on the principal quantum number n (even after averaging over the
relative velocities of the colliding particles). This is particularly important in the
analysis of the kinetic phenomena under nonequilibrium conditions.

We have discussed the main structural features of the vibronic PESs describing
the interaction of highly excited atoms and molecules with neutral particles. The
asymptotic method presented in this review is an alternative to the traditional
quantum mechanical approaches. We do not use the variational principle and
determine PES of the system from the algebraic equations containing information
on the free-electron motion in the field of isolated fragments (of ion and neutral
particle). The theory operates with the scattering T and K matrices, which are the
fundamental characteristics in the quantum theory of scattering, whereas the para-
meters appearing in it can be directly related to the experimentally observed
amplitudes (or phases) of electron scattering from ions, atoms, and molecules.
The unique feature of the asymptotic method is that it allows many-sheet PES to
be represented in a simple analytic form with the whole diversity of the regions of
mutual approach and quasicrossings that are responsible for the nonadiabatic
transitions in the system.

The objects considered in this work possess remarkable properties. The terms
split out from the group of orbitally degenerate states of the Rydberg atom X* or
molecule XY** demonstrate anomalous behavior. In reality, these terms do not
depend on the nature of Rydberg particle (as well as on the orientation of the
perturbing molecule M). An important feature of such (valence) configurations is
that they are capable of autoionization after the term passes to continuum as a
result of the mutual approach of interacting fragments. Moreover, weakly bound
states caused by the Ramsauer effect in the elastic electron scattering from the
perturbing particle can form in the Rydberg complexes. They represent shallow,
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though rather wide, potential wells that are responsible for the existence of weakly
bound states of the Rydberg complex (of the X**B or XY**B type) at large distances
from the ion core.

Next, the perturbations of the atomic Rydberg states in the field of chaotically
arranged neutral particles have been analyzed. The interaction with them splits
levels into a group of sublevels corresponding to the different values of the angular
momentum / of weakly bound electron and of its projection m onto the axis
connecting the positive ion and the center of gravity of the particles falling into
the electronic cloud of the Rydberg atom. This gives rise to a complex energy
structure containing many pseudocrossings. These electronic states can change in
the presence of a regular structure in the arrangement of the centers. Because of the
numerous mutual approaches and term quasicrossings of different groups of states,
the processes of electron transfer between different centers become rather active.
This opens up new spectroscopic possibilities in the study of physical properties of
the nanoclusters composed of atoms with a rather complex electronic structure.
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Chapter 2
Formation of Aerosols in the Atmosphere

A.A. Lushnikov, V.A. Zagaynov, and Yu.S. Lyubovtseva

Abstract Atmospheric aerosol is one of the most important factors affecting the
Earth’s climatic and weather conditions. The study of the mechanisms of formation
and evolution of atmospheric aerosols is of primary importance for predictions of
the climatic changes on our planet. We hope that this short overview of the modern
state of art in aerosol science will be of use to all those who are involved to the study
of atmospheric processes that form the Earth’s climate. We introduce the readers to
the basics of physical chemistry of aerosols. Special attention is given to the latest
achievements in the theory of particle formation and their subsequent growth.

Keywords Aerosols - Nucleation - Condensation - Growth

2.1 Introduction

Atmospheric aerosols and trace gases affect considerably the global characteristics
of the Earth’s atmosphere [1-7]. The point is that these components play a decisive
direct and indirect role in the energy balance of the atmosphere. In particular, the
aerosols define the cloudiness of the sky: cloud formation is impossible without
cloud condensation nuclei [8]. Submicron atmospheric aerosol particles play the
role of such nuclei [4,6,7].

On the other hand, the aerosols are of primary importance in the atmospheric
chemical processes. It is enough to recall the ozone holes, not mentioning other
atmospheric chemical cycles, where aerosols participate either as catalysts or as an
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active reactant. Therefore, it is of interest to know the mechanisms of particle
formation in the atmosphere [1,3,6,7].

Attempts to answer questions such as, where are the aerosol particles from? what
structure do they have? and what is their chemical composition? appeared already
more than one and half century ago (see [9-11] ). Up to now no definite answers
have been found. Aerosol particles are even less studied objects than the elementary
particles and quarks. The reasons for such a situation are clear. The small sizes of
aerosol particles do not allow them to be watched through optical microscopes.
Normally, the sizes of particles that are especially interesting for investigations
do not exceed 100 nm, i.e., these particles are much smaller than the wavelength
of visible light. Next, they are transparent (and thus invisible) in UV light and
x-rays. The atmospheric aerosol particles immediately evaporate under the elec-
tronic beam in electron microscopes. The mass spectrometry is also practically
powerless in the study of tiniest atmospheric aerosols, because the samples contain
very small quantities of the aerosol substance, and it is impossible to come to some
definite conclusions on the chemical composition of the particles [12]. Next, the
atmospheric aerosols do appear under well-defined conditions. The point is that
the atmosphere is a stochastic medium and it is very difficult (better to say,
impossible) to control all the parameters governing intra-atmospheric physico-
chemical processes.

The submicron atmospheric aerosols were the most popular object for the study
since 3 decades ago. The reason for the interest to this item is clear. These very
particles are optically active. They play the crucial role in cloud formation. On the
other hand, these particles have their predecessors. At present the standard aerosol
instruments permit to detect the particles of nanometer sizes [12—15]. It occurs,
however, that this limit is not enough for answering all questions concerning the
mechanisms of gas-to-particle conversion.

The goal of this short overview is to introduce the outside reader to the circle of
problems related to the particle formation and growth in the atmosphere.

2.2 Classification of Aerosols

The aerosols are divided into two classes: primary aerosols and secondary aerosols,
according to the mechanisms of their origination. The primary aerosol particles
result, for example, from fragmentation processes or combustion and appear in
the carrier gas as already well-shaped objects. Of course, their shape can change
because of a number of physicochemical processes like humidification, gas—particle
reactions, coagulation, etc. Secondary aerosol particles appear in the carrier gas
from “nothing” as a result of gas-to-particle conversion. For example, such aerosols
regularly form in the Earth’s atmosphere and play a key role in the number of global
processes like formation of clouds. They serve as the centers for heterogeneous
nucleation of water vapor [8]. No aerosols — no clouds, so one can imagine how our
planet would look without the secondary aerosol particles.
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Primary and secondary aerosols are characterized with the size, shape, and
chemical contents of aerosol particles. As for the shape, one normally assumes
that the particles are spheres. Of course, this assumption is an idealization necessary
for the simplification of mathematical problems related to the behavior of aerosol
particles. There are many aerosols comprising the irregularly shaped particles. The
nonsphericity of particles creates a heap of problems. There exist also agglomerates
of particles which in some cases reveal the fractal properties.

There are a number of classifications of particles with respect to their sizes.
For example, if the particles are much smaller than the molecular mean free path,
they are referred to as fine particles. This size ranges from 1 to 10 nm at normal
conditions. But from the point of view of aerosol optics these particles are not
small if the light wave length is comparable with their size. This is the reason
why such very convenient and commonly accepted classifications cannot compete
with natural classifications based on the comparison of the particle size with
a characteristic size that comes up each time one solves a concrete physical
problem.

The particle size distributions play the central role in physics and chemistry of
aerosol, although a direct observation of the distributions is possible only in
principle. Practically what we really observe is just a response of an instrument to
a given particle size distribution,

P(x) :/R(x,a)f(a)da. 2.1

Here f(a) is the particle size distribution (normally a is the particle radius), P(x) is
the reading of the instrument measuring the property x of the aerosol, and R(x,a) is
referred to as the linear response function of the instrument. For example, P(x) can
be the optical signal from an aerosol particle in the sensitive volume of an optical
particle counter, the penetration of the aerosol through the diffusion battery (in this
case x is the length of the battery), or something else. The function f{a) is normal-
ized to unity,

/ f(a)da = 1. (2.2)

0

Although the particle size distribution is an elusive characteristic of the aerosol,
it is convenient to introduce it because it unifies all properties of aerosols.

In many cases the distribution function can be found on solving the general
dynamic equation governing the time evolution of the particle size distribution can
be found theoretically [1], but the methods for analyzing this equation are not yet
reliable, not mentioning the information on the coefficients entering this equation.
This is the reason why the phenomenological distributions are so widespread.
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There is a commonly accepted collection of particle size distributions. It
includes:
The lognormal distribution [1,3,16],

fila) = In? 1) . (2.3)
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Here a is the particle radius. This distribution depends on two parameters: a; and ¢
where as is the characteristic particle radius and o is the width of the distribution.
Equation (2.3) is the famous lognormal distribution. It is important to emphasize
that it is not derived from a theoretical consideration. Rather, it is introduced “by
hands” for different set of the parameters.

Another size distribution (the generalized gamma-distribution) is given by the

formula:
k j
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Here I'(x) is the Euler gamma-function. The distribution f(a) depends on three
parameters, as, k, and j [1,3,17].

2.3 Nucleation Scenarios

Nucleation is responsible for production of the tiniest particles due to gas-to-particle
conversion [18-21]. Condensable vapors cannot exist in the vapor phase under cer-
tain conditions; normally when the vapor pressure exceeds the saturation value that,
in turn, depends on the temperature. Statistical mechanics predicts the phase tran-
sition in these cases, but it does not answer the question, how does the transition go
on. For example, the vapor can condense either on the walls of the vessel containing
the gas—vapor mixture, or on foreign aerosol particles suspended in the carrier gas, or
form the particles itself without any help from other external factors. The latter case
is referred to as spontaneous nucleation. There are some principal difficulties in the
theoretical description of the nucleation process. We will try to elucidate the nature of
these difficulties and outline the ways for avoiding them.

Although everybody saw how a kettle boils producing visible vapor from its
nose, the quantitative measurements on the nucleation are very far from being
simple. The point is that respective nucleation theories are applicable for steady-
state and very clean (no foreign condensation nuclei) conditions. To provide such
conditions is not an easy task.

Already for many decades there exists an irreconcilable conflict between the
theoretical predictions and the experimental data on the spontaneous nucleation of
vapors. The reason for this is quite clear: the problem itself is far from being simple
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either theoretically or experimentally. This opinion is commonly recognized and
shared by most of the researchers investigating the nucleation of vapors (and not
only vapors). After the brain storm of 60th and 70th (everybody remember the hot
battles around the Lothe—Pound correction) the development of our knowledge on
the nature of this remarkable phenomenon returned to a quiet stream. Although the
necessity in a correct and reliable Nucleation Theory had been emphasized many
times by very diverse leaders of Physics of Aerosols and Physics of Clouds, nobody
yet died because of the absence of such a theory. Decades elapsed, but as it was
many years ago the new generations of scientists continue to investigate the proper-
ties and the content of critical embrii, investigate the details of the particle forma-
tion under different specific conditions, and seek for the interpretable nucleation
events in the atmosphere. Of course, the situation with the experiment and espe-
cially with theory principally changed. First of all, it became possible to model the
nucleation processes on computers that allowed for performing very complicated
and quite informative numerical experiments. And still the nature of the discrepan-
cies remains unclear.

The diversity of the results of nucleation measurements makes us to think that
there could exist a number of principally different scenarios of the nucleation
processes. This section introduces the readers to some of them.

2.3.1 Thermodynamically Controlled Nucleation

Statistical physics predicts that after a long time under nucleation conditions a one
droplet + nucleating gas will occur in the thermodynamic equilibrium [22-24]. The
mass of the droplet is o< V (here V is the total volume of the system), i.e., it is
infinitely large. The starting point for the thermodynamic consideration is the Gibbs
distribution

W o exp [H(lf]lq)} , (2.5)

where p, g are generalized moments and coordinates respectively, k is the Boltzmann
constant, and T is the temperature in K. The Hamiltonian H possesses the property
of the translation invariance, which means that all correlation functions depend on
the differences of respective spatial variables. The density is thus independent of
the coordinates. This fact is somewhat strange in view of existence of the macro-
scopic droplet. The latter should possess a boundary (interface) that should locate
somewhere. On the other hand, the distribution (2.5) predicts the spatially uniform
density, i.e., it does not see the interface. Next, the pair correlation function
should distinguish the molecules in the gas and liquid phases. No conflict, how-
ever, arises, for the distribution function does not specify the location of the
interface. The droplet is simply spread over the coordinate space. If we fix the
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location of the interface, then the translation invariance is broken (this step is
equivalent to adding an external force field depending on coordinates). Pay attention,
that in doing so we introduce (by hands) a new information in the system thus
changing its entropy.

The first attempts to describe the nucleation process based on the thermody-
namic theory of fluctuations (see [24] and references therein). The idea was (and is)
quite clear and transparent: the molecules of a condensing vapor should occur in a
volume, where the intermolecular interaction is sufficiently strong to keep them
together. In order to find the probability to form such a cluster (critical or supercrit-
ical embryo), it is necessary to find the free energy of the cluster and exponentiate it.
The problem is just how to find this free energy. It is quite natural to assume that
this free energy is identical to the free energy of a liquid (solid) droplet of the
condensing substance. This assumption is not so bad for large droplets, but if the
embryo is small, the doubts in the validity of such approach can arise. Of course, it
is possible to try to find the free energy starting with the microprinciples, that is,
to calculate the free energy of the cluster by solving the respective classical or
quantum mechanical problem.

It is commonly accepted to express the nucleation rate in terms of the probability
for the critical embryo to exist and a kinetic factor describing the flux of nucleating
vapor toward the growing embryo,

G
J=2Z exp( kT) . (2.6)
Here Z, is the flux of vapor.

The values of central interest are the formation energy G and the size of the
critical embryo. There exist numerous models of critical embryo beginning with the
macroscopic (droplet) model describing the energetics of the critical embryo in
terms of macroscopic characteristics (surface tension, bulk density) and ending with
entirely microscopic models that use the pair intermolecular potential for evaluat-
ing the partition functions of the embryo.

This scenario will be referred to as “thermodynamically controlled nucleation”,
for it assumes setting a thermodynamic equilibrium inside the embrii. Many
nucleation processes (but not all) are thermodynamically controlled. The flux of
nucleating vapor to the growing embryo is reported in refs [25-30].

2.3.2 Kinetically Controlled Nucleation

It is very difficult to imagine that a very slow thermodynamically controlled
nucleation scenario can realize in the atmosphere. More likely is another scenario
that assumes the formation of the critical embryo after one successful collision of
two vapor molecules. In this case a dimer forms. This dimer can grow and cast to a
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trimer etc., once the latter is stable. The formation of the dimer requires the
presence of a third body that takes away the excess of energy appearing after the
formation of the bound state of two molecules. The nucleation rate in this case is
proportional to the second power of the vapor concentration. This scenario has been
recently investigated in detail in ref. [25]. It has been shown that only the bound
states of the dimer contribute to the growth process, which means that a thermody-
namic equilibrium is never attained in this case. The states in the continuous
spectrum have a short lifetime and thus should be ignored in the kinetic consider-
ation of the process.

The kinetic approach allows one to assume that the supercritical embryo can
form via the formation of mixed clusters comprising the molecules of the conden-
sing vapor and the molecules of the carrier gas. When such a cluster grows and
reaches a thermodynamically controllable size, the molecules of the carrier gas are
lost (they evaporate back from the droplet). The mixed states of the growing
embryo are apparently non-equilibrium and thus cannot be predicted within the
scopes of the thermodynamically controlled scenario. As far as we know, nobody
yet tried to consider such a type of nucleation. Meanwhile, the existing experiments
sometimes display the dependence of the nucleation rate on the pressure of the
carrier gas.

The kinetics of the particle formation—growth process is described by the
Szillard—Farcas scheme which assumes that the vapor molecules can join to (or
escape from) by one until the growing particle reaches the critical mass. This
kinetic scenario produces a well-known chain of equations for the concentrations
of growing particles. This set of equations can be solved in the steady-state limit
and gives the expression for the nucleation rate in terms of the evaporation and
condensation efficiencies. If one assumes the Principle of Detailed Balance to be
applicable under nucleation conditions, then the evaporation efficiencies could be
expressed in terms of the equilibrium concentrations and condensation efficiencies.
Then the Szillard—Farcas scheme leads to the well-known expression for the
nucleation rate. The kinetic approach denies this step. Now it has become evident
that the secondary atmospheric aerosols in most cases form according to the kinetic
scenario.

2.3.3 Fluctuation-Controlled Nucleation

Even very strongly supersaturated vapors consist of independent (noninteracting)
molecules (the interaction time is much shorter than the free flight time). The
nucleation rate, however, in such vapors is extremely high. Moderately supersatu-
rated vapor, in principle, always contains very highly supersaturated areas that are
formed due to the density fluctuations. The nucleation process within these areas
goes very quickly, so the rate of nucleation is limited by the rate of formation of the
fluctuation areas. Therefore the details of the nucleation process inside these highly
supersaturated areas are not important, it goes instantly. Here we return to the
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ancient idea on the role of fluctuations in the nucleation process. But in contrast to
the classical thermodynamic approach we consider the fluctuation areas wherein the
molecules do not (yet) interact. The vapor density is sufficient for creating high
supersaturation, but it consists of noninteracting molecules. It is clear that such a
scenario can be described by the scheme

I+1+14+1—g"

and the rate of the process is proportional to the vapor concentration to the power
g * This very type of nucleation has been introduced and investigated in ref. [26]. It
is important to emphasize that the formation of particles by nucleation alone cannot
be observed directly. The point is that the nucleation process is accompanied by
coagulation, and the latter process is also very swift. So just formed (by nucleation)
particles coagulate, and we observe only the final result of this process. This means
that the observed nucleation rate is much slower than that predicted by the nuclea-
tion theory alone.

2.3.4 Ion-Induced Nucleation

Although the role of ions in the formation of aerosols has been understood long
ago, the ion-induced nucleation in the atmosphere has become popular only now
after the papers [27-29]. Cosmic rays are known to produce ions that serve as
active centers on which the aerosol particles can form. These charged clusters
then evolve forming neutral and charged aerosol particles. The rate of formation
of such particles has been shown to be enough for accounting for the rate of
aerosol particle formation observed in rural regions. In this presentation we
discuss the role of an additional mechanism of the particle charging, the aerosol
photo effect. It is commonly believed that the thresholds of photo effect are too
high for the photoelectrons from the aerosol particles to play any role in the
evolution of the atmospheric aerosols. Indeed, normally the photo effect thresh-
olds correspond to the wave lengths of the order of 250 nm. The ozone layer cuts
off these photons in the lower atmosphere. But there exists another mechanism of
photoionization: (the two-quantum photoeffect) that which assumes simultaneous
absorption of two photons. The wavelengths of these photons correspond to green
light, where the Sun’s radiation spectrum is a maximum. Of course, the effici-
ency of the two-quantum photo effect is by o 100 times smaller than the single-
quantum photo effect, but still it is enough to produce the photoelectrons in
noticeable quantity. In order to investigate the role of the photo effect we apply
a simple kinetic model that describes the formation of aerosols and includes all
charging mechanisms. The photoeffect is shown to produce the overcharging of
the smallest particles, that is, the total charge of the smallest fraction is always
negative.



2 Formation of Aerosols in the Atmosphere 77

2.4 Kinetics of Nucleation

Everyone knows what is going on when a vapor is supersaturated. Very many tiny
particles are formed. These particles then grow and are lost somewhere, let us say,
because of sedimentation or some other reasons. It is clear that this picture does not
bear on any thermodynamics and requires a kinetic description. The whole process
can be described by the scheme

Independent vapor molecules — collective of tiny droplets

The droplets are, however, not quite independent. They grow by consuming the
vapor molecules and thus interact via vapor (condensation).
The Szillard—Farcas scheme assumes that nucleation goes along the route [1,3],

() +1< (g+1). 2.7)

The rates of the forward and backward processes are assumed to be known.

In the case of kinetically controlled nucleation the chain of reactions remains
unchanged. The reaction rates, however, are controlled by the kinetic processes in
the carrier gas. For example, the dimerization requires triple collisions, where one
of the participants is a carrier gas molecule. Of course, a dimer decay never occurs
without a collision with a third body.

In principle, the mixed embrii can arise. For instance, the dimer can form as
follows:

1+1 > (1+1), 1+1)+1->2)+ 71 (2.8)

The idea is clear. Very tiny embrii may consist of a mixture of the vapor and the
carrier gas molecules. At later stages of the nucleation process the carrier gas
molecules escape the growing embrii.

2.4.1 The Szillard-Farcas Scheme

The Szillard—Farcas scheme assumes the rates of the elementary processes
g+ 1< (g£1) to be known. Although this scheme is widely known [1-3,30],
we refresh some central moments of the derivation of the expression for the
nucleation rate. Respective kinetics obeys the following set of equations

Jo—1(C) = J,(C) (2.9)
with J, being the total rates of jumps from the state g — 1 to g

Jo=J = 0y 1Ccoy — Pycq. (2.10)
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The notation is standard and is explained in detail elsewhere. The nucleation rate
J is independent of g if the steady state is assumed.

Equation (2.10) is a set of linear algebraic equations with respect to population
concentrations c,. The boundary condition (particles disappear on reaching a large
size) allows one to resolve the set and to find

1
J(C) =J, . 2.11
( ) 21+X2+X2X3+-~- ( )

Here J, (C) is the rate of dimerization.

1
J2(C) =5 . (2.12)

The notation C stands for the monomer concentration. This value is specially
introduced instead of the supersaturation

B

Xo = .
§ ch_lc

(2.13)

The nucleation rate J(C) is thus expressed in terms of C, a, , and ﬁg. The
concentration C can be measured (in principle). The situation with o,and f8, is
much less clear.

2.4.2 Condensation and Evaporation

From the first sight the evaporation is a very simple process and is as follows:
% = V10¢ (2.14)

with vt being the thermal velocity (depends on g via the particle mass) and o, is
the capture cross-section. The condensation is always an inelastic process. The
dynamics of the collision process is far from simple. For example, the dimerization
requires the presence of the third body (usually a molecule of the carrier gas). For
larger particles the energy excess can be transferred to the internal degree of
freedom.

The force fields like van der Waals forces or particle charge can affect the value
of the capture cross section. In the simplest case cross-section equals 0. = ma’.
The situation with f§ is more complex [31]. A molecule of vapor should escape from
the particle. The picture looks as if the molecule diffuses inside a self-consistent
field created by other interacting molecules. Its energy fluctuates and it can escape
reaching the interface (if it has an energy excess enough for over-jumping the
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potential barrier). In principle, it is possible to find the evaporation rate by consid-
ering this or that model of interacting molecules.

However, very few researchers risked to apply this straightforward approach.
Most of them prefer to apply the principle of detailed balance. The idea is an
attempt to express the evaporation rate in terms of the condensation rate. It is
assumed that the conditions exist when a droplet of mass g is in thermodynamic
equilibrium with the surrounding vapor—gas mixture. If yes, then

o 1CCy_y = Bycy. (2.15)

This condition means that we can fit the temperature and the vapor concentration in
such a way that this condition fulfills. Actually this condition is just the application
of the method of variable constants. Indeed, such choice of cg makes J = 0. This
step is typical for the method of variable constants. The solution to Eq. (2.10) is
sought as a sum of the solution to the homogeneous equation (J = 0) + particular
solution of inhomogeneous equation (J > 0). On the other hand, Eq. (2.15) reminds
the condition of the equilibrium which permits one statistical mechanics for calcu-
lating the concentration cg. But the equilibrium under the nucleation conditions is
impossible. Here we wish to emphasize that the introduction of cg is just the formal
trick for solving the set of equations (2.10).

2.4.3 Nucleation via Dimers

It is possible to imagine a different (and even opposite) scheme: very few vapor
molecules are grouped into a stable cluster whose life time is not related to the
contact with the carrier gas. In order to understand what we want to say, let us
consider a “dimer-controlled nucleation”. The dimers (serving as critical embrii)
form by three molecular reactions. Once occurred in the bound state the dimer
cannot leave it without colliding with a carrier gas molecule. The difference
between such microscopic critical embryo and the commonly accepted critical
embrii is seen from the first sight: nothing happens inside the embryo giving rise
to its decay. Of course, the dimer is distributed over its energy states, but this
distribution is controlled by the kinetics of the three body collisions between vapor
molecules and a molecule of the carrier gas [25]. Not all dimers can serve as the
critical embrii.
The rate of kinetically controlled nucleation is expressed as follows:

J = Ac*.
Here again g* is the mass of the critical embryo. Very close to this scheme is “quasi-

chemical nucleation” where a couple of substances can form a stable molecule. This
type of nucleation is known and quite widespread. For example, the sulfuric oxides
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can form stable compounds with water molecules. These compounds have a tendency
to agglomerate and form rather stable clusters of several molecules. These clusters
can serve as critical embrii for a nucleation process. In this case the binding energy of
such embrii exceeds the thermal energy. The excess of energy should be somehow
taken away. The radiation processes or further multiple collisions can serve to this
end. The kinetics of such a nucleation process can be very complicated and related to
numerous specific factors.

2.5 Growth by Condensation

The role of particle condensational growth and evaporation is extremely important
for the particle size spectra formation. These very mechanisms are responsible for
appearance of climatically active aerosols (of sizes 100-1,000 nm) in the atmo-
sphere. It is commonly accepted to consider three regimes of the particle growth:
the free-molecule regime, the continuous regime, and the transition regime. Each
regime is characterized by the Knudsen number (Kn) — by the ratio of the molecular
mean free path to the particle size. Large Knudsen’s number corresponds to the
free-molecule regime, that is, the molecules of the carrier gas do not prevent the
condensable molecules to approach the target particle. In this case the efficiency «
of the molecule trapping is limited by the total particle surface area. The exact result
looks as follows [1,3]:

o= navr, (2.16)

where a is the particle radius and vr is its thermal velocity. The condensational
efficiency is introduced as follows

J=a(ne —ne), 2.17)

where 1 ,andn, are the concentrations of the condensable vapor far away from the
particle and over its surface, respectively. The notation j stands for the vapor flux
toward the particle. Most frequently 7. is the equilibrium vapor concentration over
the particle surface. If, however, the processes of evaporation or condensation are
very fast then this concentration is different from its equilibrium value and should
be found after solving the diffusion-reaction equation inside the particle This
situation is typical for the fast evaporation.

The expression for the condensational efficiency in the continuous regime is also
very simple [1,3,9]

o=4nDa. (2.18)

Here D is the diffusivity of the condensing molecules. In this case the condensa-
tional efficiency is proportional to the particle size.
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In order to find the condensational efficiency in the transition regime a more
sophisticated approach should apply. In this case the full solution of the Boltzmann
kinetic equation should be found. It is impossible to do analytically. Therefore,
already long ago there appeared the semiempirical versions of the expressions for
o [1,2,13] that reproduced the respective limiting expressions and described the
experimental data on the transition regime.

The first simplest theories applied the continuous models of condensation (the
particle radius ¢ much exceeds the condensing molecule mean free path /). Such
models were not able to describe very small particles with sizes less than the / [9].
It was quite natural therefore to try to attack the problem starting with the free-
molecule limit, that is, to consider a collisionless motion of condensing molecules.
Respective expressions for the condensational efficiencies had been derived and
can be found in refs. [1-3]. The important step directed to the reconciliation of these
two limiting cases was done by Fuchs [9] who invented the flux-matching theory.

The flux-matching theories are well adapted for studying the behavior of aerosol
particles in the transition regime. Although these theories mostly did not have a firm
theoretical basis, they successfully served for systematizing numerous experiments
on the growth of aerosol particles and until now these theories remain rather
effective and are very practical tools for studying the kinetics of aerosol particles
in the transition regime (see [9,32]). On the other hand, these theories are always
semi-empirical, that is, they contain a parameter that should be taken from some-
where else, not from the theory itself.

We introduce the reader to the ideology of the flux-matching theories by
considering the condensation of a nonvolatile vapor onto the surface of an aerosol
particle. The central idea of the flux-matching procedure is a hybridization of the
diffusion and the free-molecule approaches. The concentration profile of a con-
densing vapor far away from the particle is described by the diffusion equation.
This profile coincides with the real one down to the distances of the order of the
vapor molecule mean free path. A limiting sphere is then introduced inside with
which the free-molecule kinetics governs the vapor transport. The concentration
profile in the free-molecule zone is considered to be flat. The equality of the fluxes
in both the zones and the continuity of the concentration profile at the surface of the
limiting sphere define the flux and the reactant concentration at the particle surface.
The third parameter, the radius of the limiting sphere, cannot be found from such a
consideration.

Hence, we apply a more sophisticated scheme [33]. We also introduce a limiting
sphere outside of which the density profile of condensing vapor can be described by
the diffusion equation. But inside the limiting sphere we solve the collisionless
Boltzmann equation subject to a given boundary condition at the particle surface
and put an additional condition: the vapor concentration at the surface of the
limiting sphere coincides with that found from the solution of the diffusion equa-
tion. Even in the absence of any potential created by the particle the vapor profile in
the free-molecule zone depends on the radial coordinate, because the particle
surface adsorbs all incoming molecules. We thus gain the possibility to call for
the continuity of the first derivatives of the profile on both sides of the limiting
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sphere. This additional condition defines the radius of the limiting sphere [13]. The
respective expression for the condensational efficiency has a serious advantage over
the formulas used before. The point is that the final result is expressed in terms of
the diffusivity and the thermal velocity of the condensable molecules, rather than in
terms of the mean free path. The final result is,

2
g 2TaVT (2.19)

vr\2
L/ 1+ (55)

The extension of this formula to the case of an arbitrary external potential is,

—UR)/KT
o (a) = #(a,R)e . (2.20)

1 + o (a,R)e " UR)/KT TeU(r)/kT#
R

This formula widely applies for calculation of the charging efficiency.

Charged particles play a notable role in the processes of tiny particles formation.
The nucleation process in the presence of ions goes much easier. The particle
growth also becomes faster because bipolar charges on particles accelerate the
coagulation. The study of atmospheric charged particles began a century ago
[35-48]. First simplest theories were grounded on the use of the diffusion equation
and applied to the particles of large sizes, much exceeding the ion mean free path in
air. Such models were not able to describe the charging of smaller particles, with
the sizes of order or less than the ion mean free path. Latest attempts to attack the
particle charging problem applied the free-molecule approximation, that is, the
collisionless motion of ion was considered as the charge transport mechanism.
Respective expressions for the charging efficiencies were reported in refs. [33,34].
However, as was shown in ref. [34] the free-molecule regime does not realize even
at normal conditions and arbitrary small particles. The point is that in the case of
charged particles another characteristic length comes up. It is the Coulomb length
l. = q Q€ /kT. Even at the particle charges equal to unity this length is equal to 60
nm, i.e., it is comparable with the mean free path of ions. This fact means that the
ion—molecular collisions are of importance at the distances where the Coulomb
energy of the charge particle is comparable with the thermal energy k7. Hence, the
criterion of validity of the free-molecule regime / >> [, fulfils only at very low air
pressure, i.e., in upper layers of the atmosphere. Next, the bound states of ions in
the Coulomb or the image potentials are also of importance for bipolar charging
processes. The point is that an ion can occupy a bound state only on colliding with
the carrier gas molecule. The diffusion model assumes that all bound states are
occupied. In the free-molecule model all these states are empty. On the other hand,
it is clear that both the models have nothing common with the reality. The ions
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cannot lose a very large energy and occur very deep in the potential well. This fact
creates huge difficulties because it is necessary to solve the collision task in an
external field.

2.6 Uptake of Trace Gases by the Aerosol Particles

Trace gases are commonly recognized to react actively with the aerosol component
of the Earth’s atmosphere [3,49-59]. Substantial changes to the atmospheric chem-
ical cycles due to the presence of aerosol particles in the atmosphere make us look
more attentively at the nature of the processes stipulated by the activity of atmo-
spheric aerosols (see, e.g., [3]). The process of the gas—particle interaction is
usually a first-order chemical reaction going along the route:

X + AP — (APX), 2.21)

where X, AP, and (APX) stand respectively for a reactant molecule, an aerosol
particle and the final product resulting from the reaction Eq. (2.21).

As an example we refer to ozone, which is a key substance for our atmospheric
system since it protects the living systems on our planet against the Sun’s UV
radiation. However, since the discovery of the ozone hole in the mid-1970s (details,
last achievements, and references see in [3] ) , it has been well established that
ozone is subject to periodical large depletion events at the poles and to continuous
decay in the global stratosphere. These trends are initiated by the presence of
halogenated radicals that are produced by a cycle of photochemical processes.
The amplitudes of ozone level variations are also driven by heterochemical reac-
tions occurring on the surfaces of polar stratosphere clouds which transform stable
reservoir molecules into radical precursors.

Yet some important aspects of aerosol heterochemistry are not so well studied
(see, however, [60—64]). Among them is the interconnection between uptake and
mass accommodation efficiencies [61]. Still there exist discrepancies between
the results because of different understanding of the meaning of uptake coefficient.
The whole issue of Journal of Aerosol Science 32(7) (2001) is entirely devoted
to the problems of gas—aerosol interaction in the atmosphere.

In the following paragraphs we wish to outline our point of view. Let a particle
of the radius « initially containing Ng molecules of a substance B be embedded
to the atmosphere containing a reactant A. The reactant A is assumed to be able to
dissolve in the host particle material and to react with B. The particle will begin
to absorb A and will do this until the pressure of A over the particle surface will
be enough for blocking the diffusion process. Our task is to find the consumption
rate of the reactant A as a function of time. Next, we focus on sufficiently small
particles whose size is comparable to or less than the mean free path of the reactant
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molecules in the carrier gas. The mass transfer of such particles is known to depend
strongly on the dynamics of the interaction between incident molecules and the
particle surface. In particular, the value of the probability § for a molecule to stick
to the particle surface is suspected to strongly affect the uptake kinetics. The
question “how?” has not yet found a full resolution.

Below we are trying to answer this question starting with a simple analysis of
the boundary condition to the kinetic equation for the molecules of a reactant A.

Let an aerosol particle be put in the atmosphere containing a reacting gas
admixture A. The molecules of A are assumed to react with a guest reactant B
dissolved in a host material of the particle (in principle, B. itself can be the host
material). The reactant A is assumed to react with the reactant A along the route:

A+B—C (2.22)

The particle initially containing no molecules of A begins to consume those
crossing the particle—carrier gas interface. Our goal is to investigate the kinetics of
this process.

Our basic integral principle asserts:

Flux of A from outside = total consumption of A inside (2.23)

We consider four stages of the uptake process:

. The diffusion of A toward the particle

. Crossing the particle—air interface

. Diffusion-reaction process inside the particle

. Accumulation of nonreacted A-molecules in the particle

A W N =

Balancing the fluxes gives the equation for the uptake rate.

In principle, the consideration of the uptake requires a solution of the time-
dependent transport problem. Here we give some order-of-magnitude estimations
allowing for a correct statement of the problem in realistic conditions of the Earth’s
atmosphere. Our idea is to get rid of the non-stationarity wherever it is possible.
Below we use the notation Dy (X = A, B), D,a for the diffusivity of the reactant
molecules inside the particle and in the gas phase respectively.

The characteristic time of the non-stationarity in the gas phase is estimated as
T ox a? /D. This time is extremely short. For D = 0.1 cm?/s and @ = 1,000 nm

7 o< 10~ 7s. So the transport in the gas phase can be considered in the steady-
state limit. The diffusion process in the liquid phase is much slower. Its character-
istic time is T oc 10735 for micron particles and Dy ~ 107> cm?/s.

The time for the chemical reaction of A molecules in the liquid phase is
estimated as tp o k ng where « is the binary reaction rate constant for the reaction
given by Eq. (2.22). The maximal value of x o< Dya,, o< 10~"3cm?/s for the mole-
cule radius a, o 10~3cm. The book [3] cites the values within the interval
k= 107" — 10~ 8cm?s.
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The estimate of the characteristic of time 7o depends on the value of ng. If the
gaseous reactant reacts with the host material, the characteristic reaction times are
very short t oc 10~ s for diffusion controlled reactions and much longer for other
types of chemical processes (up to seconds or even minutes).

The characteristic transport times should be compared to the characteristic times
of substantial chemical changes inside the particle that are stipulated by the flux
of A from outside. These times are of the order of Tchanges o< 1 /i, where j is the
total flux of A-molecules trapped by the particle. This is the characteristic time for
one molecule of A to attach to the particle surface. Actually this time depends on
the sticking probability § and can reach 10 s.

These estimates show (see also [3]) that all the characteristic times for the tran-
sient processes inside and outside the particle are much shorter than the charac-
teristic time for the particle to change its chemical composition due to uptake. This
means that a quasi-steady-state approximation can be used for the description of
very slow changing parameters such as the total number of molecules inside the
particle or its size. Fast transport processes establish instantly the steady-state
concentration profiles.

Let us first consider condensation of A-molecules onto a spherical particle of
B-liquid. In the gas phase the distribution function fs of A-molecules over coordi-
nates and velocities satisfies the Maxwell boundary condition [11],

= (=B + Lo .24
where f is the sticking probability, fo~ is the velocity distribution function of
molecules flying outward the particle, £ is the same for molecules flying towards
the particle surface, and na. is the equilibrium concentration of A-molecules over
the particle surface. The first term on the right of this equation describes the mirror
rebound of A-molecules from the particle surface. The second term gives the
density of the accommodated and then emitted from the surface molecules of A.
The coefficient 1/2 7 reflects the fact that the molecules fly only in the outward
direction. At f* =f~ =n./2 © (full thermodynamic equilibrium) Eq. (2.24)
satisfies automatically. The total flux of A is expressed as

Ja =0 (a) (naso — nae)- (2.25)

Here na o is the concentration of A far away from the particle.

The solution of the kinetic equation defines the concrete form of the dependence
of the condensational efficiency « (a) on the particle radius and . The form of the
second multiplier is universal and in neither way is related to any approximation.

Now we are returning to uptake. In this case the inward flux inside the particles
makes concentration nt, of outflying particles lower than na.. The boundary
condition Eq. (2.24) is replaced by

AT =0=pB)fa" + % nat (2.26)
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with the value of the reactant concentration n " being determined from balancing
the fluxes. This is the principal point of our further consideration. This equation
differs from Eq. (2.24) by replacement ns . — na™*. Hence, the flux of ny . toward
the particle looks as follows:

ja = a(a) (nAe - n2+ ) (2.27)

Instead of solving the kinetic equation, we apply any semi-empirical formula for
o(a). For example, the Fuchs—Sutugin formula

@ (a) = pe s ffg’é?}m) (2.28)
where
tim(@)p = nvrd® (2.29)

is the condensational efficiency in the free-molecule regime and

3 0.466

Sx)=———, 2.30
() 4x x+1 ( )
}’I*A :HIZAJr, (231)
where H is the dimensionless Henri constant defined as
H,RT
=__ 57 2.32
0.981 x 10° ( )

Here H; is the Henri constant (in units mol/a, see the definition in [3]). At
T=300K
H =26.4H;. (2.33)

We demonstrate the application of the above scheme for the case of complete
mixing the reactants inside the particle, that is, we assume that the reactant
concentration profiles are independent of coordinates. Then the following set of
equations describes the evolution of the particle chemical composition,

dNA _ NA K
3 = Ua) (taco = 17) = ; NaNa, (2.34)
dNB K
—— = —=NaN 2.35
dl V ALVB;, ( )
V(t) = vaNa + vpNp + v:Nc, (2.36)

where v, is the molecular volume of each component (x = a, b, ¢).
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2.7 Nucleation Bursts in the Atmosphere

Regular production of nonvolatile species of anthropogenic or natural origin in the
atmosphere eventually leads to their nucleation, formation of tiny aerosol particles,
and their subsequent growth. Thus formed aerosol is able to inhibit the nucleation
process because of condensation of nonvolatile substances onto the surfaces of
newly born particle surfaces. This process is referred to as the nucleation burst [1].

The dynamics of atmospheric nucleation bursts possesses its own specifics, in
particular, the particle production and growth is suppressed mainly by preexisting
aerosols rather than freshly formed particles of nucleation mode [12]. In many
cases the nucleation bursts have heterogeneous nature. The smallest (undetect-
able) particles accumulated during nighttime begin to grow at daytime because of
sunlight-driven photochemical cycles producing low volatile (but not nucleating)
substances that are able to activate the aerosol particles [65]. Stable sulfate
clusters [66—72] can serve as heterogeneous embryos provoking the nucleation
bursts.

The nucleation bursts were regularly observed in the atmospheric conditions and
were shown to serve as an essential source of cloud condensation nuclei [12,73-77].

Now it becomes more and more evident that the nucleation bursts in the
atmosphere can contribute substantially to the cloud condensation nuclei produc-
tion and can thus affect the climate and weather conditions on our planet (see e.g.,
[3,6,7] and references therein). Existing at present time opinion connects the
nucleation bursts with additional production of nonvolatile substances that can
then nucleate producing new aerosol particles, and/or condense onto the surfaces
of newly born particles, foreign aerosols, or on atmospheric ions. The production of
nonvolatile substances, in turn, demands some special conditions to be fulfilled
imposed on the emission rates of volatile organics from vegetation, current chemi-
cal content of the atmosphere, rates of stirring, and exchange processes between
lower and upper atmospheric layers, presence of foreign aerosols (accumulation
mode, first of all) serving as condensational sinks for trace gases and the coagula-
tion sinks for the particles of the nucleation mode, the interactions with air masses
from contaminated or clean regions [12,68,77]. Such a plethora of very diverse
factors most of which have a stochastic nature prevents direct attacks on this effect.
A huge amount of field measurements of nucleation bursts dynamics appeared
during the last decade (see [12,68,77] and extensive citation therein).

The attempts of modeling this important and still enigmatic process also appeared
rather long ago. All models (with no exception) start from a commonly accepted
point of view that the chemical reactions of trace gases are responsible for the
formation of nonvolatile precursors which then give life to subnano- and nano-
particles in the atmosphere. In turn, these particles are considered as active partici-
pants of the atmospheric chemical cycles leading to the particle formation. Hence,
any model of nucleation bursts included (and includes) coupled chemical and aerosol
blocks. This coupling leads to strong nonlinearities which means that all intra-
atmospheric chemical processes (not all of which are, in addition, firmly established)
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are described by a set of nonlinear equations. In addition, there is no assurance that
we know all the participants of the chemical cycles leading to the production of low
volatile gas constituents that then convert to the tiniest aerosol particles.

Our main idea is to decouple the aerosol and chemical parts of the particle
formation process and to consider here only the aerosol part of the problem. We thus
introduce the concentrations of nonvolatile substances responsible for the particle
growth and the rate of embryo production as external parameters whose values can be
found either from measurements or calculated independently, once the input concen-
trations of reactants and the pathways leading to the formation of these nonvolatile
substances are known. Next, introducing the embryo production rate allows us to
avoid a rather slippery problem of the mechanisms responsible for embryos forma-
tion. Since neither the pathways nor the mechanisms of production of condensable
trace gases and the embryos of condense phase are well established so far, our semi-
empirical approach is well approved. Moreover, if we risk to begin from the basic
principles, we need to introduce too many empirical (fitting) parameters.

Aerosol particles throughout the entire size range beginning with the smallest
ones (with the sizes of order 1 nm in diameter) and ending with sufficiently large
particles (submicron and micron ones) are shaped by some well-established
mechanisms.

They are condensation and coagulation. Little is known, however, on atmo-
spheric nucleation. This is the reason why this very important process together
with self-coagulation is introduced here as an external source of the particles of
the smallest sizes. The final productivity of the source is introduced as a fitting
parameter whose value is controlled by these two processes simultaneously and is
thus always lower than the productivity of the nucleation mechanism alone. Next,
coagulation produces the particles distributed over a size interval, rather than
monodisperse ones of a critical size (like in the case of nucleation alone). The
productivity should be introduced as a function of the particle size and time,
respectively. In principle, the size dependence of the source can be found theoreti-
cally, but it is better to refuse this idea and to introduce it as the product of a
lognormal function and a time-dependent total production rate.

The condensational growth depends on the concentrations of condensable
vapors, with the condensational efficiencies being known functions of the particle
size. The concentrations of condensable trace gases are introduced as known
functions. They can also be calculated, once all reactions responsible for conversion
of volatile trace gases to low volatile ones and respective reaction rates are known
(+ stoichiometry of the reactions + initial concentrations of all participants and
many other unpleasant things). Of course, nothing like this is known and there is no
chance to get this information in the near future.

The losses of particles are caused mainly by preexisting submicron and micron
particles. There are also other types of losses: deposition of particles onto leaves
of trees, soil losses, scavenging by deposits, and mists. Here the term ‘loss’ is
introduced as a sink of small particles on preexisting submicron and micron aerosol
particles.
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Self-coagulation of particles with sizes exceeding 3 nm in diameter is entirely
ignored in the model. Many authors estimated the characteristic times of the self-
coagulation process and found them to exceed 10* s. In what follows we ignore this
process. On the contrary, the intermode coagulation (the deposition of newly born
particles onto preexisting aerosols) is of great importance and must be taken into
account.

Now it is easy to answer the question why the linear model is able to describe
the nucleation bursts in the atmosphere. The nucleation mode does not affect the
surrounding atmosphere whose chemical state is defined by other numerous exter-
nal factors. For example, the lifetimes of trace gases and the particles of nucleation
mode depend on the concentration and the size distribution of preexisting aerosol
particles.

The mechanisms of particle growth (condensation and coagulation) are well
established for the whole size interval of interest. This is the reason why the model
for the description of atmospheric particles is based on the continuity equation

on .0n
__|_a_

o % +Ain=J. (2.37)

Here n = n(a, ) is the particle size distribution, & is the rate of particle growth

VT Vo C(l)

a=aC(t) YR

(2.38)

where vt is the thermal velocity of condensing molecules, Vj is the volume of the
single molecule, and C = C(¢) is the number concentration of condensing mole-
cules in air. The value A is the coagulation sink (a fitting parameter), J = J(a,t) =
J(0)f (a) is the productivity of the stable embrii source. The function f(a) describes
the size distribution of the newly born particles.

At this stage it is especially important to emphasize that the coagulation sink
is created mainly by foreign aerosols with the sizes of order 1,000 nm. Then the con-
tinuity equation (2.20) becomes linear. We removed all the sources of nonlinearity
which arises from the nucleation term and the coagulation sink (the concentration
of condensing gases are considered to be known functions of time). Next, we ignore
the intra-mode coagulation. Equation (2.20) is the first-order partial differential
equation, whose solution can be presented in the form:

n(a,t) = no(a,t) + ny(a,t), (2.39)

where ng(a, t) is the general solution of the homogeneous equation and n;(a, f) is a
particular solution of the inhomogeneous equation. The full spectrum in the form of
Eq. (2.39) allows one to classify the scenarios of nucleation bursts.

Scenario 1. At the initial moment of time (night time) the nucleation mode is
entirely absent. At sunrise the trace gases appear that are able to nucleate. They
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Fig. 2.1 The evolution of size distributions typical for summer periods is shown. Source
produces the particles of the nucleation mode. The sinks are seen not to prevent the particle
growth up to sizes 10 nm. This situation is typical for boreal regions of Finland and Siberia in
summer period

form the particles growing further by condensing low volatile trace gases that
cannot form the aerosol particles themselves. An example of such situation is
shown in Fig. 2.1. It is seen that if the coagulation sinks are sufficiently large the
particles larger 3 nm do not appear at all (see Fig. 2.2). It is important to stress that
there is no well-distinguishable peak in the particle size distribution.

Scenario 2. Nucleation does not occur at all, but the smallest particles formed
during nighttime are still present in the atmosphere. Then these particles begin to
grow as soon as condensable gases appear after the sunrise. These particles can pass
the threshold 3 nm in diameter and become detectable. In this case the peak in the
particle distribution is well expressed. The picture of the nucleation burst is shown
in Fig. 2.3.

Scenario 3. The running mode can appear after a new, more clean air mass
comes to the observation point.
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Fig. 2.2 In winter time the rate of particle formation is low. The sinks suppress the particle growth
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2.8 Concluding Remarks

We have presented a short overview of existing data on the processes of aerosol
formation in the atmosphere. Our conclusions are as follows:

1.

Although there is not full clarity in theory of gas-to-particle conversion, the
productivity of the nucleation process can be introduced as a fitting parameter
to the equation describing the atmospheric aerosol particle formation and
growth.

. The mechanism of the condensational growth is clear and can be described

theoretically. Very often we do not know the participants of this process
therefore their concentrations should be introduced as parameters or calculated
from the respective chemical block.

. Extremely important achievement is the theoretical description of the conden-

sation growth of mixed particles. Now we know how to include the accommo-
dation coefficient to the expression for the condensational efficiency of mixed
particles.

. At sufficiently short times (of order of 24 h) the intra-mode coagulation pro-

cesses do not play an essential role. The inter-mode coagulation can be included
into the coagulation sinks and be considered as a fitting parameter of the
formation-growth models.
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Chapter 3
Atmosphere-Ionosphere Electrodynamic
Coupling

V.M. Sorokin and V.M. Chmyrev

Abstract Numerous phenomena that occur in the mesosphere, ionosphere, and the
magnetosphere of the Earth are caused by the sources located in the lower atmo-
sphere and on the ground. We describe the effects produced by lightning activity
and by ground-based transmitters operated in high frequency (HF) and very low
frequency (VLF) ranges. Among these phenomena are the ionosphere heating and
the formation of plasma density inhomogeneities, the excitation of gamma ray
bursts and atmospheric emissions in different spectral bands, the generation of
ULF/ELF/VLF electromagnetic waves and plasma turbulence in the ionosphere,
the stimulation of radiation belt electron precipitations and the acceleration of ions
in the upper ionosphere. The most interesting results of experimental and theoreti-
cal studies of these phenomena are discussed below. The ionosphere is subject to
the action of the conductive electric current flowing in the atmosphere—ionosphere
circuit. We present a physical model of DC electric field and current formation
in this circuit. The key element of this model is an external current, which is formed
with the occurrence of convective upward transport of charged aerosols and
their gravitational sedimentation in the atmosphere. An increase in the level of
atmospheric radioactivity results in the appearance of additional ionization and
change of electrical conductivity. Variation of conductivity and external current in
the lower atmosphere leads to perturbation of the electric current flowing in the
global atmosphere—ionosphere circuit and to the associated DC electric field per-
turbation both on the Earth’s surface and in the ionosphere. Description of these
processes and some results of the electric field and current calculations are pre-
sented below. The seismic-induced electric field perturbations produce noticeable
effects in the ionosphere by generating the electromagnetic field and plasma dis-
turbances. We describe the generation mechanisms of such experimentally
observed effects as excitation of plasma density inhomogeneities, field-aligned
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currents, and ULF/ELF emissions and the modification of electron and ion altitude
profiles in the upper ionosphere. The electrodynamic model of the ionosphere
modification under the influence of some natural and man-made processes in the
atmosphere is also discussed. The model is based on the satellite and ground
measurements of electromagnetic field and plasma perturbations and on the data
on atmospheric radioactivity and soil gas injection into the atmosphere.

Keywords Electromagnetic field - Plasma disturbances - Upper ionosphere -
Atmosphere

3.1 Introduction

This chapter presents a review of the most interesting results of experimental and
theoretical studies of the electromagnetic field and plasma disturbances in the
ionosphere, which are initiated by different natural sources in the atmosphere and
on the ground, and of the technogenic disturbances connected with human activity.
A chain of interconnected processes in the lithosphere—atmosphere—ionosphere
interaction system causes the ionosphere to react on such phenomena as earth-
quakes, volcano eruptions, typhoons, lightning discharges, high power explosions,
functioning of powerful sources of electromagnetic radiation, etc. Due to such
coupling, the ionosphere appears to be a sensitive indicator of the many processes
occurring on the ground and in the near-Earth atmosphere. Apparently, this factor
defines growing interest to investigation of the atmosphere—ionosphere interaction.
A fundamental role in the energy transfer from the atmosphere to the ionosphere
belongs to thunderstorms. Large quasi-electrostatic fields in the mesosphere and the
lower ionosphere connected with cloud-to-ground lightning discharges and intense
electromagnetic pulses of ~20 GW peak power generated by lightning current
cause significant ionospheric disturbances because of the heating and acceleration
of electrons, production of ionization, optical emissions, gamma ray bursts, etc.
Other powerful mechanism of lightning influence on the ionosphere is connected
with additional ionization and formation of ionospheric inhomogeneities that are
caused by the radiation belt electron precipitation due to the pitch-angle scattering
of trapped particles in the magnetosphere by whistler mode waves from lightning.
Technogenic effects in the ionosphere also became a subject of intense experi-
mental and theoretical studies. Significant attention is devoted to controlled influ-
ence on the ionosphere aimed at generating the desired ionospheric response
dependent on the parameters of influence. In this connection, one can mention the
generation of ultra low frequency (ULF)/extra low frequency (ELF) waves in a
process of ionosphere heating by the radiation of powerful high frequency (HF)
transmitters [1—4], the formation of artificial very low frequency (VLF) ducts and
other types of inhomogeneities [5—7], the acceleration of ions and the excitation of
atmospheric emissions in different spectral bands [8—11], etc. One can note the
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transition into an active phase of the investigation of VLF wave impact on the high-
energy particle distributions in the Earth’s radiation belt including the experiments
that use powerful VLF transmitter onboard spacecraft [12,13].

Since physical mechanisms for transfer of perturbations into the ionosphere from
the abovementioned natural and artificial sources in many cases are similar, we
thought it reasonable to discuss both types of influence (natural and man-made) in a
frame of one paper. Such phenomena as the effects of ballistic rocket launches and
of explosions of different kinds on the ionosphere stand by itself. These effects are
of a different physical nature, and, therefore, their consideration lies beyond the
scope of this chapter.

Among the numerous natural sources influencing the ionosphere, the most
important role is thought to be played by earthquakes. An importance is defined
by the potential of using the ionosphere as a sensitive indicator of earthquake
preparation processes and possible tool for the short-term earthquake forecasting
in future. Such potentiality is based on numerous ground and satellite observations
of seismic-related phenomena occurring in the atmosphere and the ionosphere of
the Earth several days or weeks before earthquake. Some results of these observa-
tions are reviewed in refs. [14—17]. Though the number of publications devoted to
seismic effects on the ionosphere is huge, there is no more or less complicated
understanding of cause—effect relations between the phenomena involved in the
ionosphere responding to the seismic processes. Because of the insufficient experi-
mental base and a lack of reliable statistical data on the ionospheric precursors to
earthquakes, currently, there is no tangible ground to use ionospheric phenomena
for sure earthquake forecasting. Nevertheless, a noticeable progress comes to pass
in accumulating and analyzing the data from satellite and ground-based observa-
tions and in theoretical modeling of interconnected processes in the lithosphere—
atmosphere—ionosphere system. Significant contribution is done from the Demeter
satellite research program (see, e.g. [18-20]). A comprehensive model of the lower
atmosphere and the ionosphere coupling was developed in ref. [21].

We can suppose that the earthquake effects in the ionosphere arise as a result of
simultaneous actions of various factors, such as acoustic waves, electric fields,
electromagnetic radiation, chemically active substances, etc. Since seismic activity
is accompanied by the enhanced injection of soil aerosols into the atmosphere, an
important role in the formation of these factors is played by aerosol fluxes, which
influence the electric conductivity and generate external electric currents in the
lower atmosphere [22]. Experimental evidences of earthquake-related enhancement
in the injection of soil aerosols into the atmosphere, the increase in concentration of
some gases (e.g., H,, CO,, and CH,) by several orders of magnitude in seismically
active zone, and the increase in atmospheric radioactivity associated with such
radioactive elements as radon, radium, uranium, thorium, and actinium and their
decay products on the eve of earthquake are presented in refs. [23—28]. Effects of
strong atmospheric processes associated with typhoons on the electric field and
plasma density fluctuations in the ionosphere were reported in refs. [29, 30].

Satellite measurements carried out during last 2 decades (see, e.g., [18, 20, 31, 32]
confirmed the existence of low frequency emissions associated with earthquakes,
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which was first reported by [33]. Comparison of the ground-based observations and
the satellite measurements of ELF waves performed during different seismic events
showed the similarity of the observed emissions; the only difference was in the wave
intensity in the ionosphere and on the ground [34]. The negative experimental
findings in [35] were connected with the use of incorrect method for data reduction:
short events (< 5 s), such as single or a small number of spherics or whistlers were
not classified as disturbances and were hence not considered. At the same time, the
ELF precursors to earthquakes could be associated with thunderstorm electromag-
netic pulses propagated in the Earth—ionosphere waveguide and scattered into the
ionosphere by plasma inhomogeneities formed in the lower ionosphere over the
seismic zone before an earthquake [36]. The duration of such pulses is much less
than 2 s, and the maximum power is concentrated at frequencies below ~500 Hz.

DC electric field perturbations can play a key role in a coupling between the
lower atmosphere and the ionosphere [21]. Ground-based and satellite observations
confirm an enhancement of the electric field both in the ionosphere and on the
ground in a seismic zone before earthquakes [37-—42].

Small-scale plasma irregularities and large-scale disturbances of electron and
ion density profiles in the upper ionosphere over seismically active region were
observed before earthquakes [28, 32, 43-46].

The formation of thermal anomalies in seismic zones several days before large
magnitude earthquakes presents another pronounced effect that is well observable
from satellites with the use of IR sensors [47-50]. In addition, we can mention the
observations of anomalous airglow at 557.7 and 630 nm correlated with the growth
of seismic activity [51].

Numerous theoretical models were suggested for explanation of separate phe-
nomena stimulated in the atmosphere and the ionosphere by seismic activity.
Reference [52] considered the generation and propagation of internal gravity
waves and their effects on the ionosphere. The generation of ULF emissions by
lithospheric sources and their possible penetration into the ionosphere was analyzed
in refs. [53-55]. The formation of electric currents in the lithosphere and the
propagation of the excited waves from the source region into the ionosphere were
considered in refs. [56,57]. Possible acoustic effects on the ionosphere and the
generation of geomagnetic pulsations were investigated in refs. [38, 58, 59] consid-
ered the conductivity and the electric field variations in the lower atmosphere that
can be caused by increase in radon concentration connected with the growth of
seismic activity. The enhanced injection of radon and metallic aerosols in the
epicenter region and its influence on the ionosphere were discussed in ref. [28].
The mechanisms for the electric field penetration from the source region in the
lithosphere into the ionosphere and related effects on the ionosphere were analyzed
in refs. [60,61].

Electrodynamic model of the ionosphere response to seismic-related lower
atmosphere disturbances is developed in ref. [22]. This model describes the com-
plete chain of processes in the lithosphere—ionosphere coupled system, which starts
from the injection of radioactive substances and charged aerosols into the atmo-
sphere and the formation of external electric current. This current is responsible for
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the enhancement of DC electric field and the subsequent development of acoustic-
gravity wave (AGW) instability in the ionosphere. It results in the generation of
conductivity inhomogeneities in the lower ionosphere, the formation of magnetic
field-aligned currents and plasma density disturbances in the upper ionosphere
stretched along geomagnetic field lines. Besides, the electric field increase leads
to an additional Joule heating of the lower ionosphere, which results in an elevation
of F-layer maximum, a decrease of electron density in the maximum of this layer,
and a growth of light ion density in the upper ionosphere. Thus, this model connects
disturbances of the electric field and the key ionosphere parameters with increase of
atmospheric radioactivity and injection of charged aerosols into the ionosphere.
Detailed consideration of all these processes is presented below.

3.2 Effects of Lightning and Powerful Ground-Based
Transmitters on the Near-Earth Space

3.2.1 Lightning Effects on the Ionosphere and the Magnetosphere

Thunderstorms play a fundamental role in the energy transfer from the atmosphere
to the ionosphere. At any given time, more than 2,000 thunderstorms are active over
the globe, and on average, lightning strikes the Earth about 100 times per second
[62]. Every cloud-to-ground lightning discharge transfers to the ground a charge of
the order of ~300 C during several milliseconds, leading to the formation of large
quasi-electrostatic fields in the mesosphere and the lower ionosphere over millisec-
ond time scales [63]. These fields together with intense electromagnetic pulses of
~20 GW peak power generated by lightning current [64] cause significant distur-
bances in the lower ionosphere due to heating of the ambient electrons and
acceleration of runaway electrons, producing ionization and optical emissions
[63, 65-67].

Plasma inhomogeneities caused by high-energy electron precipitation from the
Earth’s radiation belt in a process of pitch-angle scattering of trapped particles by
intense whistler mode waves from lightning discharges present other class of
lightning-induced disturbances in the ionosphere. Troposphere—-magnetosphere
coupling of such kind has been many times confirmed in ground-based observations
[68-70], balloon measurements [71], rocket experiments [72, 73], and satellite
observations [74-76]. Theoretically, the mechanism of pitch-angle scattering and
particle precipitation from the radiation belt by ducted whistlers in the magneto-
sphere is also well investigated (see, e.g. [77, 78] and references therein).

Experimental indication of strong electrodynamic coupling of thunderstorms
to the mesosphere and the lower ionosphere includes such phenomena as fast
lightning-induced perturbations of subionospheric VLF transmitter signals propa-
gating over the thunderstorm areas [79-84], optical emissions associated with
sprites [85-91] and blue jets [92], and airglow enhancements [93] connected with
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short-term (<1 ms) “elves” emissions excited at 80-95 km altitudes before
sprites [65, 88, 94]. Sprites clearly associated with intense lightning discharges
[95] are correlated with fast perturbations of subionospherically propagating VLF
signals [82], providing an evidence of interconnection of these phenomena. An
important manifestation of strong upward energy pumping from thunderstorms
was obtained from the observations of gamma-ray flashes of atmospheric origin
[96] associated with lightning discharges [97] and of intense bursts of broadband
VHF emissions [98].

The existing generation models of the abovementioned phenomena are based
on heating of the ambient electrons by electromagnetic pulses from lightning
discharges [65, 99-102] or by quasielectrostatic thundercloud electric fields
[103-106], and on runaway electron acceleration processes [107—109].

First registration of optical emissions stimulated by lightning has been reported
by Franz et al. in ref. [110]. Later, numerous observations of similar flashes of
luminescence called sprites [111] have been performed from the ground [86, 90,
91], the aircraft [92, 111-113], and space-based platforms [89,114]. The main
characteristics of sprites obtained from these measurements could be summarized
as follows. This phenomenon is usually observed at 50-90 km altitudes over positive
cloud-to-ground lightning discharge with peak current of the order of 100 kA or
above. Transverse size of luminescence area is 5-50 km; sometimes containing
structural elements with a cross section of ~2 km. Sprite arises 1.5-4 ms after
lightning discharge and lasts for several milliseconds. The brightness of sprites was
estimated to be 25-50 kR, for most intense events it was up to 100 kR. Maximum of
intensity ranges between spectral bands 650-680 nm and 750-780 nm.

Blue jets present other type of luminescence occurring at altitudes below 50 km
over thunderstorm clouds. They are observed as narrowly collimated light beams of
blue color propagating upward from thunderclouds with velocity ~100 km/s up to
40-50 km altitudes, where they disappear. Blue jets in contrast to sprites are not
accompanied by strong electromagnetic radiation in VLF range. Observations did
not display direct connection with simultaneous cloud-to-ground lightning dis-
charges [115]. Blue jet generation theory based on accumulating charges in thun-
dercloud and subsequent breakdown ionization and upward propagation of
ionization wave has been developed by Pasko et al. in ref. [105].

Electron heating in the lower ionosphere by the thundercloud’s electric field can
lead to enhancement of infrared radiation, particularly to intensification of CO,
emission at 4.3 um wave length [116]. Different electromagnetic emissions asso-
ciated with thunderstorm activity have been observed onboard the Demeter satellite
[117]. The effects of ion heating and generation of plasma turbulence in the
ionosphere under the influence of lightning discharges were reported by Berthelier
et al. in ref. [118] based on the Demeter data.

As mentioned above, one of important mechanisms of the troposphere—
ionosphere—-magnetosphere coupling is lightning-induced precipitation of high
energy (>40 keV) electrons from the Earth’s radiation belt into the ionosphere
[76, 119, 120]. Comprehensive data of satellite observations of this phenomenon
were reported by Voss et al. [76], who used the low orbital (170-280 km) S81-1
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polar satellite measurements of electron and ion fluxes with energies 2—1,000 keV
and 10-1,500 keV, respectively. These observations were accompanied by the
ground wave measurements at Palmer station in Antarctica. Analysis of numerous
precipitation events associated with lightning has shown that the time delay
between causative spheric and appearance of first burst of precipitating particles
registered on satellite increased with L-shell according to prediction of theory [78].
The global distribution of intense precipitations of such kind correlated with
thunderstorm activity distribution and displayed maximum in the depletion zone
of the electron radiation belt at 2 < L < 3. The density of electron energy flux in
lightning-induced precipitations was about ~10° erg-cm %5~ ' (10~* J/(m? s)) and
particles with an energy of 100-200 keV prevailed. The most recent experimental
data on electron precipitations stimulated by lightning were obtained from the
Demeter satellite [121]. Bursts of 100-300 keV electrons registered within 1s
after an arrival of causative VLF pulses from lightning were observed.

3.2.2 Effects of the lonosphere Heating by Powerful
HF Transmitters

The first successful observations of the lower ionosphere heating by electromag-
netic radiation from a powerful ground-based HF (3-30 MHz) transmitter were
carried out in ref. [122]. They used the experimental HF transmitter in Platteville,
Colorado, 50 MW effective isotropic-radiated power, as a heater and subiono-
spheric VLF (20 kHz) and LF (60 kHz) probe signals for detecting lower iono-
sphere heating by measurements of amplitude and phase perturbations in these
signals. Transmissions were made at 5.1 and 7.4 MHz to heat the midday D-region
and the diameter of the heated region at the reflection height of probe waves
(~70 km) was ~25 km. The heating effect in this region was obtained from the
amplitude perturbation ~0.53% (0.046 dB) at 60 kHz and phase perturbation ~0.3°
at a frequency of 20 kHz.

Later, subionospheric VLF probe waves were used to probe D-region heating in
the experiments by Barr et al. in refs. [123, 124] with steerable heater in Tromso
(Norway) operated at the frequency of 2.759 MHz; the maximum effective radiated
power was 200 MW. VLF probe waves were from the 12.1 kHz Omega navigation
transmitter in Aldra, Norway, and the 16.4 kHz JXN transmitter nearby Helgeland.
The heated spot was located near the end of <500 km great circle paths from the
transmitters and had a form of a 27 by 34 km ellipse at 80 km height since the
heating wave beam was focused on the Omega probe wave path (38° from vertical).
Amplitude and phase perturbations of sub-ionospheric signals were correspond-
ingly ~0.05 dB and 0.3° during the daytime heating and up to 6 dB and 50° at night.

The heating experiment with the use of 2.8 MHz HIPAS transmitter near
Fairbanks, Alaska, and 23.4 kHz probe waves from NPM transmitter in Oahu
received at Fort Yukon, Alaska has demonstrated the perturbations in NPM
amplitudes of —0.2 to + 0.4 dB simultaneous with heater modulation patterns [125].
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Beginning practically from earlier experiments, the lower ionosphere heating by
intense modulated HF radiation in the presence of natural ionospheric electric
currents (auroral electrojet and middle latitude dynamo currents) was investigated
as a possible tool for the generation of electromagnetic ULF/ELF/VLF waves [1, 4,
126-131]. The generation mechanism is relatively simple. Periodic heating of the
ionosphere in the current region modulates the electrical conductivity in this region
and consequently causes the modulation of natural electric current. This process
forms giant radiating antenna at the altitudes of 60—100 km. The generation of ULF/
ELF/VLF waves by such antennas is extensively studied with the use of special
high-frequency (HF) heating facilities in Tromso (Norway), Arecibo (Puerto Rico),
HIPAS (High-Power Auroral Stimulation), and HAARP (High-frequency Active
Auroral Research Program) (Alaska) and SURA (Russia). The most interesting
results of these studies are presented below.

HF heater in Tromso operated at the frequencies from 2.7 to 8.0 MHz. A
successful generation of ELF/VLF waves was carried out with the use of amplitude
modulation by rectangular pulses in the frequency range 0.2-6.5 kHz. Maximum
amplitudes of generated waves ~1, 0.1, and 0.03 pT were registered at the distances
of 20, 200, and 500 km from the HF transmitter correspondingly [124, 126].
Successful excitation of the Earth—ionosphere waveguide and reception of artifi-
cially generated ELF/VLF signals with amplitude ~10 fT at the distance
~2,000 km has been demonstrated in several transmissions [129].

Amplitude measurements at large distances were used to estimate the power of
ELF/VLF radiation from the ionosphere. Far-zone ground-based measurements
have shown the amplitudes corresponding to ~1 W dipole radiation source at the
altitude of maximum modulation of Hall conductivity in the ionosphere [124].
However, the satellite measurements [2] over the same heating facility have
given an estimate of ~30 W for the ionospheric ELF/VLF oscillator. Different
source characteristics related to simultaneous ground and satellite measurements
have been also obtained in ref. [132].

Several successful experiments on ELF/VLF wave generation were carried out
in Arecibo (Puerto Rico) where a powerful HF transmitter has modulated a current
of the equatorial electrojet. In these experiments, the heater frequency and the
radiated power were 3 MHz and ~800 kW, respectively, and the modulation
frequencies were in the range from 500 to 5,000 Hz [133]. The efficiency of
ionospheric ELF/VLF wave generator depending on the polarization of HF heater
radiation and its daily work cycle was investigated by Ferrano in ref. [127].

High-frequency heating facility HIPAS located near Fairbanks (Alaska) was
successfully used for the modulation of auroral electrojet in the experiment [134],
in which the generation of ULF/ELF waves (11-76 Hz) with amplitudes ~1 pT at the
phase modulation of a heater radiation has been observed. Villasenor et al. [135] have
investigated the dependence of ELF/VLF wave generation efficiency on the modu-
lation schemes of HF transmitter including the amplitude rectangular pulse modula-
tion, phase and two frequency modulations. It was shown that the amplitude pulse
modulation is most effective. ELF/VLF waves generated with the use of HIPAS
heating facility have been observed in space plasma in ref. [136]. In this paper, in
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contrast to similar measurements over the Tromso station [132], good correspon-
dence between the satellite and ground-based measurements was demonstrated.

Experiments on generation of ELF/VLF waves with HAARP heating facility
were carried out with use of different frequencies and polarizations of HF radiation
[137]. It was shown that the possibility existed to control the polarization of
artificially generated ELF waves by changing the frequency and the polarization
of the heater radiation [137]. Within the framework of this Program the
Stanford University has carried out a series of successful experiments on the
injection of artificially excited ELF/VLF waves into the upper ionosphere and
the Earth—ionosphere waveguide. Platino et al. [138] have reported the Demeter
satellite observations of ELF/VLF emissions generated by HAARP heater in the
ionosphere. For three of four modulation frequencies the satellite and the ground-
based measurements have shown the same results corresponding to radiated power
of ionospheric source ~3-4 W. Multi-hop magnetospheric echo of ELF/VLF
signals induced by the HF transmitter have been observed by Inan et al. [3]. These
echoes displayed dispersion and amplification in equatorial region of the magneto-
sphere leading to generation of trigger emissions. ELF/VLF waves excited by the
HAAREP heating facility were also injected into the Earth—ionosphere waveguide.
Moore et al. [4] have demonstrated unique results of observations of HAARP-
induced ELF emissions at the distance ~4,400 km from the heater. Characteristics
of these emissions conformed to 4-32 W power of ionospheric oscillator at the
altitude 75-80 km [4]. Long-term program of the experiments with HAARP HF
transmitter performed by Stanford University have shown that heating of the lower
ionosphere by powerful amplitude modulated HF radiation could be an effective
tool for generation of ELF and VLF waves with given properties practically at any
geomagnetic conditions [139].

The formation of VLF ducts (magnetic field-aligned channels of enhanced
ionization) in the upper ionosphere recently detected by the Demeter satellite
presents other important effect of the ionosphere HF heating. Characteristics of
these ducts and other types of plasma disturbances and wave emissions observed
over the heating facilities were presented in [6, 7, 140, 141]. Typical size of ducts
across geomagnetic field was ~40 km at the satellite altitude and the plasma density
excess within a duct over background level was 20-30%. Temperature and plasma
density fluctuations in the ionosphere over the heating area were about 10-15%.

3.2.3 Influence of Powerful VLF Transmitters on the
Ionosphere and the Magnetosphere

3.2.3.1 Artificially Stimulated Particle Precipitation into the Ionosphere

First experimental confirmation of artificial stimulation of radiation belt electron
precipitation was obtained in 1975 by Zhulin et al. [142] with use of powerful
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ground-based VLF transmitter located in Arkhangelsk region (Russia). Diagnostics
of electron precipitation was performed by special optical devices installed onboard
the aircraft-laboratory Yak-40. This experiment has shown significant enhancement
in intensity of atmospheric emission at 557.7 nm correlated with periodic VLF
transmitter pulses. Pulsations of the emission intensity were up to 40 R. An estimate
of precipitating electron energy flux with account of the experiment’s geometry
has given ~0.13 erg/cm>s (1.3 x 10~* J/m?s) that corresponded to flux of electrons
with energy ~15 keV approximately 5 x 10* particles/cm®-s and was a factor of 10
above the background level.

Direct measurements of artificially stimulated electron precipitations from the
radiation belt were carried out onboard the S81-1 satellite with use of USA VLF
transmitters NAA and NSS [143-145] and independently by the Aureol-3 satellite
[146, 147]. Bursts of precipitating electrons were observed by S81-1 satellite 1-2 s
after commencement of the transmitter pulses [143, 144]. Similar delay followed
from the theoretical estimates [145]. The most recent results on the electron
precipitations stimulated by ground VLF transmitter were reported by Sauvaud
et al. [148] and Gamble et al. [13], based on the Demeter satellite data.

3.2.3.2 Effects of the Ionosphere Heating by Powerful VLF Transmitters

Experiments on artificial stimulation of radiation belt electron precipitation led to
discovery of the effect of lower ionosphere heating by the radiation from ground-
based VLF transmitters with use of probe VLF signals [149]. First experiments were
performed with NAU transmitter in Puerto Rico. About ~100 kW power at 28.5 kHz
were radiated by pulses of 3 s duration and 5 s repetition period. Search for lower
ionosphere perturbations was carried out using probe signals from several US VLF
transmitters at the receiving stations in Arecibo (Puerto Rico) and Palmer (the
Antarctic). Data analysis revealed the 5 s periodicity in a spectrum of amplitude
envelope of probe signals from the NAA transmitter. Perturbations of amplitude
with the modulation period of heating transmitter were in the range from —0.04 to
+0.12 dB [149]. It is interesting to note that such disturbances caused by 100 kW
NAU VLF transmitter coincided in the order of magnitude with the heating effect of
the Tromso HF transmitter, the effective radiated power of which was 200 MW
[150]. This seeming contradiction was resolved by Taranenko et al. [151] who
showed that the amplitude disturbances of probe VLF wave in the Earth—ionosphere
waveguide in both cases should be comparable in magnitude since VLF heating is
maximum at the reflection heights of subionospheric signals in D-region, and
consequently the heating effect on the probe wave amplitude should be strongest
there.

A series of purposeful experiments on VLF heating of the lower ionosphere was
performed by Stanford University in the period from 1987 to 1992 [149]. In the
experiment of 1992, the amplitude and phase perturbations of probe signals at
21.4 kHz from NSS transmitter in Annapolis (Maryland) were registered in Gander
(Newfoundland). Investigated were the effects of ionosphere heating by the NAA
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transmitter in Cutler (Maine) operating at 24 kHz. For monitoring measurements,
the station in Gander received the NLK (24.8 kHz) and the NAU (28.5 kHz) signals
whose great circle paths did not pass through the ionosphic region heated by the
NAA transmitter. The ionosphere heating effect was found in 41 of 53 episodes of
NAA transmitter “ON/OFF”. The amplitude and phase perturbations of probe
signals lie in the ranges from —0.11 to +0.84 dB and from O to —5.3°, respectively
[152, 153]. In a similar experiment with the NLK transmitter as a heater, the
observed perturbations of probe wave amplitude on the NPM (Hawaii) — Saskatoon
(Saskatchewan) propagation path ranged from 0.3 to 1.6 dB [152, 153].

Strong ionospheric disturbances in the zone of powerful VLF transmitter NWC
(Australia) were observed from the Demeter satellite [5]. Significant enhancement
of electron temperature and fluctuations of electron and ion densities were recorded
together with intensification of HF and ELF electrostatic waves. Dimension of the
perturbation zone in the ionosphere at the satellite altitude (~700 km) was about
800 km along the orbit, the position of center of this zone corresponded to L-shell of
the NWC transmitter (L = 1.41).

Thus numerous experiments show that intense VLF waves from different
sources influence on the lower ionosphere and therefore on the characteristics of
radio wave propagation sensible to changes in the ionosphere parameters.

Three-dimensional (3D) theoretical modeling of the lower ionosphere heating by
VLF transmitter radiation was carried out by Rodriguez and Inan [153] and
Rodriguez [152]. The heated area in the ionosphere has a form of a spot with a
radius of ~150 km at the level half of the perturbation maximum. Position of
maximum is slightly shifted to pole from the position of heater. For transmitters
with radiated power ~1,000 kW the electron temperature in maximum of heating
(~87 km) exceeds the undisturbed level approximately threefold.

3.2.3.3 Acceleration of Ionospheric Ions

Effect of acceleration of ions in the ionosphere under influence of radiation from
ground-based VLF transmitter was first observed onboard the Aureol-3 satellite [8].
The observations were made in the zone of Arkhangelsk VLF transmitter (64° 24'N,
41° 32'E, L = 4), which radiated ~300 kW power at the carrier frequency 19.1 kHz
with amplitude modulation by periodic pulses (8 s ON-8 s OFF). The satellite
instrumentation set provided measurements of ion distributions for M = 1-32
atomic mass units at energies from 0.01 to 3.5 keV/charge and pitch-angles 85°
and 145° combined with analysis of electromagnetic fields in the frequency range
from 10 Hz to 20 kHz.

The observations showed that a mid-latitude increase in H", He* and O* ion fluxes,
of about an order of magnitude above the background level, at the energies 250-330
eV and pitch-angles 85° and 145° occurred in the zone, in which the transmitter signals
were detected. Such quasi-transverse and upward ion fluxes with magnitude up to
10°-10" cm™ %5~ "-sr'-keV ! were observed in five passages of the Aureol-3 satellite
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over the zone of Arkhangelsk VLF transmitter. It is significant that the upward (145°)
ion fluxes directed from the ionosphere into the magnetosphere were of the same
order of magnitude as the quasi-transverse (85°) ion fluxes. Simultaneously with
anomalous ions the VLF emission at the frequencies ~4.5 kHz well correlated with
the transmitter pulses have been observed. These frequencies were close to local low
hybrid resonance frequency. Let us note that the measurements were carried out in the
conditions of low geomagnetic activity (Dg, = —10), therefore the zone of natural
auroral precipitations lied in higher latitudes.

From the discussed Aureol-3 data Dzhordzhio et al. [8] have concluded that
intense electromagnetic waves radiated by ground VLF transmitter could stimulate
acceleration up to 300 eV energy and injection into the magnetosphere of iono-
spheric O", He* , H" ions combined with excitation of ELF/VLF noises.

Due to high phase velocity of whistler mode waves, their interaction with supra
thermal (<1 keV) ions in the ionosphere is not effective. For explanation of these
experimental results, it seems reasonable to consider a two-step process — nonlinear
conversion of whistler waves from the transmitter into other plasma modes and the
subsequent interaction of these secondary waves with ionospheric ions. Mechan-
isms for transformation of waves and acceleration of ions are considered below.

Continuation of active experiments on the influence of VLF transmission on ion
distributions and ELF/VLF emissions in the ionosphere has been performed by
Chmyrev et al. [10]. These experiments were carried out onboard the COSMOS-
1809 satellite using a Arkhangelsk VLF transmitter operated at frequencies 15 and
19.1 kHz in the same regime as above (300 kW radiated power, pulse modulation:
8 s ON-8 s OFF). The satellite was operating on the near circular orbit with altitude
~960 km and inclination 82.5°. Eight episodes of the transmitter operation were
carried out during the satellite passages over the transmitter zone. Distance in
longitude between the satellite trajectory and the transmitter location in these
episodes was <30°.

Figure 3.1 shows the distribution of low-energy ion fluxes in the ionosphere over
the transmitter zone obtained on the satellite orbit 1376, which was nearest to the
transmitter. Each of the four panels in Fig. 3.2, which corresponds to different energy
channels of electrostatic analyzer SF-3M, presents the ion fluxes for pitch-angles
o = 5-40°, 50-85°, 95-130°, 140-175°. In this episode, the transmission started at
20.30 UT when COSMOS-1809 crossed the L-shell of the transmitter (L = 4).

Itis seen from Fig. 3.1 that effective heating of ions occurred in the ionosphere over
the transmitter zone, where the flux of ions with energy 28-74 eV increased from the
background level of 10* cm s~ "-sr "keV ™" up to (2-4)-10* cm s '.sr " -keV ™!
during the time smaller or of the order of 1 min. An important peculiarity of the
particle distributions in Fig. 3.1 is that the downward ion fluxes were the strongest and
the particles with higher energy appeared later (at higher L-shells). For precipitation
and quasi-transverse fluxes, it means that particles accumulate energy at larger
length or at higher altitudes along the line of magnetic field above the satellite.
The characteristic transverse scale of the acceleration zone, as estimated from 28 eV
ion distribution, is ~200 km at the satellite altitude (h ~ 960 km). The analysis
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Fig. 3.1 Distribution of low energy ion fluxes along the orbit 1376 of COSMOS-1809 satellite
over the Arkhangelsk VLF transmitter zone for energies ~ 9, 28, 74, and 205 eV and pitch-angles
5-40° (—), 50-85° (- —-), 95-130° (- - —), and 140-175° (- - -)

of energy spectrum of ions for all pitch-angles showed that the enhancement of
ion fluxes in the transmitter zone took place in the range from 10 to 200 eV with
maximum at 20-70 eV.

3.2.3.4 Parametric Excitation of ELF Waves in the Upper Ionosphere

Enhancement of intensity (stimulation) of ELF noises correlated with VLF trans-
missions was observed on three passages of COSMOS-1809 over the transmitter
zone where the discussed above ion acceleration occurred [10]. Stimulated
ELF emissions were found very near the transmitter (within £5° in longitudes
and £3° in latitudes) in the region of maximum intensity of the transmitter signals.
The spectral density of noises at the lower part (f < 400 Hz) of the device
frequency range increased during the transmitter pulses 2-3 times above the
undisturbed level observed in pauses between the pulses. A maximum of induced
ELF wave intensity appeared to be at 140-180 Hz.
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Spectra of VLF transmitter signals during the observation of stimulated ELF
emissions at all three orbits was found to be broadened; the characteristic broaden-
ing was A f ~ £ (200400 Hz). This value corresponds to the frequency band of
ELF emissions correlated with VLF transmitter pulses.

Let us note that the effect of spectral broadening of VLF signals in the iono-
sphere and the magnetosphere of the Earth were numerously observed from satel-
lites and on the ground [154—-157]. Titova et al. [156] interpreted this effect in terms
of VLF signal scattering by low-frequency plasma turbulence (in particular the ion-
cyclotron one) in the ionosphere below and/or near the satellite. At such scattering
process the observed electrostatic ELF emissions were not correlated with the
transmitter signals and the broadening effect took place for all transmitters inde-
pendently on their power [156].

In the experiment [10] such scattering of VLF signals was also observed; ELF
emissions in these cases were not correlated with transmitter pulses and the
spectrum-broadening effect was registered for all VLF transmitters (independently
on power) observed on satellite at the frequencies below 20 kHz. However, besides
the scattering by ionospheric turbulence, the nonlinear VLF wave interaction
process occurred in the experiment [10], which resulted in the generation of ELF
waves and depended on the intensity of pump wave. Such conclusion was made
based on the correlation between the observed ELF emissions and the transmitter
signals and also from the fact that spectrum broadening in such events has been
observed only for powerful signals. The latter followed from the comparison of
simultaneously observed signals of the Arkhangelsk VLF transmitter (radiated
power ~300 kW) at 19.1 kHz with signals from the OMEGA transmitter in Norway
(radiated power ~10 kW) at 10.2 kHz.

The measurements of wave intensity in separate spectral channels showed that the
propagation of a strong electromagnetic wave from a VLF transmitter through the
ionosphere was accompanied by the generation of rather intense (~8 pV/m-Hz'?)
secondary emissions in the electric field at frequencies ~140 Hz. This emission
was well correlated with the transmitter signals, while other spectral channels did
not indicate any reaction on the transmitter operation. However, magnetic component
of the emission at 140 Hz did not exceed the level of noise (~0.3 pT/Hz]/ 2). The filter
bandwidth in a channel 140 Hz of the spectrum analyzer was ~20 Hz. The ratio
of magnetic-to-electric field components for the transmitter signals was N = B/E ~ 18
that corresponded to the refraction index of the whistler mode wave.

Thus, the presented experimental results confirm the generation of ELF waves
and acceleration of ionospheric ions under the influence of strong VLF transmis-
sions. Before considering physical mechanisms for such influence, let us resume the
main characteristics of the observed phenomena:

¢ The excitation of ELF emissions correlating with Arkhangelsk VLF transmitter
signals was observed in the frequency range 70—400 Hz with maximum intensity
~8 uV/m-Hz'? at frequencies 140—180 Hz.

¢ Simultaneously, with the generation of ELF emissions, the spectral broadening
A f= £+ (200-400 Hz) was observed in Arkhangelsk transmitter signals while
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broadening of weaker signals from the OMEGA transmitter in the same zone
was not found.

e The enhancement of ion flux in the transmitter zone took place in the range of
energies from 10 to 200 eV; maximum of flux intensity ~(2-4)-10* cm™>
s~ '.sr eV~ ! was observed at 20-70 eV.

e Accelerated ion fluxes were anisotropic; the highest anisotropy was observed at
~28 eV.

As we mentioned the interaction of low energy (<1 keV) ions with whistler
waves at the transmitter frequencies and in ELF range is not effective due to high
phase velocities of these waves in the ionosphere. Therefore, it was reasonable to
suppose that suprathermal ions were accelerated by one of the ion branches of
plasma waves, which could be excited due to parametric instability of intense
whistler mode waves. In the frequency range 70—400 Hz, it could be electrostatic
ion-cyclotron waves, ion-acoustic, and electromagnetic ion-cyclotron waves, the
generation of which has been considered in many papers (see, e.g. [158, 159]). The
highest growth rates are realized in a process of decay interaction of whistler with
low frequency plasma wave and ion-cyclotron wave. Detailed analysis of the ion
wave modes generation by decay instability of quasimonochromatic whistler waves
with account of several types of ions and variations of ion composition with altitude
in the ionosphere has been performed by Chmyrev et al. [160]. Effectiveness of
decay process with participation of electromagnetic ion-cyclotron waves in the
ionosphere is substantially higher than with electrostatic waves due to strong linear
attenuation of latter [159]. Electromagnetic ion-cyclotron waves present one of the
most effective sources of ion acceleration in the upper ionosphere [161]. With
account of these circumstances Taranenko and Chmyrev [159] and Chmyrev et al.
[160] suggested the following scheme for explanation of the above-discussed
experimental results. Intense whistler mode wave from the ground VLF transmitter
decays in the upper ionosphere on other whistler propagating near the resonance
cone and highly oblique left-polarized electromagnetic ion-cyclotron wave. The ion
waves propagating upward in the region of decreasing geomagnetic field will be
effectively absorbed by ions providing their acceleration. This mechanism is
similar to [161] with the difference that in [161] the electromagnetic ion-cyclotron
waves are excited due to instability of precipitating auroral electrons while in [159,
160] — due to parametric instability of intense whistler waves. Analysis of growth
rates y; and frequencies w3 of electromagnetic ion-cyclotron waves for this process
showed that excitation was possible only for waves with large transverse compo-
nents of wave vectors [159]. The corresponding frequency range w; ~ 100-350 Hz
calculated for altitudes below 2,000 km was in agreement with the data on genera-
tion of ELF emissions and VLF wave spectra broadening. Maximum growth rate
was y; ~ 2-3 s~ ! at the amplitude of pump wave ~10 mV/m [159].

Let us consider now the interaction of parametrically excited electromagnetic
ion-cyclotron waves with ions [10]. Dispersion equation for these waves as known
can be written as follows:

w3 = kjzva(l — 3% /wg?) (1 + Kz)—1/27 K = cki3/wpe, 3.1
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where k3, k, 5 are longitudinal and transverse components of wave vector, wg; is
cyclotron frequency of ions, v, is Alfven velocity, ¢ and w,, are light velocity and
electron plasma frequency. Resonance energy of ions interacting with wave (3.1) at
first cyclotron resonance is defined as

Mv2 M 2 2 . 2
//res VA w3 @pi 2\ —1
=—rt-=—Aa(1-— -1 1 3.2
W jres > ) ( w§i> <a)3 > (I+x7), (3.2)

where Vs = (wp; — w3)/k;3, M is ion mass, Vs and k3 are oppositely directed.
Let us estimate W, for H" ions in the ionosphere at altitudes ~2,000 km, where v ~
10% cm/s. At k = 3, which corresponds to maximum growth rate we find W s = 1.3
eV for frequency ws/wg; = 0.9 and Wy = 12.5eV for frequency ws/wg; = 0.8.

Following ref. [161], let us estimate an effectiveness of resonance heating of
ions in the conditions of the above-considered experiment [10]. We assume that
some part of the geomagnetic field tube is filled by electromagnetic ion-cyclotron
waves, born in the decay process, with a sufficient wide-frequency band so that in
every part of the trajectory in an inhomogeneous magnetic field, the particle could
find the wave, which satisfies the condition of local cyclotron resonance and
therefore experiences continuous acceleration along the trajectory. The transverse
energy increment of resonance ion can be written as

M(AV,)®  QE%,
2 oM

AW, = (A[)z,

where e and M are particle charge and mass, E | 3 is transverse component of wave
electric field, Az is a time of particle being in resonance with wave. In the vicinity of
resonance frequency, one may assume E 3> = P(f)A f, where P(f) is a spectral
density of the emission and A f'is the frequency bandwidth. For the wide band wave
packet, it is possible to believe the resonance time Af to be equal to the characteris-
tic time of phase correlation in the packet, that is, At~(A f)~'. Then, for the energy
growth rate, we obtain [161]

== : (3.3)

The movement of a particle in an inhomogeneous magnetic field By(s) in
approximation of a leading center with an account of Eq. (3.3), neglecting the
geomagnetic field-aligned electric field, is described by the following equations
[161]:

aw d
SE = Wov) By dBo/ds + P ) /2M,M% — _W.B;'dBy/ds, (3.4)
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where v/, is longitudinal velocity of particle, W is transverse energy, and ds is an
element of length. For dipole magnetic field, Eq. (3.4) has a form

LWL 3 singp(3 4 5 sinp)  €*P(f,p)
" 2de — 1T cosp(1+ 3 sinly) oM

LRy cos (1 + 3 sin’p)"/?,

. .2

M), 22d;// — . 3 sinp(3+5 51121 ®) (35)
® cos (1 + 3 sin“p)

where ¢ is geomagnetic latitude, L is Mcllwain parameter, and R is the Earth’s

radius. When obtaining Eq. (3.5) we assumed d/dt = v,,(0¢/0s)d/dep.

Numerical integration of Eq. (3.5) along the part of magnetic field line at L =
4.64, where ion acceleration took place was performed in [10]. Integration was
carried out in the range of Ay from initial latitude ¢, corresponding to altitude £ at
a given magnetic field line downward to final latitude ¢; = 61.3° corresponding
to altitude 450 km. While calculating, it was assumed that electromagnetic ion-
cyclotron waves were generated along a geomagnetic field line and that their
intensity was constant (dP/dy = 0) within Ay. A resonant particle with initial
parallel energy W in the point ¢ = ¢, was moving downward. Calculations were
made for H" ions with initial transverse energy W , o = 0 and initial parallel energies
W0 = 12.5 and 6.25 eV. Spectral density of electromagnetic ion-cyclotron waves
was taken according to experimentally observed value P =8 x 10~ "' VZm 2Hz .
It was found that at this wave intensity, the particle energy increase could reach
AW = 20-30 eV in the interval A = 3-5°, which corresponds to interval of heights
Ah =~ 1,400-2,300 km on a given magnetic field line. Pitch-angle, with which the
particle comes to satellite at the altitude ~1,000 km, depends on the altitude (or
latitude A¢p) and on initial parallel energy, from which this particle starts accelera-
tion. The particles accelerated at altitudes below satellite and the accelerated
particles came from above and turned back in mirror points below 1,000 km provide
some upward flux corresponding to pitch-angles o > /2. All these characteristics
are in agreement with the experiments.

So this modeling shows that the mechanism of ion acceleration by electromag-
netic ion-cyclotron waves generated by parametric instability of strong VLF waves
in the ionosphere is sufficiently effective to explain existing experimental data.

The VLF transmitter described in ref. [8] started to work several hours before
satellite arrival in the transmitter zone, and there was enough time for pumping the
accelerated particles into the wide range of geomagnetic field tubes (life time of
such accelerated particles is ~10* s). Experimental data from COSMOS-1809
collected at orbit 1376 allow to analyze the development of ion acceleration process
in time and in altitudes along geomagnetic field lines since the transmitter located at
L = 4 was switched on at 20.30 UT, when the satellite was practically on the same
L-shell (L = 3.9). Thus, the accelerated ions whose velocities exceed the velocity of
satellite could reach the satellite only at higher L-shells moving to it from the
acceleration region, while the magnetic field tube is not completely filled by
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accelerated particles. Note that the lower energy (10-200 eV) accelerated ions
measured by COSMOS-1809 could be observed in a wider range of latitudes than
250-330 eV analyzed in ref. [8]. On the whole, the presented results of ion
measurements onboard the COSMOS-1809 satellite do not contradict the AUR-
EOL-3 observations [8].

Though the scientific instruments onboard the COSMOS — 1809 did not analyze
mass distribution of ions, we can assume that anomalous ion fluxes observed at
orbit 1376 have been accelerated in the upper ionosphere at altitudes below several
thousand kilometers. At the same effectiveness and location of acceleration mech-
anism, the O" ion needs by a factor of 4 longer time to reach the satellite altitude
than the H* ion. With account of the discussed data this means that the oxygen ions
could be observed by satellite only from narrower range of altitudes near the
satellite trajectory (or significantly later when satellite was far away from the
transmitter). Moving downward from the acceleration region at the sufficient
parallel velocity the H" ions started at several thousand kilometers and the O*
ions from the lower altitudes could be able to “run down” the satellite on ascending
orbit at L > L, where Ly is the transmitter L-shell.

So the presented materials can be considered as experimental evidence of the
acceleration processes in the upper ionosphere initiated by electromagnetic radia-
tion from the powerful VLF transmitter. As a confirmation of this thesis, we can
mention the observation of 630 nm [OI] and Hg atmospheric emissions from the
“Intercosmos-Bulgaria 1300 satellite, which demonstrated the possibility of stim-
ulation (or intensification) of these emissions due to forming the fluxes of acceler-
ated ions and suprathermal electrons under the influence of intense VLF waves [9].

3.2.3.5 Artificial Stimulation of Geomagnetic Pulsations

In 1975 Frazer-Smith and Cole from Stanford University first paid attention on the
fact that powerful ground-based VLF transmitters influenced on the generation
regime of geomagnetic pulsations [162]. They have shown that the occurrence
rate and the intensity of Pc-1 oscillations increased when the VLF transmitter
located near the registration site operated.

Beginning from 1975 the Institute of Terrestrial Magnetism, Ionosphere and
Radio Wave Propagation of Russian Academy of Sciences (IZMIRAN) has carried
out a series of active experiments on the ionosphere modification by electromag-
netic radiation from VLF transmitters. Below we consider the results of these
experiments related to artificial stimulation of geomagnetic pulsations.

First of these experiments called “Juliana” has been carried out in February 1975
with use of Arkhangelsk VLF transmitter operated for this experiment at the fre-
quency 12.5 kHz in the mode of amplitude pulse modulation, 15 s ON-15 s OFF.
Module magnetic measurements were carried out at [ZMIRAN expedition base ~200
km away from the transmitter. Data reduction of the magnetic records with use of the
epoch superposition method revealed an excitation of the magnetic field oscillations
with the repetition period (30 s) of the transmitter signals and with amplitude ~16 nT
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[163]. In pauses between the transmissions, no regular 30 s oscillations were observed.
This observation was the first direct experimental evidence of artificial generation of
geomagnetic pulsations under influence of VLF transmitter on the ionosphere and the
magnetosphere.

The experiments of 1987 were also carried out with use of Arkhangelsk VLF
transmitter. The radiated power was 300 kW, the carrier frequencies were 15 and
19.1 kHz, and the modulation regimes were 2 s ON-2 s OFF, 8 s ON-8 s OFF, and
50 s ON-10 s OFF. Measurements of geomagnetic pulsations were performed at
Lekhta station in Karelia (Russia) and at Oulu, Kevo, and Sodankyla stations in
Finland. In these experiments the ground-based geomagnetic observations were
accompanied by the measurements of ELF/VLF waves and particle fluxes onboard
the COSMOS-1809 satellite.

Figure 3.2 shows one of the episodes of artificial stimulation of geomagnetic
oscillations [164]. In this episode the transmitter was operating in the modulation
regime 8/8 during the night time in quiet geomagnetic conditions. Presented are the
wave forms of D-component of geomagnetic pulsations recorded in Lekhta in two
frequency channels (LF: 0.005-1.0 Hz and HF: 0.1-1.0 Hz) and the spectrogram of
H-component of geomagnetic pulsations observed in Kevo. The bar near 21.00 UT
in the lower part of Fig. 3.2 indicates the time interval when transmitter was active.

It is seen from Fig. 3.2 that the pulsation bursts of Pi-1 and Pi-2 types have
appeared 10—15 min after beginning of transmitter operation and terminated
approximately 15 min after transmitter switching off. Maximum amplitudes were
~0.1 nT (HF channel) and ~4 nT (LF channel) [164].

We already discussed the COSMOS-1809 satellite data on 9-205 eV ions observed
over the transmitter zone during this episode (see Fig. 3.1). When the ground
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Fig. 3.2 Wave forms of the magnetic field oscillations (D — component) at Lekhta station and the
spectrogram of geomagnetic oscillations (H — component) observed at Kevo station 27 March 1987
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multistation measurements indicated the generation of geomagnetic oscillations, the
satellite observed significant enhancement of ion fluxes with energies 9-205 eV in
narrow zone < 3° above transmitter, the maximum ~4 X 10*cm 25 st eV ! was
at 20-70 eV [10]. This combination of simultaneous ground and satellite observations
has given a base for assumption that the generation of Pi-1 and Pi-2 geomagnetic
pulsations in this case was stimulated by the VLF transmitter [164].

The characteristic time delay between the commencement of VLF transmission
and the appearance of stimulated magnetic oscillations was about 10-15 min.
Owing to such conjunction in observations of geomagnetic pulsations and acceler-
ated ions it was natural to conclude that transmitter influence on the generation of
magnetic oscillations was performed by means of artificially accelerated iono-
spheric ions carried into the magnetosphere.

VLF transmitter-induced formation of conic ion distributions and transfer of
accelerated ionospheric ions (O*, He*, and H") into the magnetosphere was
observed from the AUREOL-3 satellite [8] as we already discussed.

The considered experimental data have been used for the development of
theoretical model of artificially stimulated geomagnetic oscillations [160, 164].
According to this model transverse acceleration of ions takes place in the upper
ionosphere below 2,000 km, where the intensities of injected VLF waves and of
parametrically excited ELF emissions are sufficiently high, while the generation
(amplification) of geomagnetic oscillations by accelerated ions occurs in the mag-
netosphere (mainly in the near equator region), where the magnetic field and plasma
spatial gradients are small. The time delay between the commencement of VLF
wave injection and the appearance of geomagnetic pulsations is about the time
needed for accelerated ions to fill up the magnetic field tube in the acceleration
zone. The estimates made in refs. [160, 164] have shown that the ion fluxes
observed in the discussed experiments could provide the amplification of oblique
Alfven waves in the magnetosphere near L ~ 4 with exponential growth rate ~0.2
s~ ! for frequencies ~5 Hz and ~0.05 s~ for frequencies ~0.5 Hz. At such growth
rates the stimulation of geomagnetic pulsations could be provided at the time scale
of the order of several minutes.

3.3 Electric Current and Field Perturbation
in the Atmosphere-Ionosphere Circuit

3.3.1 Egquations Describing the Electric Potential
in the Ionosphere

The below-considered electrodynamic model of electromagnetic and plasma pre-
cursors to earthquake was formulated in refs. [21, 165] to explain some of the
observed phenomena by the electric field enhancement in the ionosphere over a
seismically active zone. The idea of such explanations arose from the observations
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of anomalous DC electric fields ~10 mV/m in the low-latitude ionosphere over a
region shortly before an earthquake [45]. An existence of seismic-related electric
fields and their possible role in the lithosphere—ionosphere coupling were discussed
in refs. [38, 43, 166, 167]. The main conclusion made in these papers was that to
excite more or less significant (>1 mV/m) electric field in the ionosphere, the
vertical component of long-term DC electric field on the Earth’s surface should be
~1-10 kV/m in the area ~100 km. Such fields at the time scale about several days
have never been observed. Vershinin et al. [42] reported the observation of short-
time (1-2 h) bursts of the localized vertical electric field ~500 V/m 8-10 h before
an earthquake. According to Buchachenko et al. [15], the meaningful ionospheric
precursors should exist at least for several days. The long-time electric field
variations observed before earthquakes have a magnitude ~100 V/m or less [42].
So for proper modelling, we should find the mechanism providing the generation of
~10 mV/m electric field in the ionosphere at slow variations of the vertical electric
field near the Earth’s surface with magnitude ~100 V/m or below.

Such mechanism based on the electric field perturbation by the conductivity
currents in the atmosphere and the ionosphere was suggested in refs. [30, 168].
Their source was an external electric current generated by the injection of charged
aerosols into the atmosphere with soil gases, the upward transfer of these aerosols,
and their gravitational sedimentation with charge relaxation. Evidently the time
scales of the external current generation and the injection of soil gases into the
atmosphere should be similar.

Let us consider the generation of the electric field perturbation by an external
current j, in the Earth—ionosphere layer. We will find a system of equations that
determine the potential ¢ of the electric field perturbation E = —V - ¢. Let us
introduce Cartesian coordinates (x,y,z)with the z-axis directed vertically upward.
The homogeneous magnetic field B is directed at epy angle of « with respect to the
x-axis. The z = 0 plane coincides with the ideally conducting Earth’s surface. We
assume that the electric field potential is zero on this plane, ¢|,_, = 0. The layer
0<z<z is the atmosphere, whose conductivity ¢(z) depends on the altitude z.
The z = z; plane coincides with the thin conducting ionosphere characterized by
the integral conductivity tensor with the components Xp, Xy (the Pedersen and
Hall conductivities, respectively). According to refs. [30, 168], for slow processes
with characteristic times 7> 1/, the distribution of the horizontal electric field
components in the ionosphere is derived by the equations:

o0 o0
1 :
E(x,y) pEs K. (x—x,y—y)ji(,y)dx' dy}
—00 —00
1 o0 o0
. 3.6
Ey(x7y)=4nzp /Ky(x—X’,y—y’)Jl(X’,y')dx’dy’; (3.6)
—00 —00
. 3 .
X sin” o y sina
Ki(x,y) = ————; Ky =55
+(x.) X2 sin? o 4 y2 y(6y) X2 sin? o 4 y2
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Equations (3.6) are used to calculate the spatial electric field distribution in the
ionosphere.

3.3.2 Electric Field Limitation on the Earth’s Surface

As mentioned above, the long-time (~ several days) variations of the electric
field on the ground do not exceed ~100 V/m. Such limitation can be connected
with the feedback between the vertical electric field perturbation and the causa-
tive external electric current near the Earth’s surface [30]. The feedback is
provided by the potential barrier at the Earth—atmosphere boundary that controls
the upward moving of charged aerosol particles through this boundary. The
movement occurs owing to viscosity of soil gases injected into the atmosphere.
For instance, if a positively charged particle emerges from the Earth into the
atmosphere, the Earth’s surface gets charged negatively, and the electric field that
appears, which is directed downward, impedes particle emergence to the surface.
At the same time, this field stimulates the emergence of negatively charged
particles onto the surface.

The vertical electric field component in the atmosphere E, = —9¢/0z is defined
by the following equation [30]:

PV T S X / dz
EZ( 72) - 1( ) e( aZ) ) l( ) - dz . (37)
r a(2) [J )= Jelr ] Jur 0/ a(z) 0/0(2)

We assume that an external current is formed as a result of the injection of
positively ( j,) and negatively (j,) charged soil aerosols into the atmosphere,

Je(x,3,2) = Jp(,7)5p(2) = jn(x, ¥)sn(2);  8p(z = 0) = su(z =0) = 1.

The sp(z) and s,(z) functions describe the altitude distribution of external
currents. Substituting the above equality into Eq. (3.7) yields an equation for the
vertical electric field component on the Earth’s surface, namely,

1
E.o(x,y) = - U1, y) = Jp (6, y) +jn(x,9) ]
1
J1 (XJ) = ; [jp(xa)’)kp _jn(x»)’)kn]-
E.o(x,y) = E.(x,y,2=0); 0do=0(z=0); G5

o= [ 58 0= [
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External currents of positively and negatively charged aerosols depend on the
vertical electric field component on the Earth’s surface as required by the feedback
mechanism,

jp(x7y) :jp0<x7y)f(EZO(xay)/Ecp); jn(xay) :jnO(x7Y)f(_EzO(x7y)/Ecn)7

where jpo(x,y), jao(x,y) are determined by the intensity of charged aerosols injec-
tion in the absence of an electric field. When the negative field reaches some critical
value E,, it blocks the flow of positively charged particles. Accordingly, a positive
field blocks the flow of negatively charged particles. The critical field can be
estimated in the order of magnitude from the balance equation for viscous, gravity,
and electrostatic forces,

E, = (6 R,V — mpg)/ezp§ Ey = (6 R,V — mng)/ezn;

where 7 is the viscosity of air, V is the velocity of upward movement of soil gases in
earth, R, is the aerosol particle radius, ny, = (4/3) nRg,nu is the particle mass,
and u is the particle density. The viscous force of soil gases that rise in the Earth
acts on a particle upward. The gravity force is directed downward. The electrostatic
force, which appears as a result of the emergence of a positively charged particle
onto the surface, is directed downward. For simplicity, we assume that positively
and negatively charged aerosols have equal sizes and masses, E¢, = E¢, = E¢. To
perform calculations, let us specify the functional dependence f on the electric field

as f = /1 + E,y/E.. Using this dependence in Eq. (3.8) yields

1 . k Ez() X,y . kn EZO X,y
Ex(x,y) :0'_0 lJpo(xJ) <;p— 1> 1 +7é ) —Jjno(x,y) (;— 1> 1 ——é ) :
(4 C

(3.9)

Given jpo, jno, this equation allows us to calculate the vertical electric field
component on the Earth’s surface. After solving Eq. (3.9), we can determine the
horizontal distribution of the conductivity current flowing from the atmosphere into
the ionosphere. It follows from Egs. (3.8) and (3.9) that

1 Ey(x, . Ex(x,
) = [jp()(x,y),/l M —%k] @10

Let us assume n = 1.72 x 1077 kg/(cm-s), V = 10 m/s,R=5x 107" m, =
1.5 x 10° kg/m?, and Z = 100. Then the estimates of the critical field give E, =
450 V/m and o¢E. = 10 pA/mz. It means that the vertical electric field on the
Earth’s surface cannot exceed the value E,,, = 90 V/m.
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3.3.3 Mechanisms of External Electric Current Generation
in the Lower Atmosphere

Various mechanisms can be responsible for the formation of external currents in the
near-ground atmospheric layer [169, 170]. One of the most effective mechanisms is
associated with intensification of charged soil aerosol injection into the atmosphere
or with changes in meteorological conditions at a stable altitude distribution of
aerosols. It was experimentally shown [23-27] that, several days before an earth-
quake, the concentration of metal ion-containing soil aerosols in the atmosphere
increases by one or two orders of magnitude. The quasi-stationary aerosol distribu-
tion is formed as a result of turbulent upward transfer and gravitational sedimenta-
tion. Turbulent transfer occurs due to two main reasons. First is connected with
vertical gradient of horizontal wind velocity and transformation of wind kinetic
energy into the energy of turbulent pulsations. Second is caused by the thermal
instability of the atmosphere arising when negative temperature gradient exceeds its
adiabatic gradient. Turbulent vortices transfer aerosols from the altitudes, where
their concentration N is high to the altitudes of a lower concentration. Equilibrium
is attained when the vertical flux of aerosols is balanced by their gravitational
sedimentation at the rate w.

For describing the dynamics of particles determined by stochastic differential
equations we will use the probability distribution function f(g,z,¢) of aerosols,
which has the meaning of a probability that a particle has the charge ¢ at the time
t and the altitude z [21]. If transport coefficient K weakly depends on the altitude,
the kinetic equation for the f(q,z, ) distribution function takes the form [21]:

o of a . . O

The space—time distributions of aerosol concentration, N(z,t), their electric
charge density, p.(z,7), and the density of external current connected with their
motion, je(z,t), can be written in terms of the moments of the f (g, z, ¢) distribution
function. The equation for the moments has a form

ON ON PN dp,

Dje
A I SR A

+4 no(z)p, = 5

The last equality describes the density of external charge and current in a
conducting medium. Changes in the number of external charges in a distinguished
volume are determined by two processes. First, this is electromotive force-induced
transfer through the surface that bounds this volume. Secondly, there is a decrease
in the external charge caused by its relaxation in the environment with conductivity
o. For instance, if the total flux of external charges through the surface binding the
volume becomes zero V -j, =0, the number of these charges in the volume
decreases according to the law p. ~ exp(—4naf). The relaxation time is ~1/4mo.
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If the process is fairly fast (t < 1/4na), charges fail to relax, and the continuity
condition takes the form Op./0t + V - j, = 0. Otherwise, if external charges are
formed at a low rate (7 > 1/4n0), the external charge density is connected with the
external current as 4nop, + V - j, = 0. This equality means that, in the stationary
state, the disappearance of external charges in the volume due to relaxation is
balanced by their transfer through the boundary surface. We assume that the
characteristic time of the processes under consideration is longer than the relaxation
time 1/4 no. Equation for the altitude distribution of external current in the quasi-
stationary approximation can be found from the above consideration in the follow-
ing form:

O 1 9z w o Oje(z,t)  Jelz,1) 0
0z |4no(z) Oz 4no(z)K Oz K

An influence of variations in conductivity and radioactivity in the lower atmo-
sphere on DC electric field over a seismic region was investigated by Sorokin
et al. [171]. This effect is associated with the occurrence of ionization source due
to seismic-related emanation of radon and other radioactive elements into the atmo-
sphere. The natural radioactivity of the lower atmosphere is mainly associated with
such elements as radon, radium, thorium, actinium, and their decay products. Radio-
active elements enter the atmosphere together with soil gas, and then they are
transferred by the air streams upwards up to the altitude of a few kilometers.
An increase in the level of atmospheric radioactivity, for example, prior to an
earthquake, leads to an increase in the ion production rate g. The number density of
light ions and the mean charge of aerosols are determined by recombination of ions
and their adhesion to aerosols at given ionization sources. The vertical distribution of
ion production rate is formed as a result of atmospheric absorption of gamma
radiation and alpha particles from the decay of radioactive elements in the atmo-
sphere. The total ion production rate in the lower atmosphere is formed by two
sources — the cosmic rays and the atmospheric radioactivity. To calculate the external
current and the atmosphere conductivity, it is necessary to find an equilibrium ion
number density depending on the ion formation rate. The equilibrium value of ion
number density is defined by their recombination in the air and adhesion to aerosols.
The perturbations of conductivity and external electric current as a function of
altitude have been calculated from the following equations [171]:

d 1 d]p n 1 d]p n jp.n
S (2 en —Zpn_ PR _ . =2
Py, (G dz ) + o dz  2evpn 0= ceun

N, N, q
= N4 —N; N=—E (i), p=, /2
n + ng ; de0n \ iy + o) no "

where ¢ = 2eun is the atmospheric conductivity, ng is the ion number density in the
clean atmosphere without aerosols, N, , are the positive and negative aerosol number
densities, o is the recombination constant, and p is the light ion mobility in the
atmosphere. Rapid growth of the conductivity occurs in the near surface layer.
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At altitudes up to 6 km, the conductivity increases with the growth of the radioactivity
level. The aerosol number density increase leads to decrease of conductivity due to
loss of the light ions caused by their adhesion to aerosols. The calculations showed
significant current densities at the altitude up to 12—14 km with maximum at 1-2 km.
External current decreases with growth of atmospheric radioactivity.

3.3.4 Results of the Electric Field Calculation

Let us consider the electric field generation by external currents associated with the
charged aerosol dynamics in the lower atmosphere. We accept the large-scale
axially symmetrical external current distribution. Such distribution corresponds to
vertical transport of aqueous aerosols in typhoon regions [30]. The horizontal

electric field component in the ionosphere E,(r, p) = ,/EZ + E§ is calculated for
various ¢ = arctan(y/x) angles, ¢ = 0 and corresponds to the magnetic meridian
plane. The external current is induced by vertical atmospheric convection,
which acts as an electrostatic generator. Air moving upward transfers small
positively charged particles, whereas gravitational sedimentation transfers negative
charges downward. The index of charge separation in unit cloud volume is
do / df ~ 1 C/km3min ~ 10~ C/m3s. Perhaps, the vertical convective movements
in typhoon regions are characterized by smaller indices; their values are not exactly
known. We assume that, at altitudes of zop= 10 km, the mean charge separation
index is of ~4 x 107'2 C/m> s. The estimates then give the current density joo ~
(dQ/df)zg ~ 4 x 107® A/m>. It was found that the electric field component in the
magnetic meridian plane is much smaller than the component in the perpendicular
plane. The distribution substantially depends on the field tilt angle «. The spatial
field structure has two maxima with a very small component in the magnetic
meridian plane (in the center of a typhoon) for small (<20°) field tilt angle [30].

Seismic and volcanic activities initiate the enhanced injection of charged
aerosols with soil gases into the atmosphere. These aerosol fluxes as we discussed
above generate the external electric currents and related electric field perturba-
tions. Sorokin et al. [168] have calculated the structure of such perturbations for
the seismic event with axially symmetric horizontal distribution of external
currents ~100 km in radius. Figure 3.3 presents the distributions of a vertical
component of the electric field on the Earth’s surface and of the horizontal
electric field component in the ionosphere. It is seen from this figure that the
ionospheric field can reach the values up to 10 mV/m, whereas the vertical field
component on the Earth’s surface does not exceed 100 V/m. This is good
illustration of the feedback mechanism for limitation of the ground electric field
considered in Section 3.3.2.

The field in the ionosphere reaches a maximum at the edge of an area covered by an
external current. The vertical electric field enhancement on the Earth’s surface occurs
in the region, which is approximately three times larger than the horizontal scale of the
external current. Within this region, the field virtually does not vary with distance.
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Fig. 3.3 Spatial distributions of the (a) horizontal electric field component in the ionosphere and
(b) vertical field component on the Earth’s surface

3.4 Plasma and Electromagnetic Effects of Seismic-Related
Electric Field in the Ionosphere

3.4.1 Instability of Acoustic-Gravity Waves and the
Formation of Horizontal Conductivity Inhomogeneities
in the Lower Ionosphere

Growth of the electric field leads to the instability of acoustic-gravity waves in the
ionosphere [172, 173]. The instability is connected with the transformation of Joule
heat of the ionosphere currents into the wave energy. According to [174], the
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ionosphere can be treated as a continuous medium with tensor conductivity in
the low-frequency approximation. The propagation of acoustic-gravity waves in
this medium is accompanied by the perturbation of conductivity and, therefore, of
currents. Under certain conditions, these perturbations are sufficiently strong for
Joule heat of the perturbed currents to increase an amplitude of acoustic-gravity
waves. The source of energy for this instability is the electromotive force of
external electric field. Field energy transforms into the energy of waves without
disturbing the heat balance of the medium. Let us analyze the stability of acoustic-
gravity waves in the presence of an external electric field on the assumption that the
magnetic field B is directed along the z-axis, and the electric field E, along the
x-axis. We shall use the equations of motion, continuity, conservation, and ideal gas
state in the gravitational field g. The gas is characterized by the velocity v, density
p, pressure p, and temperature 7. We shall also use the Ohm’s law for the current
density j in the ionosphere.

Let us consider the horizontal propagation of a plane wave along the x-axis in a
homogeneous medium, when the free fall acceleration can be neglected. We
assume that the unknown values depend on the coordinates and time as
exp(—iwt + ikx). The dispersion equation then takes the form [172]:

2= o(w + iop)[w + (0, — w2)] ’

a’lo ~+ (o + o1)]
o = 2o+ 1)(y — l)ap()E2/2a2p0; wy =y(y — l)opoEz/Zapo;

wm = opoB?/Ppy;  a* =RTy

where 7 is the ratio between the specific heat capacities, R is the universal gas
constant, and gpy is the Pedersen conductivity of the unperturbed ionosphere. The «
coefficient characterizes the ratio between the relative changes in density of ions
and gas density in the wave. The time dependence of perturbation is defined by
complex frequencies. If v = o’ + iI", where I' < «’, one obtains «’ = ak and
I'=—(wn— o1 —w)/2. If @,>w;+w,, then I'<0, and the wave turns
damp. At w; = w, = 0, the damping of the wave is determined by the parameter
W = opoB? / czpo, which characterizes induction deceleration. If w,, < ®; + ®»,
we have I > 0, that corresponds to instability. The equality w,, = w; + w, defines
the critical field value,

£ 7aB 2
TN DRat 1)

If the field is lower than critical, the initial perturbation fades out, and if it is
higher, the wave amplification occurs. Estimation gives Ex=(7 — 8)mV/m. For the
estimates we used a = 3 x 10?m/s; B = 0.30e; ¢ = 3 x 10%m/s; y=14; a=2.
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Let us consider the horizontal propagation of an acoustic-gravity wave (AGW)
along the x-axis on the assumption that J/9z = 0. The dispersion equation then
takes the form [172]:

ak\? (o+ ioy){ 0w + i(wy — )] — (0 + io,)wk + lw2w3}

(w> N of{w?lo + i(wy + o)) — (0 + ioy,) wz}

where w? = yg/4H is the boundary acoustic frequency, co = (y—1)g/yH is the
Brunt—Valsala frequency, and a)g =w (2rx +3) / y. Let us 1ntr0duce the complex
refractive index n + ik = ka/w. The n = n(w) and k = k(w) dependences have
been calculated from this equation in the vicinity of w,. It appeared that the absorp-
tion coefficient is negative and has a maximum at the frequencies @ ~ w,. This means
the instability regime, which provides the exponential growth of acoustic-gravity
waves at w ~ w, and produces the periodic plasma structure. Along with density and
pressure oscillations, the conductivity oscillations occur in the wave. Thus the AGW
instability leads to formation of periodic horizontal inhomogeneities of the iono-
sphere conductivity with the characteristic scale / ~ //2, where / is the wavelength at
® ~ g, where the AGW growth rate is maximum. At these frequencies, the
refractive index n(wg) reaches a maximum and the phase velocity becomes less
than the velocity of sound, v, = a / n (wg) < a. The horizontal inhomogeneity scale is

l=7/2= nvg/w, = ma/wgn(ws). 3.11)

Thus the enhancement of DC electric field causes the instability of acoustic-
gravity waves and generation of horizontal conductivity inhomogenities in the
lower ionosphere.

3.4.2 The Formation of Longitudinal Currents and Plasma
Inhomogeneities in the Upper Ionosphere
and the Magnetosphere

Horizontal conductivity inhomogeneities in the lower ionosphere change the struc-
ture of the electric fields and form the magnetic field-aligned plasma layers in the
upper ionosphere [172, 173, 175]. A high conductivity along magnetic field lines
results in electric field propagation into the upper ionosphere and the magneto-
sphere. This causes the formation of an electric circuit, which includes the longitu-
dinal currents in the magnetosphere that transfer the electric field along
geomagnetic field lines and the transverse closure currents provided by Pedersen
conductivity in the ionosphere. Note that the longitudinal currents are carried by
electrons, whereas ions are transverse current carriers. Therefore, the electric field
propagation along geomagnetic field lines and the formation of closure currents
should be accompanied by local changes in plasma density. Thus, the alternation of
ionospheric E-layer conductivity in the presence of an external electric field results
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in the appearance of a polarization electric field. The upward propagation of this
field causes the changes in plasma density structure in the upper ionosphere. Let us
estimate this effect.

Although an acoustic-gravity wave propagates along the x-axis, the conductivity
inhomogeneities associated with AGW instability are extended along the y-axis.
We assume that the electric field Ey lies in the (x, y) plane and the magnetic field B
is directed along the z-axis. When a conductivity inhomogeneity with the amplitude
Aopy moves in the E-layer of the ionosphere as an isolated band of width / ~ /2
extending along the y-axis, the plasma inhomogeneity extending along the mag-
netic field is formed in the upper ionosphere [176]. The band moves along the x-axis
with the AGW velocity vy = a / n (cog, w1 ) The magnetosphere is characterized by
the Alfven velocity v, or wave integral conductivity X, = ¢? / 47v,. The formation
of the conducting band in E-layer results in the occurrence of a polarization electric
field AE, which is transferred along geomagnetic field lines into the upper iono-
sphere and changes the plasma density in this region. The relative magnitude of this
change can be found from the equation [172]

N 1+D; —vg/vex.

170_ 1+D, —vg/vex’

Vifo D, =i (Zro + Zw)Exo + (Zn — Zno)Eyo
wiEy’ w; (Zp + Zy)Eyo ’

D, =

where N and N are the equilibrium densities of ions inside and outside the band,
Vex = —CEyo / B is the particle drift velocity, v, is the horizontal velocity of band
movement along the x-axis, Xp and Xy are the integral conductivities of the lower
ionosphere, and v; is the ion collisions frequency. We assume that the electric field
is directed along the x-axis (E,o = 0). The equality Zp = X, holds to a fairly high
accuracy in the ionosphere. If AXp/Zpy = Aop/opy and vicEy /w,-vgB < 1, the
change in plasma density AN = N — Ny can be estimated from the equation

AN AopvicE, N Vfc‘n(wg )Ex0

N_o - O'PQOJngB(Z + AO’p/O’po) 2w;aB

The altitude dependence of AN /Ny is described by the function v; = vi(z). Thus
the appearance of horizontal inhomogeneities in the lower ionosphere conductivity
results in the formation of plasma layers extended along the geomagnetic field. The
transverse size of these layers coincides with the scale of horizontal spatial structure
of conductivity.

3.4.3 Electromagnetic Perturbations in ULF/ELF Ranges

As mentioned above, satellite data on intensification of extremely low-frequency
(ELF) radiation over earthquake region were reported repeatedly. Several
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mechanisms of the generation of such radiation have been discussed during the past
years (e.g., see [177]). Calculations showed that these mechanisms produced much
weaker effects than those observed experimentally over the spectral range covering
several hundred hertz. A new mechanism based on the transformation of atmo-
spheric ELF noise on the small-scale inhomogeneities in the ionosphere was
proposed by [36]. This pulse electromagnetic noise is generated by lightning and
always exists in the Earth—ionosphere waveguide. The excitation of small-scale
plasma inhomogeneities in the ionosphere before earthquake was experimentally
confirmed [32] and explained by AGW instability in the presence of an overcritical
DC electric field [172, 173].

Let us consider the mechanism suggested by Borisov et al. [36]. The lowest
eigenmode of subionosphere waveguide (the TM mode) has the weakest attenuation
at frequencies below 1 kHz and can therefore propagate through large distances.
Because of the high conductivity of the Earth near the surface, the electric field of this
mode is directed vertically. A horizontal electric field component appears as the
altitude increases. Its value approaches the amplitude of the vertical component over
the spectral range 100—-1,000 Hz at altitudes of 115-120 km, at which the conductiv-
ity of the ionosphere is maximum. Horizontal components of the electric field pulses
from lightning discharges induce polarization currents on the conductivity inhomo-
geneities. The radiation from these currents, which depends on frequency, propagates
in a whistler mode upward into the upper ionosphere and the magnetosphere. Satellite
should observe this radiation at the same geomagnetic field lines where plasma
density inhomogenities are observed. The spectral characteristics and the intensity
of this radiation were found to be near the experimentally observed values [32].

Generation of small-scale plasma density irregularities in the ionosphere over
seismic zone, and the effects of these irregularities upon characteristics of very low-
frequency transmitter signals propagated through these disturbances and then
registered onboard a satellite were analyzed in [178]. The main effect is in observ-
able spectral broadening of signals. The calculations showed two characteristic
spatial scales of plasma density irregularities across the magnetic field. The first is
4-40 km, which has been confirmed by satellite observations, and the second is of
the order or less than 100 m [18]. These smaller-size irregularities produce notice-
able effect in very low-frequency signal spectral broadening, which is most pro-
nounced when the transmitter frequency is above, but close to the local low-hybrid
resonance frequency in the region where the small scale irregularities are present,
which in turn sets the requirement that the transmitter frequency be in the range
from 10 to 20 kHz. This corresponds to operational band of most VLF transmitters.
For the 100 m irregularities, we get the spectral broadening ~100 Hz that can easily
be registered by simple very low-frequency receiver onboard a satellite, provided
the transmitter power is high enough. This effect together with the direct satellite
measurements of plasma density variations can be used as an effective tool for
diagnostics of seismic-related ionospheric disturbances and therefore considered as
a possible ionospheric precursor to earthquake.

The observations of ultra low-frequency electromagnetic noises in the
vicinity of a forthcoming earthquake area were reported in several papers
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(e.g., see [177, 179-181]). In particular, Frazer-Smith in ref. [179] have observed
ULF oscillations in the frequency band 0.01-5 Hz approximately 10 days before
a strong earthquake at a distance ~50 km from the epicentre. Fitterman [56],
Molchanov et al. [55], and Pilipenko et al. [57] considered a source of this
phenomenon to be located in the lithosphere. An alternative ionospheric mecha-
nism for the generation of ULF magnetic field oscillations based on excitation of
gyrotropic waves (GW) was presented in refs. [182, 183].

Gyrotropic waves earlier observed by Sorokin and Fedorovich [59] propagate
within a thin layer of the lower ionosphere in low and medium latitudes with weak
attenuation at phase velocities from tens to hundreds of kilometers per second.

Some geophysical effects related to the generation and propagation of GW in the
horizontally homogeneous ionosphere were considered in refs. [184, 185]. A
comprehensive theory of these waves in the mid-latitude ionosphere was developed
by Sorokin and Pokhotelov [186].

Let us consider the generation mechanism for gyrotropic waves suggested in ref.
[183] where the key role, as for ELF radiation, belongs to ionospheric inhomogene-
ities. This mechanism involves the generation of GW in the lower ionosphere by the
interaction of electromagnetic noises with periodic horizontal inhomogeneities of
electrical conductivity excited by the acoustic-gravity wave instability in the
presence of an overcritical DC electric field. Polarization current excited on such
periodic structure forms the distributed source of gyrotropic waves with horizontal
spatial scale ~10 km. These waves propagated along the ionospheric E-layer
produce the magnetic field oscillations that can be observed on the ground in the
frequency band ~1-10 Hz.

The ground-based measurements yielded the detection of discrete narrow-band
spectra of ULF magnetic field oscillations during seismic enhancements, volcanic
eruptions, and space shuttle launches and landing [187]. It was found that
the spectrum maxima in these oscillations are located at separate frequencies of
~2,6, 11, and 17 Hz. An attempt to explain such discrete structure in terms of
gyrotropic waves was undertaken by Sorokin and Hayakawa [188] who have
analyzed the generation and propagation of GW in the conducting layer of a finite
thickness in the lower ionosphere in the presence of conductivity inhomogeneities.
Discrete spectrum containing several lines was obtained; the position of lines
depended on the thickness of the layer with Hall conductivity. The width of those
spectral lines was defined by width of a spatial spectrum of ionosphere irregularities
and the ratio between Pedersen and Hall conductivities. The attenuation was
determined by Pedersen conductivity and a number of frequency lines depended
on the dimension of source region. For instance, if conductivity irregularities with a
size of ~80 km in horizontal direction are distributed within the ionospheric region
over seismic area, then the spectrum of excited pulsations consists of six spectral
lines in the frequency range 1-30 Hz. Amplitude of magnetic oscillations is defined
by the intensity of ionosphere irregularities, their spatial structure, and by the wave
attenuation.

Irregularities of the ionosphere conductivity can influence on the propagation of
ULF waves excited in the magnetosphere through the ionosphere. In ref. [189],
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Sorokin et al. have shown that such irregularities could produce the screening effect
on the geomagnetic pulsations penetrating through the ionosphere and decrease the
amplitude of the oscillations observed on the Earth’s surface. This effect should
take place during night time and be more significant for higher frequencies [189].

3.4.4 Perturbation of the lonosphere

The heat flux emitted by a thin conducting layer of the ionosphere in the horizontal
electric field is N(10*4 ~ 1073) W/m?. One of the main sources of the ionosphere
heating is short-wave solar radiation (A < 102.6nm). The supply of heat caused by
the absorption of this radiation at altitudes above 100 km is approximately several,
10’3W/m2. Depending on the solar cycle, it changes several times in either
direction. An estimate made in ref. [190] shows that the Joule heat of ionospheric
currents over the earthquake preparation region constitutes a substantial fraction of
the total heat balance of the ionosphere. Evidently this source of heat has determin-
ing action on the state of the ionosphere. Heating the ionosphere by currents
increases the scale of altitude distribution of ionospheric components and, there-
fore, the altitude profile of F2 layer. Apart from the other possible mechanisms, this
heating mechanism should contribute to the observed ionosphere response on the
earthquake preparation processes [190]. The ionosphere is isothermal at altitudes
exceeding 200 km, and there is a positive temperature gradient over the altitude
range 100-200 km. Owing to heat conductivity, the presence of the temperature
gradient generates a heat flux directed downward. The Joule heat source is localized
in the lower ionosphere at 120-150 km. The upper ionosphere heating can then
occur only if gases move in the vertical direction. Changes in the altitude distribu-
tion of ionization in the ionosphere at a given spatial inhomogeneity of the electric
field on the ground were considered in ref. [191]. They assumed that the ionosphere
modification was caused by plasma drift.

An increase of the electric field and current in the lower ionosphere over a
seismic region leads to additional release of Joule heat that produces additional
vertical flux of neutral particles and changes the ionosphere temperature [190].
Such mechanism of effecting the formation of F2 layer is realized through colli-
sions between ions and neutral particles and an increase in the vertical scale of their
altitude distribution. The modelling of seismic-related modification of the iono-
sphere F region performed by Sorokin and Chmyrev [190] with use of some
simplifying assumptions [192] showed that heat release in the lower ionosphere
increases the height of F layer maximum and decreases the concentration of
electrons at this height. The altitude profiles of ion densities are also modified
towards the increase in density above F layer maximum.

Along with the rearrangement of the altitude profile of plasma density in the
upper ionosphere above a seismically active region, the formation of sporadic
layers in the lower ionosphere has been observed [193, 194]. The critical frequency
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of the sporadic E layer, fyE;, reached 8 ~ 9 MHz in daytime. This value corre-
sponds to a number density of electrons ~10® cm~3. High-altitude rock