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1

Retailers, banks, governments, social networking sites, credit reference 
agencies and telecoms companies, amongst others, hold vast amounts of 
information about us. They know where we live, what we spend our money 
on, who our friends and family are, our likes and dislikes, our lifestyles and our 
opinions. Every year the amount of electronic information about us grows as 
we increasingly use internet services, social media and smart devices to move 
more and more of our lives into the online environment.

Until the early 2000s the primary source of individual (consumer) data was 
the electronic footprints we left behind as we moved through life, such 
as credit card transactions, online purchases and requests for insurance 
quotations. This information is required to generate bills, keep accounts up to 
date, and to provide an audit of the transactions that have occurred between 
service providers and their customers. In recent years organizations have 
become increasingly interested in the spaces between our transactions and 
the paths that led us to the decisions that we made. As we do more things 
electronically, information that gives insights about our thought processes and 
the influences that led us to engage in one activity rather than another has 
become available. A retailer can gain an understanding of why we purchased 
their product rather than a rival’s by examining what route we took before we 
bought it – what websites did we visit? What other products did we consider? 
Which reviews did we consult? Similarly, social media provides all sorts of 
information about ourselves (what we think, who we talk to and what we talk 
about), and our phones and other devices provide information about where 
we are and where we’ve been.

chapte
r 
1
Introduction
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Predictive Analytics, Data Mining and Big Data2

All this information about people is incredibly useful for all sorts of different 
reasons, but one application in particular is to predict future behavior. By 
using information about people’s lifestyles, movements and past behaviors, 
organizations can predict what they are likely to do, when they will do it and 
where that activity will occur. They then use these predictions to tailor how they 
interact with people. Their reason for doing this is to influence people’s behavior, 
in order to maximize the value of the relationships that they have with them. 

In this book I explain how predictive analytics is used to forecast what people 
are likely to do and how those forecasts are used to decide how to treat 
people. If your organization uses predictive analytics; if you are wondering 
whether predictive analytics could improve what you do; or if you want 
to find out more about how predictive models are constructed and used in 
practical real-world environments, then this is the book for you.

1.1 What are data mining and predictive analytics?

By the 1980s many organizations found themselves with customer databases 
that had grown to the point where the amount of data they held had become 
too large for humans to be able to analyze it on their own. The term “data 
mining” was coined to describe a range of automated techniques that could 
be applied to interrogate these databases and make inferences about what the 
data meant. If you want a concise definition of data mining, then “The analysis 
of large and complex data sets” is a good place to start.

Many of the tools used to perform data mining are standard statistical methods 
that have been around for decades, such as linear regression and clustering. 
However, data mining also includes a wide range of other techniques for 
analyzing data that grew out of research into artificial intelligence (machine 
learning), evolutionary computing and game theory.

Data mining is a very broad topic, used for all sorts of things. Detecting 
patterns in satellite data, anticipating stock price movements, face recognition 
and forecasting traffic congestion are just a few examples of where data 
mining is routinely applied. However, the most prolific use of data mining is to 
identify relationships in data that give an insight into individual preferences, 
and most importantly, what someone is likely to do in a given scenario.

This is important because if an organization knows what someone is likely 
to do, then it can tailor its response in order to maximize its own objectives. 
For commercial organizations the objective is usually to maximize profit. 
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Introduction 3

However, government and other non-profit organizations also have reasons 
for wanting to know how people are going to behave and then taking action 
to change or prevent it. For example, tax authorities want to predict who is 
unlikely to file their tax return correctly, and hence target those individuals for 
action by tax inspectors. Likewise, political parties want to identify floating 
voters and then nudge them, using individually tailored communications, to 
vote for them. Sometime in the mid-2000s the term “predictive analytics” 
became synonymous with the use of data mining to develop tools to predict 
the behavior of individuals (or other entities, such as limited companies). 
Predictive analytics is therefore just a term used to describe the application of 
data mining to this type of problem.

Predictive analytics is not new. One of the earliest applications was credit 
scoring,1 which was first used by the mail order industry in the 1950s to 
decide who to give credit to. By the mid-1980s credit scoring had become 
the primary decision-making tool across the financial services industry. When 
someone applies to borrow money (to take out a loan, a credit card, a 
mortgage and so on), the lender has to decide whether or not they think that 
person will repay what they borrow. A lender will only lend to someone if they 
believe they are creditworthy. At one time all such decisions were made by 
human underwriters, who reviewed each loan application and made a decision 
based on their expert opinion. These days, almost all such decisions are made 
automatically using predictive model(s) that sit within an organization’s 
application processing system. 

To construct a credit scoring model, predictive analytics is used to analyze data 
from thousands of historic loan agreements to identify what characteristics of 
borrowers were indicative of them being “good” customers who repaid their 
loans or “bad” customers who defaulted. The relationships that are identified 
are encapsulated by the model. Having used predictive analytics to construct 
a model, one can then use the model to make predictions about the future 
repayment behavior of new loan applicants. If you live in the USA, you 
have probably come across FICO scores, developed by the FICO Corporation 
(formerly Fair Isaac Corporation), which are used by many lending institutions 
to assess applications for credit. Typically, FICO scores range from around 300 
to about 850.2 The higher your score the more creditworthy you are. Similar 
scores are used by organizations the world over. An example of a credit scoring 
model (sometimes referred to as a credit scorecard) is shown in Figure 1.1.

To calculate your credit score from the model in Figure 1.1 you start with the 
constant score of 670. You then go through the scorecard one characteristic 
at a time, adding or subtracting the points that apply to you,3 so, if your 
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Predictive Analytics, Data Mining and Big Data4

employment status is full-time you add 28 points to get 698. Then, if your 
time in current employment is say, two years, you subtract 10 points to get 
688. If your residential status is Home Owner you then add 26 points to 
get 714, and so on. 

What does the score mean? For a credit scoring model the higher the 
score the more likely you are to repay the loan. The lower the score the 
more likely you are to default, resulting in a loss for the lender. To establish 
the relationship between score and behavior a sample of several thousand 
completed loan agreements where the repayment behavior is already known 
is required. The credit scores for these agreements are then calculated and the 
results used to generate a score distribution as shown in Figure 1.2.

The score distribution shows the relationship between people’s credit score 
and the odds of them defaulting. At a score of 500 the odds are 1:1. This 

Constant 670

Employment status  Outstanding mortgage  
 Full-time 28  <$40,000 11
 Part-time 7  $40,001–$60,000 0
 Homemaker 0  $60,001–$100,000 –9
 Retired 15  $100,000–$150,000 –12
 Student –8  $150,000–$250,000 –16
 Unemployed –42  > $250,000 –19
    Not a home owner 0 
 
Time in current employment
 Not in full or part-time employment 0 Number of credit cards 
 <1 year –25  0  –17
 1–3 years –10  1–3  12
 1–10 years 0  4–8  0
 > 10 year 31  9+  –18
 
Residential status  Number of days currently past due on  
 Home owner 26 existing credit agreements
 Renting 0  0 (All accounts up to date) 14
 Living with parent 0  1–30 days past due 0
    31–60 days past due –29
    >60 days past due –41

Loan amount requested as
proportion of annual income      
 <10% 43 Declared bankrupt within the last 5 years? 
 10%–25% 22  Yes  –50 
 26%–60% 0  No  9
 > 60% –28  Unknown 0

figure 1.1  Loan application model
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means that on average half of those who score 500 will default if they are 
granted a loan. Similarly, for those scoring 620 the odds are 64:1; i.e. if you 
take 65 borrowers that score 620, the expectation is that 64 will repay what 
they borrow, but one will not.

To make use of the score distribution in Figure 1.2 you need to have a view 
about the profitability of loan customers. Let’s assume that we have done 
some analysis of all loan agreements that completed in the last 12 months. 
This tells us that the average profit from each good loan customer who repaid 
their loan was $500, but the average loss when someone defaulted was 
$8,000. From these figures it is possible to work out that we will only make 
money if there are at least 16 good customers for every one that defaults 
($8,000/$500 = 16). This translates into a business decision to offer a customer 
a loan only if the odds of them being good are more than 16:1. You can see 
from the score distribution graph that this equates to a cut-off score of 580. 
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figure 1.2  Score distribution
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Therefore, we should only grant loans to applicants who score more than 580 
and decline anything that scores 580 or less. So given the model in Figure 1.1, 
do you think that you would get a loan?

An absolutely fundamental thing to understand about a predictive model like 
this is that we are talking about probability, not certainty. Just like a human 
decision maker, no model of consumer behavior gets it right every time. We 
are making a prediction, not staring into a crystal ball. Whatever score you get 
does not determine precisely what you will do. Scoring 800 doesn’t mean you 
won’t default, only that your chance of defaulting is very low (1 in 32,768 to 
be precise). Likewise, for people scoring 560 the expectation is that eight out 
of every nine will repay – still pretty good odds, but this isn’t a pure enough 
pot of good customers to lend profitability based on an average profit of 
$500 and an average loss of $8,000. It’s worth pointing out that although 
the credit industry talks about people in terms of being “creditworthy” or 
“uncreditworthy,” in reality most of those deemed uncreditworthy would 
actually repay a loan if they were granted one.

Some other important things to remember when talking about credit scoring 
models (and predictive models in general):

Not all models adopt the same scale. A score of 800 for one lender does 
not mean the same thing as 800 with another.
Some models are better than others. One model may predict your odds of 
default to be 20:1 while another estimates it to be 50:1. How good a model is 
at predicting behavior depends on a range of factors, in particular the amount 
and quality of the data used to construct the model, and the type of model 
constructed. (Scorecards are a very popular type of model, but there are many 
other types, such as decision trees, expert systems and neural networks.)
Predictions and decisions are not the same thing. Two lenders may use 
the same predictive model to calculate the same credit score for someone, 
but each has a different view of creditworthiness. Odds of 10:1 may be 
deemed good enough to grant loans by one lender, but another won’t 
advance funds to anyone unless the odds are more than 15:1.

1.2 How good are models at predicting behavior?

In one sense, most predictive models are quite poor at predicting how 
someone is going to behave. To illustrate this, let’s think about a traditional 
paper-based mail shot. Although in decline, mail shots remain a popular tool 
employed by marketing professionals to promote products and services to 
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consumers. Consider an insurance company with a marketing strategy that 
involves sending mail shots to people offering them a really good deal on life 
insurance. The company uses a response model to predict who is most likely 
to want life insurance, and these people are mailed. 

If the model is a really good one, then the company might be able to identify 
people with a 1 in 10 chance of taking up the offer – 10 out of every 100 
people who are mailed respond. To put it another way, the model will get it 
right only 10% of the time and get it wrong 90% of the time. That’s a pretty 
high failure rate! However, what you need to consider is what would happen 
without the model. If you select people from the phone book at random, then 
a response rate of around 1% is fairly typical for a mail shot of this type. If you 
look at it this way, then the model is ten times better than a purely random 
approach – which is not bad at all.

In a lot of ways we are in quite a good place when it comes to predictive 
models. In many organizations across many industries, predictive models are 
generating useful predictions and are being used to significantly enhance what 
those organizations are doing. There is also a rich seam of new applications to 
which predictive analytics can be applied. However, most models are far from 
perfect, and there is lots of scope for improvement. In recent years, there have 
been some improvements in the algorithms that generate predictive models, 
but these improvements are relatively small compared to the benefits of 
having more data, better quality data and analyzing this data more effectively. 
This is the main reason why Big Data is considered such a prize for those 
organizations that can utilize it. 

1.3 What are the benefits of predictive models?

In many walks of life the traditional approach to decision making is for experts 
in that field to make decisions based on their expert opinion. Continuing with 
our credit scoring example, there is no reason why local bank managers can’t 
make lending decisions about their customers (which is what they used to do 
in the days before credit scoring) – one could argue that this would add that 
personal touch, and an experienced bank manager should be better able to 
assess the creditworthiness of their customers than some impersonal credit 
scoring system based at head office. So why use predictive models? 

One benefit is speed. When predictive models are used as part of an 
automated decision-making system, millions of customers can be evaluated 
and dealt with in just a few seconds. If a bank wants to produce a list of credit 
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card customers who might also be good for a car loan, a predictive model 
allows this to be undertaken quickly and at almost zero cost. Trawling through 
all the bank’s credit card customers manually to find the good prospects 
would be completely impractical. Similarly, such systems allow decisions to 
be made in real time while the customer is on the phone, in branch or online. 

A second major benefit of using predictive models is that they generally make 
better forecasts than their human counterparts. How much better depends 
on the problem at hand and can be difficult to quantify. However, in my 
experience, I would expect a well-implemented decision-making system, 
based on predictive analytics, to make decisions that are about 20–30% 
more accurate than their human counterparts. In our credit scoring example 
this translates into granting 20–30% fewer loans to customers who would 
have defaulted or 20–30% more loans to good customers who will repay, 
depending upon how one decides to use the model. To put this in terms 
of raw bottom line benefit, if a bank writes off $500m in bad loans every 
year, then a reasonable expectation is that this could be reduced by at least 
$100m, if not more, by using predictive analytics. If we are talking about a 
marketing department spending $20m on direct marketing to recruit 300,000 
new customers each year, then by adopting predictive analytics one would 
expect to spend about $5m less to recruit the same number of customers. 
Alternatively, they could expect to recruit about 75,000 more customers for 
the same $20m spend.

A third benefit is consistency. A given predictive model will always generate 
the same prediction when presented with the same data. This isn’t the case 
with human decision makers. There is lots of evidence that even the most 
competent expert will come to very different conclusions and make different 
decision about something depending on their mood, the time of day, whether 
they are hungry or not and a host of other factors.4 Predictive models are 
simply not influenced by such things. This leads on to questions about the 
bias that some people display (consciously or unconsciously) against people 
because of their gender, race, religion age, sexual orientation and so on. This 
is not to say that predictive models don’t display bias towards one group or 
another, but that where bias exists it is based on clear statistical evidence. 
Many types of predictive model, such as the scorecard in Figure 1.1, are 
also explicable. It’s easy to understand how someone got the score that 
they did, and hence why they did or did not get a loan. Working out why a 
human expert came to a particular decision is not always so easy, especially 
if it was based on a hunch. Even if the decision maker keeps detailed notes, 
interpreting what they meant isn’t always easy after the event. 

9781137379276_02_cha01.indd   8 5/12/2014   8:54:25 PM



Introduction 9

Is it important for a predictive model to be explicable? The answer very much 
depends on what you are using the model for. In some countries, if a customer 
has their application for credit declined it is a legal requirement to give them 
an objective reason for the decision. This is one reason why simple models 
such as those in Figure 1.1 are the norm in credit granting. However, if you are 
using predictive models in the world of direct marketing, then no one needs 
to know why they did or didn’t get a text offering them a discount on their 
next purchase. This means that the models can be as simple or as complex as 
you like (and some can be very complex indeed).

1.4 Applications of predictive analytics

Credit scoring was the first commercial application of predictive analytics 
(and remains one of the most popular), and by the 1980s the same methods 
were being applied in other areas of financial services. In their marketing 
departments, loan and credit card providers started developing models to 
identify the likelihood of response to a marketing communication, so that 
only those most likely to be interested in a product were targeted with an 
offer. This saved huge sums compared to the blanket marketing strategies that 
went before, and enabled individually tailored communications to be sent to 
each person based on the score they received. Similarly, in insurance predictive 
models began to be used to predict the likelihood and value of claims. These 
predictions were then used to set premiums. 

These days, predictive models are used to predict all sorts of things within 
all sorts of organizations – in fact, almost anywhere where there is a large 
population of individuals that need decisions to be made about them. The 
following is just a small selection of some of the other things that predictive 
models are being used for today:5

 1. Identifying people who don’t pay their taxes.
 2. Calculating the probability of having a stroke in the next 10 years.
 3. Spotting which credit card transactions are fraudulent.
 4. Selecting suspects in criminal cases.
 5. Deciding which candidate to offer a job to.
 6. Predicting how likely it is that a customer will become bankrupt.
 7. Establishing which customers are likely to defect to a rival phone plan 

when their current contract is up.
 8. Producing lists of people who would enjoy going on a date with you.
 9. Determining what books, music and films you are likely to purchase next.
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 10. Predicting how much you are likely to spend at your local supermarket 
next week. 

 11. Forecasting life expectancy.
 12. Estimating how much someone will spend on their credit card this year.
 13. Inferring when someone is likely to be at home (so best time to call them).

The applications of predictive models in the above list fall into two groups. 
Those in the first group are concerned with yes/no type questions about 
behavior. Will someone do something or won’t they? Will they carryout action 
A or action B? Models that predict this type of behavior are called classification 
models. The output of these models (the model score) is a number that 
represents the probability (the odds)6 of the behavior occurring. Sometimes 
the score provides a direct estimate of the likelihood of behavior. For example, 
a score of 0.4 means the chance of someone having a heart attack in the next 
five years is 40% (and hence there is a 60% chance of them not having one). 
In other cases the score is calibrated to a given scale – perhaps 100 means the 
chance of you having a heart attack is the same as the population average. A 
score of 200 twice average, a score of 400 four times average and so on. For 
the scorecard in Figure 1.1, the odds of default double every 20 points – which 
is a similar scale to the one FICO uses in its credit scores.

All of the first nine examples in the above list can be viewed from a 
classification perspective (although this may not be obvious at first sight). 
For example, an online bookseller can build a model by analyzing the text 
in books that people have bought in the past to predict the books that they 
subsequently purchased. Once this model exists, then your past purchasing 
history can be put through the model to generate a score for every book on 
the bookseller’s list. The higher the score, the more likely you are to buy each 
book. The retailer then markets to you the two or three books that score the 
most: the ones that you are most likely to be interested in buying. 

The second type of predictive model relates to quantities. It’s not about 
whether you are going to do something or not, but the magnitude of what 
you do. Typically, these equate to “how much” or “how long” type questions. 
Actuaries use predictive models to predict how long people are going to 
live, and hence what sort of pension they can expect. Credit card companies 
build value models to estimate how much revenue each customer is likely to 
generate. These types of models are called regression models (items 10–13 in 
the list). Usually, the score from a regression model provides a direct estimate 
of the quantity of interest. A score of 1,500 generated by a revenue model 
means that the customer is expected to spend $1,500. However, sometimes 
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what one is interested in is ranking customers, rather than absolute values. 
The model might be constructed to generate scores in the range 1–100, 
representing the percentile into which customer spending falls. A score of 1 
indicates that the customer is in the lowest spending percentile and a score of 
100 that they are in the highest scoring percentile. 

In terms of how they look, classification and regression models are very similar, 
but at a technical level there are subtle differences that determine how models 
are constructed and used. Classification models are most widely applied, but 
regression models are increasingly popular because they give a far more granular 
view of customer behavior. At one time a single credit scoring model would 
have been used to predict whether or not someone was likely to repay their 
loan, but these days lenders also create models to predict the expected loss on 
defaulting loans and the expected revenues from good paying ones. All three 
models are used in combination to make much more refined lending decisions 
than could be made by using a single model of loan default on its own. 

1.5 Reaping the benefits, avoiding the pitfalls

An organization that implements predictive analytics well can expect to see 
improvements in its business processes of 20–30% or even more in some cases. 
However, success is by no means guaranteed. In my first job after graduation, 
working for a credit reference agency more than 20 years ago, I was involved 
in building predictive models for a number of clients. In general the projects 
went pretty well. I delivered good-quality predictive models and our clients 
were happy with the work I had done and paid accordingly. So I was pretty 
smug with myself as a hot shot model builder. However, on catching up with 
my clients months or years later, not everyone had a success story to tell. Many 
of the models I had developed had been implemented and were delivering real 
bottom line benefits, but this wasn’t universally the case. Some models hadn’t 
been implemented, or the implementation had failed for some reason. 

Digging a little deeper it became apparent that it wasn’t the models themselves 
that were at fault. Rather, it was a range of organizational and cultural issues 
that were the problem. There are lots of reasons why a predictive analytics 
project can fail, but these can usually be placed into one of three categories:

 1. Not ready for predictive analytics. Doing something new is risky. 
People are often unwilling to take the leap of faith required to place trust 
in automated models rather than human judgment.
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 2. The wrong model. The model builder thought their customer wanted 
a model to predict one type of consumer behavior, but the customer 
actually wanted something that predicted a different behavior.

 3. Weak governance. Implementing a predictive model sometimes requires 
changes to working practices. As a rule, people don’t like change and 
won’t change unless they have to. Just telling them to do something 
different or issuing a few memos doesn’t work. Effective management 
and enforcement are required.

More than 20 years after I had this realization, methods for constructing 
predictive models and the mechanisms for implementing predictive models 
have evolved considerably. Yet I still frequently hear of cases where predictive 
analytics projects have failed, and it’s usually for one of these reasons. 

One thing to bear in mind is that different people have different views of 
what a project entails. For a data scientist working in a technical capacity, a 
predictive analytics project is about gathering data and then building the best 
(most predictive) model they can. What happens to the model once they 
have done their bit is of little concern. Wider issues around implementation, 
organizational structures and culture are way out of scope. 

Sometimes this is fine. If an organization already has an analytics culture 
and a well-developed analytics infrastructure, then things can be highly 
automated and hassle-free when it comes to getting models into the business. 
If the marketing department is simply planning to replace one of its existing 
response models with a new and a better one, then all that may be involved 
is hitting the right button in the software to upload the new model into the 
production environment. However, the vast majority of organizations are not 
operating their analytics at this level of refinement (although many vendors 
will tell you that everyone else is, and you need to invest in their technology 
if you don’t want to get left behind). In my experience, it’s still typical for 
model building to account for no more than 10–20% of the time, effort and 
cost involved in a modeling project. The rest of the effort is involved in doing 
all the other things that are needed to get the processes in place to be able to 
use the model operationally.

Even in the financial services industry, where predictive models have been in 
use longer than anywhere else, there is a huge amount that people have to 
do around model audit and risk mitigation before a model to predict credit 
risk can be implemented.7 What this means in practice is that if you are 
going to succeed with predictive analytics, you need a good team to deliver 
the goods. This needs to cover business process, IT, data and organizational 
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culture, with good project management to oversee the lot. Occasionally, a 
really top class data scientist can take on all of these roles and do everything 
from the gathering initial requirements through to training staff in how to use 
the model, but these multi-skilled individuals are rare. More often than not, 
delivery of analytical solutions is a team effort, requiring input from people 
from across several different business areas to make it a success.

1.6 What is Big Data?

Large and complex data sets have existed for decades. In one sense Big Data is 
nothing new, and for some in the industry all the hype around Big Data came 
as a bit of a surprise. “The emperor’s new clothes!” they cried. However, by 
the early 2010s “Big Data” had become the popular catch-all phrase to describe 
databases that are not just large, but enormous and complex. There isn’t a 
universally agreed definition of “Big Data,” but the features of Big Data8 that 
are considered important are:

Volume. Any database that is too large to be comfortably managed on 
an average PC/laptop/server can be considered Big Data. At the time of 
writing, Big Data is generally taken to be a database that contains more 
than a terabyte (1,000 gigabytes) of data.9 Some Big Data sources contain 
petabytes of data (1 petabyte = 1,000 terabytes). 
Variety. Big Data contains many different types of structured and 
unstructured data. Structured data is tidy and well defined and can usually 
be represented as numbers or categories: for example your income, age, 
gender and marital status. Unstructured data is not well defined. It is often 
textual and difficult to categorize: for example e-mails, blogs, web pages 
and transcripts of phone conversations. 
Volatility (velocity). Some types of data are relatively static, such as 
someone’s place of birth, gender, social security number and nationality. 
Other data changes occasionally/slowly, such as one’s address, your 
employer or the number of children that you have. At the other extreme 
data is changing all the time: for example what music you are listening to 
right now, the speed you are driving and your heart rate. Big Data is often 
volatile.
Multi-sourced. Some Big Data sources are generated entirely from an 
organization’s internal systems. This means they have control over its 
structure and format. However, Big Data often includes external data 
such as credit reports, census information, GPS data and web pages, and 

9781137379276_02_cha01.indd   13 5/12/2014   8:54:25 PM



Predictive Analytics, Data Mining and Big Data14

organizations have little control over how it’s supplied and formatted. This 
introduces additional issues around data quality, privacy and security, over 
and above what is required from internally sourced data.

This is the sort of definition you usually hear when describing Big Data,10 
but it’s difficult to quantify. It doesn’t give you a clear dividing line between 
normal data and Big Data, and therefore many people find it vague and 
confusing. Using this definition you can’t say that a data set is Big Data simply 
because it contains a particular type of data or a certain amount of data. 
There is also the onward march of technology to consider. What was Big Data 
yesterday is not Big Data today, and what’s Big Data today may not be Big 
Data tomorrow – the goal posts are always shifting. There is also a degree of 
context involved when one talks about Big Data. What constitutes Big Data 
for a small company, with a few tens of thousands of customers, may be very 
different from the view held by a large multinational with tens of millions of 
customers. 

Rather than getting hung up on a precise definition of Big Data, an alternative 
perspective is to view Big Data as a philosophy about how to deal with data, 
rather than how much data is available or what it contains. The four tenets of 
this philosophy are:

 1. Seek. 
 2. Store. 
 3. Analyze. 
 4. Act.

You proactively search for and obtain new data: you bring all your data 
together and analyze it to produce insights about what people have done, 
what they are doing and what they are likely to do in the future. This in turn 
informs your decision making and what actions to take. A Big Data philosophy 
is about taking a holistic view of the data available to you and getting the best 
out of what you have. If an organization is doing this then it doesn’t really 
matter if it has just a few megabytes or many petabytes of data; if the data 
is structured or unstructured; or where it comes from. From a technology 
perspective one seeks out IT solutions that deliver the required storage 
and analytical capability. In some situations this might mean using newer 
technologies such as Hadoop or Storm, but a traditional relational database 
solution is often sufficient (or even superior11) and should not be ruled out.

So you can view Big Data from a number of perspectives, but for the rest of 
this book we’ll keep things simple and adopt a fairly laid-back definition of 
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Big Data as: “A very large amount of varied data.” So to give a few examples: 
A government census containing a few dozen items of information about each 
of that country’s 250 million citizens, such as social security number, gender, 
marital status, income and number of children is a large amount of data, but 
probably not Big Data. Likewise, the text from 50,000,000 internet pages isn’t 
Big Data either. However, an organization’s database of all the information it 
has gathered about its three million customers in the last five years (purchase 
details, billing information, e-mails, server logs, texts, transcripts of phone 
calls, complaint letters, notes taken by staff in branch, credit reports, GPS data 
and so on) is Big Data.

The first myth I want to dispel is that you need a huge amount of data to build 
a predictive model. A couple of thousand customer records and a few dozen 
choice pieces of information about those customers are more than enough, 
and many useful models have been built using less data than this. However, 
the more data you have about people, the more predictive your models will 
be.12 Big Data has attracted so much interest in recent years because it goes 
beyond the traditional data sources that people have used in data mining and 
predictive analytics in the past. In particular, when people talk about Big Data, 
what they often mean is:

Textual data. This comes from letters, phone transcripts, e-mails, web-
pages, tweets and so on. This type of data is unstructured and therefore 
needs a lot of processing power to analyze it.
Machine-generated data. For example, GPS data from people’s phones, 
web logs that track internet usage and telematic devices fitted to cars. 
Machine-generated data is generally well structured and easy to analyze, 
but there is a lot of it.
Network data. This is information about people’s family, friends and 
other associates. In some contexts what is important is the structure of 
the network to which an individual belongs – how many people are in the 
network, who is at the center of the network and so on. In other contexts 
the network is a mechanism for inferring things about someone, based on 
the features of other people in their network.

It used to be the case that the prime source of data for all sorts of predictive 
models was well-structured internal data sources, possibly augmented by 
information from a credit reference agency or database marketing company, 
but these days Big Data that combines traditional data sources with these new 
types of data is seen as the frontier in terms of consumer information. The 
problem is that there is so much different and varied data around – so much 
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so that it is becoming increasingly difficult to analyze it all. There is something 
of an arms race going on between the IT community, who are continuously 
developing their hardware and software to obtain and store more and more 
differing and diverse data, and the analytical fraternity, who are trying to find 
better and more efficient ways to squeeze useful insights from all the data 
that their IT colleagues have gathered.

1.7 How much value does Big Data add?

When long-established users of predictive analytics, such as banks, insurers 
and retailers, ask about the value of Big Data, what they really want to know 
is: What uplift to our predictive models will Big Data provide, over and above 
the data we use already? I would not go so far as to say that there aren’t other 
applications for Big Data – there are several13 – but using it to develop predictive 
models is what people often have in mind. One feature of Big Data is that 
most of it has a very low information density, making it very difficult to extract 
useful customer insights from it. A huge proportion of the Big Data out there 
is absolutely useless when it comes to forecasting consumer behavior. You have 
to work pretty hard at finding the useful bits that will improve the accuracy of 
your predictive models – and this is why you need big computers with lots of 
storage, and clever algorithms, to find the important stuff amongst the chaff. 

The way I like to think about this – as have many others – is by an analogy 
with gold mining.14 Most industrial activity involved in gold extraction occurs 
in mines where there are rich seams full of nice big nuggets. Yet it has been 
estimated that there are thousands of tons of gold dissolved in the world’s 
oceans, possibly more than the entire amount that has been mined across all of 
human history.15 However, the gold is very diffuse amongst all that seawater, 
and no one has yet found a cost-effective way of extracting it. Traditional 
customer databases are analogous to the gold mine, while Big Data is the 
ocean. There is lots of useful information floating around in all that data, 
but it’s very sparse compared to traditional data sources and it can be very 
expensive to get at it. 

While we are on the subject of gold, it’s worth remembering that in gold 
rushes (and internet booms and the exciting world of Big Data) the people 
who sell the tools make a lot of money. Far more strike it rich selling picks 
and shovels to prospectors than do the prospectors. Likewise, there is a lot of 
money to be made selling Big Data solutions. Whether the buyer actually gets 
any benefit from them is not the primary concern of the sales people. There 
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are lots of opportunities for Big Data, but Big Data is not the answer to all of 
the world’s problems and it may not be right for you. 

Sometimes the benefits of Big D ata can be too small to justify the expense. 
In banking, for example, the potential for new Big Data sources to improve 
the predictive ability of credit scoring models is fairly small, over and above 
the data already available. This is because the key driver of credit risk is past 
behavior, and the banks have ready access to people’s credit reports, plus 
a wealth of other data, supplied in a nice neat format by Credit Reference 
Agencies such as Equifax, Experian and TransUnion. At the other end of the 
spectrum, if you are a marketing team trying to identify people who might 
be interested in your products and you have nothing to go on, then externally 
sourced Big Data can provide a lot of value. Being able to trawl the internet, 
server logs, social network sites, tweets and so on to find out who is talking 
about what, or what people’s friends and family are buying (social network 
analysis, as discussed in Chapter 9) has immense value over and above the very 
small amount you would otherwise know about people. 

For those already using predictive analytics, one view is that Big Data is very 
much the icing on the cake once you have good IT systems and good analytics 
in place – it’s a process of evolution not revolution. You can also “bolt on” new 
technologies such as Hadoop to what you already have. It’s not a question of 
“either/or.” However, if your internal data systems are a mess, you don’t store 
as much data as you could and you don’t have a strong analytics culture, then 
Big Data solutions are probably not the next step for you. It’s very much a case 
of trying to run before you can walk. Some organizations have made the leap 
directly to a Big Data/Analytics culture, but that’s rare. It’s a high-risk strategy 
and one that requires commitment, extensive organizational restructuring and 
a lot of expense. My recommendation is that you should concentrate on getting 
your own house in order, and making better use of the easy to access data you 
already have, before moving on to more complex solutions that encompass a 
wider Big Data philosophy. To put it another way, unless your IT and analytics are 
already pretty slick, you will get far more bang for your buck from incremental 
improvements to your current systems, compared to implementing a whole new 
suite of dedicated hardware and software specifically for handling Big Data.

In terms of the percentage uplift that Big Data provides, that’s something of 
an open question, and is very dependent upon the type of predictive models 
you want to build and how much data you already make use of. All sorts of 
figures get bandied about, and as with predictive analytics, you’ll only tend to 
hear about the success stories rather than the failures. Therefore expectations 
tend to become somewhat over-inflated.16 Using Big Data to enhance your 
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existing predictive modeling capability is a second-order effect. This means 
that if you adopt a Big Data approach then you can expect your models 
to improve, but the improvement won’t be anything like as much as when 
predictive models were implemented for the first time. 

My view is that if you already have good data and analytics, and you 
implement a Big Data Strategy in the right way, then you may see a 4–5% 
uplift in the performance of your predictive models.17,18 However, it really 
depends on the amount of good quality data you already have and what 
new information your Big Data sources are bringing to the party. If you don’t 
currently have much customer data, and Big Data gives you the ability to 
predict customer behavior where this wasn’t an option before, then you could 
be looking at benefits of significantly more than 10%. However, if you already 
have loads of well-organized, accurate and nicely formatted data, then expect 
to see more modest returns on your investment.

Another perspective, and the one I adhere too, is that the biggest benefits of 
Big Data have little to do with enhancing existing models in well-run data-rich 
organizations. Sure, there are some benefits to be had, but the greatest 
opportunities for Big Data are where it is making new forms of customer 
prediction viable. One example is where police forces are using huge databases 
of past crimes to predict the neighborhoods where a crime is likely to be 
committed in the next few hours. They can then concentrate their resources in 
those areas.19 Another area of huge potential is preventative healthcare. Most 
existing healthcare systems are reactive: they treat you when you are already 
ill. Combining predictive analytics with Big Data makes it more viable to shift 
the emphasis to prevention. It becomes possible to predict how likely each 
citizen is to develop certain conditions and intervene before the illness becomes 
apparent. This has the potential to add years to average life expectancy. 

Marketing is another area where Big Data is proving its worth. For example, 
by combining information about your movements, gathered from your cell 
phone, with supermarket data about what type of food you like to buy, you 
can be targeted with promotional offers for restaurants in the city you are 
traveling to before you even get there. Another marketing application is to 
use real-time information about electricity and gas usage to forecast when 
someone is likely to be at home, and therefore a good time to contact them. 

These applications of predictive analytics were little more than science fiction 
just a few years ago, but this is where the frontier of Big Data and predictive 
analytics currently lies.
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1.8 The rest of the book

I hope this introductory chapter has given you an insight into what Big Data 
and predictive analytics are, what (one type) of predictive model looks like 
and how models can be used to help organizations achieve their objectives. 

With regard to the rest of the book, Chapters 2–5 are very much about 
the application and usage of predictive models. Chapter 2 explains how 
models are used in organizations to drive decision making, and Chapter 3 
discusses the analytics culture that needs to be in place if the benefits of 
predictive analytics are to be realized. In Chapter 4 the focus is on data, in 
particular the types of data that an organization needs to build good quality 
predictive models. We also consider the relative value of different types 
of data, and what data sources an organization should focus on given its 
current capabilities. There is after all no point getting all excited about Big 
Data if your existing customer databases are in poor shape. In Chapter 5, 
we consider ethical and legal issues associated with personal data, and the 
use of that data within automated decision-making systems built around 
predictive models.

In the second part of the book, in Chapters 6–10, the focus is more about 
the process of developing and implementing predictive models. Chapter 6 
explains, compares and contrasts the popular types of predictive model that 
are in use today. This includes linear models, decision trees, expert systems, 
support vector machines and neural networks. The current trend of generating 
forecasts of consumer behavior by combining the outputs of several different 
predictive models (ensemble systems), is also covered. 

Chapter 6 is the most technical chapter in the book, but I have attempted to 
explain everything in a non-technical “formula-free” way without mathematics. 
However, if it’s not your cup of tea, then you can skip this chapter without 
significant risk of getting lost in subsequent chapters.

Chapters 7 and 8 cover the end-to-end predictive analytics process – what 
needs to be done to build good quality predictive models and get them 
implemented within an organization. Chapter 7 discusses each stage of an 
analytical project, starting with project planning and going right through 
to implementation within the business and the post-implementation tasks 
required to ensure that the model continues to generate good quality 
predictions. Chapter 8 then describes how you go about building a predictive 
model once you have planned out what you are going to do. 
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In Chapter 9 we consider two more recent types of data analysis techniques 
that can be used to enhance the accuracy of predictive models by extracting 
some of the information that is hidden within Big Data. The first of these 
is Text Mining (Text Analytics). Text Mining is the art of extracting useful 
information from speech and text, such as web pages, emails, transcripts of 
phone conversations and so on. The other method discussed in Chapter 9 is 
Social Network Analysis. This is about the relationships people have with each 
other, and how information about our associates can improve the accuracy of 
predictive models. The final chapter, Chapter10, discusses some of the IT and 
software issues relating to predictive analytics and Big Data.
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You may find it surprising, but there are quite a few management books 
about predictive analytics, data mining and Big Data that never explain what 
a predictive model looks like or how you might actually go about using one. 
Why, I don’t know, but I assume that some people think managers should 
leave that sort of thing to the experts. Alternatively, some may think that you 
can’t understand these things without getting into the mathematics behind 
them, but that’s not my view.

If you intend to use predictive analytics in your organization, and/or expect 
to invest heavily in the staff and IT required to deliver high-quality predictive 
analytics, then it makes sense to have at least some appreciation of what you 
are investing in and why it will bring benefit. I’m sure you will be glad to hear 
that this doesn’t mean you need to learn any math or statistics. Think about it 
this way: You don’t need to know anything about electronics to operate your 
TV and you don’t need to know anything about mechanical engineering to ride 
a bike or drive a car. Likewise, it’s a myth that you need to have a background 
in mathematics or statistics to be able to understand how a predictive model 
works, or how it can be used to improve what you do. If you are comfortable 
looking at graphs and tables, that’s helpful, but that’s about as far as it goes.

It’s true that using predictive analytics to build a predictive model is a 
technical task, done by nerdy types who enjoy nothing better than discussing 
equations over a beer (I should know, I used to be one), but understanding 
what predictive models are and how to use them does not require specialist 
training. As we saw in the last chapter, a typical credit scoring model, used by 
banks the world over, works by simply adding up the relevant points to get a 
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score. The higher the score the more creditworthy someone is – it’s as simple 
as that, and don’t let anyone try to persuade you otherwise.

2.1 What are your objectives?

If someone starts talking about the predictive models that they could build 
for you before they have asked you want you want to achieve, then beware. 
I’ve lost track of the number of times I have been involved in a project where 
the conversation starts with a discussion about how we are going to build the 
model or what data is available to build it with, with little or no thought given 
to the business problem that the model is going to be used to address.

When discussing predictive models, the starting point should always be some 
objective within the organization. Predicative analytics then may (or may 
not) be the right tool to help deliver what you need to do. Models are used to 
predict all sorts of different things, but whether or not a predictive model is 
going to help you meet your objectives boils down to just three things:

 1. Will the model improve the efficiency of what you do?
 2. Will the model result in better decision making?
 3. Will the model enable you to do something new that you have not been 

able to do before?

Let’s not beat about the bush. When we talk about efficiency, what we usually 
mean is replacing a manually based decision-making process with an automated 
one. Sometimes this results in people being redeployed productively elsewhere, 
but more often than not efficiency means job losses and/or a devaluation of 
people’s skills. This is important because it means that if you are implementing 
predictive models for the first time, or are deploying them in a new area 
where they have not been used before, you will meet resistance and will need 
a strategy to deal with it. We’ll talk more about this issue when we discuss 
cultural issues around predictive analytics in the next chapter.

With regard to the second point, the evidence from many different studies 
is that models created using predictive analytics make better predictions than 
their human counterparts, and in many situations better predictions means 
making more money. However, having a model that can predict something 
with a high degree of accuracy is not enough on its own. 

Perhaps the biggest mistake people make when developing predictive models 
is to deliver a model that is not then used for anything. You need to use the 
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predictions generated by the model to do something to influence or control 
people’s behavior, which in turn generates some benefit for them or for you. 
Identifying people who are likely to purchase something from you is fine, but 
you then need to act on this information to increase sales. This could be by 
encouraging your existing customers to spend more (e.g. discount off their 
next purchase), or to use them as a conduit to attract new customers who 
would otherwise have spent their money elsewhere (e.g. two for one deal for 
the customer and a friend).

If we go back to our loan example of Chapter 1, the model predicts the 
likelihood of default on a loan. Knowing how likely someone is to default does 
not on its own make you any money. The decision is whether or not to offer 
loans. Therefore we use the model score as the basis of our decision about 
whether or not to give someone a loan. Making the right decision on the basis 
of the score is far more important than the score itself.

When thinking about predictive analytics, always have these three things in 
mind: How will a predictive model improve operational efficiency? How will 
it improve your decision making process? And what value does the model 
provide? If you can’t answer these questions then you should reconsider 
whether it’s worth proceeding. Otherwise you risk wasting a lot of time and 
money creating something that might be very predictive, but doesn’t do 
anything to help you achieve your goals.

2.2 Decision making

In Chapter 1 we introduced a score distribution that a lender used to decide 
whether or not to grant loans to customers who had applied for one. The score 
distribution is the key tool that underpins the use of all predictive models and 
is the basis for assessing how well a model performs. This includes the widely 
used gain charts and lift charts (see Appendix C for an explanation of what 
these are). In this chapter we are going to present some further examples of 
score distributions, and show how an organization would use these to drive 
their strategies for dealing with consumers. To do this we are going to work 
through a case study where a predictive model is constructed and used to help 
an organization meet its objectives.

Booles (not its real name) is an upmarket regional supermarket chain that has 
decided to set up a national online wine store. It wants to do this because it 
makes an above-average profit on the wine it sells in-store, and it sees this as 
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a low-cost, low-risk strategy for reaching a much larger customer base than it 
currently has access to.

The set-up and running costs will be low because Booles can make use of its 
existing warehousing and IT systems. In fact, the IT department has already 
set up a prototype website for the wine store. All that remains to be done is 
to find the right customers to target and persuade them to buy.

A Unique Selling Point (USP) for the wine store is that the company has 
exclusive access to a large supply of high-quality locally sourced wines that the 
national retailers don’t have, and which are already being sold in Booles’ stores. 
The biggest challenge is to identify which customers outside of the region to 
target, and then develop an appropriate marketing campaign to attract them 
to buy online.

So let’s start by thinking about what the business wants to achieve with the 
wine store. The board has laid out the following objectives:

Objective 1. Recruit at least 25,000 customers in the first year of 
operation. 
Objective 2. Make a profit during the first year. Operational overheads 
have been absorbed by the existing retailing operation. Therefore, the 
revenues generated from wine sales only need to cover the cost of the wine 
plus the marketing cost of acquiring new customers.

The board has given the marketing team a budget of $1.2m to meet the 
objectives. So what sort of data does the marketing team have to play with? 
Here are the key facts:

Analysis of in-store till transactions shows that the average profit on a 12 
bottle case of wine is $75.
A direct marketing campaign costs $2 for each person targeted. A typical 
campaign includes texts, e-mails, mail shots and voice messages, delivered 
over several weeks.
The marketing department has access to a contact list, supplied by a 
database marketing company, containing details of 5.1 million people. The 
list contains names and contact details, plus geo-demographic information 
such as income, occupation, age, car ownership and so on. However, the list 
does not contain information about wine-buying behavior.

At $2 a shot and with $1.2m to spend, the company could run a direct 
marketing campaign targeted at 600,000 people, selected at random from 
the contact list. Another option would be to forget the list, and go for a 
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mass communication strategy, spending the recruitment budget on TV ads, 
sponsorship of websites, articles in magazines and so on. However, the 
Marketing Director knows that neither of these strategies will be successful. 
Why? Because quality wines are the domain of a very specific consumer 
segment. A blanket marketing strategy would not be cost-effective because 
most of the material would fall on deaf ears. In order to meet the business 
objective, the Marketing Director knows that they need a way to target just 
those people who like quality wines, and he believes predictive analytics may 
be the tool to help them do this. So in this case, predictive analytics is going 
to be used as an efficiency tool to reduce the costs associated with targeting 
and recruiting profitable new customers.

So what does the marketing department do? If they want to use predictive 
analytics then they need some consumer data to analyze. To construct a model 
using predictive analytics, two types of data are required:

 1. Predictor data (predictor variables). This is the information that is 
going to be used to make the prediction; i.e. the things that could feature 
in the model. For this problem, the predictor data is the geo-demographic 
information such as income, occupation, age and so on, that has been 
supplied with the contact list. 

 2. Behavioral (outcome) data. This is information about the behavior we 
want to predict. For this example, the behavior is whether the customer 
buys wine or not. In technical terms, this is what a data scientist calls the 
“Dependent variable,” “Target variable” or the “Modeling objective.”

Predictive analytics is all about understanding the relationships between 
the predictor data and behavioral (outcome) data. You can’t do predictive 
analytics if one of these types of data is missing. For behavioral data, you 
also need representative samples of each type of behavior so that the 
differences between behaviors can be analyzed. For our case study, this means 
that information about people who did not buy wine is just as important 
as information about those that did. The predictive analytics process then 
analyzes the data to identify how the predictor data can be used to 
differentiate between each behavior.

The marketing department has lots of predictor data that was supplied with 
the contact list, but it has no information about outcomes; i.e. wine-buying 
behavior. Therefore the marketing team needs to obtain some before it can 
construct a predictive model. To obtain data about wine-buying behavior, the 
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marketing team undertakes a test campaign targeting 100,000 people selected 
at random from the contact list. At $2 a time, the trial costs $200,000, leaving 
them with a remaining budget of $1 million.

As the test campaign progresses, the first sales come within just a few hours. 
Sales peak after about a week, followed by a gradual decline over several 
weeks. At the end of the sixth week the campaign winds up as new sales drop 
to zero. Table 2.1 summarizes the key findings from the test campaign.

Table 2.1 provides some very useful information. Out of 100,000 people who 
were contacted, 1,600 responded by buying wine. This is a response rate of 
1.6%. Each contact cost $2. Therefore the response cost (the average spend 
required to secure one sale) is $125 (row six in Table 2.1).

The information in Table 2.1 supports the Marketing Director’s belief that 
a random targeting strategy would be unsuccessful. This is because in order 
to generate the required 25,000 sales specified for objective 1, it would be 
necessary to target 1,562,500 people (row 7) at a cost of more than $3m (row 
8). However, with a $1.2m budget they can only afford to target 600,000. In 
fact, with a response rate of 1.6%, a random contact strategy can be expected 
to generate just 9,600 sales from 600,000 contacts (600,000 × 1.6%).

From Table 2.1 we can also establish that a random contact strategy would 
be loss-making. This is because the average profit of $75 per case won’t cover 
the average $125 it costs to recruit each customer: Overall, they will lose $50 
on each case they sell. So the marketing department would fail to meet the 
second objective as well.

Table 2.1 Key findings for the test campaign

Row Test campaign: Key statistics
Statistic Value

1 Number targeted 100,000

2 Cost of targeting each person $2

3 Total campaign cost $200,000

4 Cases of wine sold (number of responses) 1,600

5 Response rate (1,600 ÷ 100,000) 1.6%

6 Response cost ($2 ÷ 1.6%) $125

7 Number that need to be targeted to sell 25,000 cases of wine 
(25,000 ÷ 1.6%)

1,562,500

8 Cost of recruiting 25,000 customers (1,562,500 × $2) $3,125,000
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This may seem a little disappointing, but remember that the main purpose 
of the test campaign is not to generate sales, but to gather data about wine-
buying behavior. The marketing department now has some behavioral data to 
work with and sets about the task of building a predictive model (a response 
model) using the data it has acquired from the test campaign.

To build the model, the marketing team’s data scientist takes all of the 
available information about the 100,000 people contacted as part of the trial, 
and loads it into a statistical software package for analysis. There are many 
specialist software packages that one can use to build predictive models, 
but the most popular ones are SAS, SPSS and R. These days it’s pretty rare 
to actually do any math yourself when building a predictive model – the 
software takes care of all the required calculation to generate a model using 
the appropriate mathematical/statistical technique.

There are several different types of predictive models and literally dozens of 
different algorithms that can be used to construct a predictive model. Each has 
its own strengths and weaknesses, and we describe these in Chapter 6. Each 
method of model construction also has various parameters that can be set, so 
in theory there are millions of possible models that could be constructed for 
any given problem.

The role of the data scientist is to decide what technique/parameters to use 
and explore the range of possible models, using their experience and expertise 
to derive the best model that they can. What one means by “best” varies 
from project to project. Obviously you want the model to be as predictive 
as possible, but often there are business requirements and constraints that 
need to be taken into account. It is very common to sacrifice a small amount 
of predictive accuracy to ensure that these business requirements are met. 
For example, in many industries there is a desire for models to be simple and 
explicable. This is so that the way the model calculates its forecast can be 
understood by non-experts and the models are easy to implement – just like 
the loan scorecard we discussed in Chapter 1.

Sometimes the model must look a certain way and conform to business 
expectation. Similarly, a model developer may be required to force certain 
variables to feature in the model and/or ensure that certain ones are 
excluded.1 Data scientists often have to play these requirements off against 
each other, and this is one area where model building becomes something 
of an art – going beyond pure statistics and overlaying business knowledge 
to deliver something that is predictive, useable and adds value to what 
you do.
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Returning to our case study, after a week of developing models, tweaking 
them and exploring different options, the data scientist comes up with what 
they think is a really good model, as shown in Figure 2.1

This type of model is called a “Decision Tree.” You will notice it looks very 
different from the scorecard type model introduced in Chapter 1 for calculating 
credit scores. With the decision tree you calculate a score as follows: A case 
begins at the top of the tree. The case then goes down one of the branches, 
depending on its attributes. The process is then repeated at the next branching 
and so on, until the case eventually ends up at one (and only one) of the end 
nodes2 of the tree.

In Figure 2.1 the end nodes are shaded in grey and numbered from 1 to 11. 
If we take someone aged 30, who is male and a homeowner, they fall into 
end node 5. Likewise, someone aged 50, with one child, married and with 
an income of less than $40,000, falls into end node 7. If you remember back 
to the scorecard in Chapter 1, an individual’s score was calculated by adding 
up the points that they received for each of their attributes. With a decision 
tree the score is simply the end node into which an individual falls.3 So the 
decision tree in Figure 2.1 generates scores ranging from 1 to 11 depending 
upon the node in which someone ends up.

To examine how well the tree predicts wine buying behavior, the marketing 
department puts each of the 100,000 cases from the test mailing through the 

Everyone

Age ≤ 34 Age 35–54 Age ≥ 55

2 or more
children

Female
2 3

Male < 2 children

Rent/
with parents

Home owner Age 55–65Single
Married/

cohabiting

85 10 4

Income
≤ $60K

6
Income
> $60K

1

7

Age > 65

Income
<$40K

9
Income

$40–$95K 

11
Income
> $95K

figure 2.1  A decision tree 
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tree4 and sees how many cases get each score, and most importantly, the number 
of people with that score who did or did not buy wine. They then summarize 
the results in the form of a score distribution table, as shown in Table 2.2.

The score distribution has two parts. We will begin by looking at the columns 
on the left-hand side. These show what happened to the 100,000 people 
targeted as part of the test campaign. Column A shows the score. Column B 
shows the number of people with each score who were contacted as part of 
the campaign, and Column C the number who subsequently bought wine. 
Columns D is the response rate, calculated from columns B and C.

Column E shows the cost per response, i.e. the marketing spend per sale ($2/
Column D), and Column F shows the expected profit from mailing someone 
with that score, i.e. the $75 gross profit from selling a case minus the cost per 
response (Column E).

The first thing to note is that the decision tree provides a good degree of 
discrimination between those who bought wine and those who did not. For 
customers with a score of one, only one in 200 (0.5%) bought wine – these 
are clearly not the type of people to target. At the other end of the score 
distribution, those scoring 11 have a response rate of 8.0%. To put it another 
way, the odds of people with a score of 11 buying wine are more than 1 in 
12. These people are five times more likely to buy wine than people contacted 
at random and are therefore, very much the sort of people who should 
be targeted. Using the score distribution (Column F) it’s easy to see that 
targeting those scoring seven or more will be profitable, but targeting anyone 
scoring six or less will result in a loss.

The second part of the table shows us what the marketing team think will 
happen when they apply the decision tree to the remaining five million people 
on the contact list who have not yet been targeted. The data scientist begins 
by putting the remaining five million cases from the contact list through the 
decision tree to generate a score for each of them. This is then used to calculate 
how many people get each score (Column G). Column H gives the total cost of 
targeting everyone with that score, based on a targeting cost of $2 per person.

The data scientist then infers the expected number of responses from what 
was observed from the test campaign (Column I). Take those scoring 11 as an 
example. If the 8.0% response rate observed for the test campaign is applied 
to the remaining 80,040 people scoring 11, then an estimated 6,403 sales 
would result (8% × 80,040) and it would cost $160,080 to target these people 
at $2 a time. The expected profit from mailing everyone with a score of 11 is 
then calculated to be $320,150 (Column J).5
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To decide how to spend their remaining $1m budget, the marketing team 
uses Columns G and H to calculate that they can afford to mail all 499,449 
people with a score of nine or more at a cost of $998,898, which will generate 
an estimated 23,407 sales. This is in addition to the 1,600 sales from the test 
campaign making 25,007 in total.6 So we say that the cut-off score that the 
marketing team are going to use for this model is nine. Those scoring nine or 
above are targeted, those scoring below the cut-off (eight or less) are not.

With 25,007 cases generating an average gross profit of $75 per case and 
$1,198,898 spent on marketing, the overall net profit7 is estimated to be 
$676,627. So it looks like the decision tree will have helped the marketing 
team meet both of the objectives set by the board. The marketing director 
decides to spend the remaining $1,102 of the marketing budget on a night 
out for the team to celebrate.

2.3 The next challenge

Booles runs its campaign, and within six months has met its recruitment target 
for new customers to its online wine store. The marketing director breathes 
a huge sigh of relief and gets a decent bonus for his efforts. The board is also 
pleased; so pleased in fact that they set the marketing team a new target; 
to generate another $500,000 profit contribution by the end of the year. The 
board thinks this shouldn’t be too much of a challenge given that the first 
cohort of customers generated a lot more than this. They don’t care how much 
is spent on marketing or how many customers are recruited, as long as the 
profit target is met.

The problem for the marketing team is that they don’t have a new contact list 
available. They are going to have to make do with the contact list that they 
already have. However, the best prospects, those that scored nine or more 
on the decision tree, have all been targeted and there is little value targeting 
them again.

The first thing the marketing director does is to go back to the score 
distribution (Table 2.2) to see if it’s possible to do something with the decision 
tree. However, the profitability of the people that have not yet been targeted 
is low because the response costs are high. Only those scoring seven or 
eight make any profit at all (Column F), and if the marketing team targeted 
everyone scoring seven or eight then the expected profit is only $58,668 
($17,677 + $40,991) – well short of the new target.
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The team knows that the average profit on a box of wine is $75. However, 
when they look at the figures in more detail they see that there is quite a lot of 
variation. The average profit is $75, but some customers are buying expensive 
wines and generating more than three times that amount. Likewise, those 
selecting the cheapest wines are generating almost no profit at all. What if 
they could identify those that make the big profits? If they could do this, then 
it might be profitable to target some of those with low scores, because the 
higher profit per case would offset the increased response cost. On this basis 
the marketing team decides to build a second predictive model, this time to 
estimate the gross profit on each case of wine sold.

The decision tree model constructed to predict response to marketing 
activity was a classification model – do people respond by buying wine or 
not? This time the team is going to construct a regression model to predict 
the gross profit that Booles makes on each case of wine it sells. Given 
they have already sold more than 25,000 cases of wine they don’t need to 
do any more test campaigns. They can construct a model using the data 
they already have to predict the gross profit on a case of wine, given that 
someone responded.

For expediency I won’t go into the specific details of the structure of the gross 
profit model, but the model allocates scores ranging from one to three, as 
shown in Table 2.3:8

The first column in Table 2.3 shows the score. The second column shows the 
gross profit given the score, and the final column the expected number of 
responders. Now that the marketing team has two models, it can use them in 
combination to segment the population, as shown in Table 2.4.

Table 2.4 shows how the initial response score generated from the decision tree 
are broken out by the scores from the gross profit model. What Table 2.4 tells 
us is that it is actually profitable to target some people with response scores of 

Table 2.3 Score distribution for the gross profit model

Score Gross profit Expected number of responders*
1 $29 18,862

2 $74 30,712

3 $203 7,018

Total $75 56,592

* The total expected number of responders (56,592) is the sum of the expected 
responders in Column I of Table 2.2, scoring eight or below.
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four, five and six, even though the average profit of people with these scores is 
negative. Likewise, some scoring seven and eight are loss-making, and should 
therefore not be targeted as part of the contact strategy.

The cells highlighted in grey are those where the net profit is positive. The 
white ones are where the net profit is negative. If you sum up the net profit 
from the shaded cells you will see that the total expected profit from targeting 
these groups is $518,011. So by using this more refined dual model strategy, 
the marketing team will once again achieve its objectives.

Table 2.4 Using two models in combination

Score Response 
cost

Gross 
profit

Gross profit score
1 2 3 Total 

$29 $74 $203 $75
1 $400 Number 1,209 2,244 452 3,904

Profit −$448,539 −$731,309 −$89,044 −$1,268,881

2 $326 Number 2,594 1,621 945 5,159

Profit −$770,548 −$408,248 −$116,244 −$1,295,041

3 $243 Number 1,544 3,514 582 5,639

Profit −$330,218 −$593,783 −$23,280 −$947,282

4 $165 Number 2,741 4,603 1,021 8,364

Profit −$372,780 −$418,751 $38,798 −$752,734

5 $120 Number 2,960 5,220 1,104 9,282

Profit −$269,225 −$240,104 $91,632 −$417,698

6 $89 Number 3,435 4,844 1,272 9,550

Profit −$206,051 −$72,657 $145,008 −$133,701

7 $73 Number 2,614 5,246 980 8,838

Profit −$114,968 $5,246 $127,400 $17,677

8 $68 Number 1,769 3,426 662 5,856

Profit −$68,936 $20,558 $89,370 $40,991

Total   Number 18,862 30,712 7,018 56,592

Profit −$2,581,253 −$2,439,053 $263,640 −$4,756,669

1.  Each cell in the table shows the expected number of responders in the cell and the total profit from the 
responders in the cell. Total net profit is calculated as:

Profit = (Gross profit – response cost) × number of responders

 For example, for a response score of 1 and a gross profit score of 1 the total net profit is calculated as:

Total net profit = ($29 – $400) × 1,209 = –$448,539

2. The total responders and total profit figures are taken from Columns I and J in Table 2.2.
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2.4 Discussion

If you managed to get your head round the first part of the case study then 
you have gained a good understanding of how predictive models are used. If 
you were also comfortable with the second part then that’s as advanced as 
many organizations get.

In some situations there may be more models, or more complex models 
predicting all sorts of different outcomes, but it’s all the same sort of thing 
with some minor variations. Models generate scores that predict behavior. 
Cut-off score(s) are then set by the business to determine how people are 
treated given their score. People scoring above the cut-off are treated one 
way, those below the cut-off are treated in another. This applies whether we 
are talking about a bookseller using a predictive model to identify the books 
you are most likely to buy, a doctor using a model to decide whether or not 
to send you for further tests, or the government using predictive analytics to 
hunt down tax evaders. It’s all about using the scores generated by the model 
to identify the people of interest, and then making the right decisions about 
what to do with those people once you have identified them.

In the Booles example the marketing department combined its two models. 
It did this by cross-tabulating the two scores and then making decisions 
about people depending upon the cell in which they fell. This is a common, 
very simple and transparent method for using several model scores together 
to make a decision, when each model predicts a different type of behavior. 
However, it’s not the only way to combine scores.

Another popular method of using two (or more) models in tandem is to 
create a new score by multiplying the individual scores together. Decisions are 
then made on the basis of the new score. This works particularly well when 
one model represents a probability of a behavior (such as response likelihood) 
and the other model captures the magnitude of that behavior (such as the 
gross profit on the wine). By multiplying the two scores together you get an 
estimate of the expected magnitude of the behavior prior to you targeting 
them.9 If the likelihood of response is 10% and the predicted gross profit 
on each wine sale is $50 then the expected net profit, prior to targeting, is 
$5 (10% × $50). If your objective is profit maximization, then all you do is 
simply target everyone where the expected gross profit is greater than cost of 
targeting them, i.e. the expected net profit is greater than zero.

Another example of dual model usage is setting insurance premiums. An 
insurer will build a classification model to predict how likely someone is to 
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make a claim and a regression model to estimate the value of the claim, should 
a claim be made. To set the value of someone’s premium the insurer multiplies 
the likelihood of a claim by the estimated value of the claim. They then add 
an amount to cover their administrative costs and profit margin to arrive at 
a premium.

If you want to get really clever when it comes to marketing insurance, you can 
extend this idea further and construct models to predict many different things 
along the customer engagement path. You could, for example, build models to 
predict all of the following:

The likelihood of someone responding to marketing activity by requesting 
an insurance quote.
The likelihood of someone who already has a quote taking up the insurance 
offered.
The likelihood of the insured making a claim.
The value of the claim, should a claim be made.
The expected legal and administrative costs of a claim, should a claim be 
made.

You could then use all five models in combination to generate quotes for 
customers. If you want to go one step further, then you also build a price 
sensitivity model and adjust the price of insurance to the point just below 
where your customer decides to shop elsewhere.

Coming back to Booles, a good question to ask is: Why did the marketing team 
begin by building a model to predict response, rather than a model to predict 
the profitability of customers? The reason is that that this was not what they 
were asked to do. Their original objective was to obtain a certain number of 
new customers. Consequently, they built a model to identify any potential 
customers, not the most profitable ones. Profitably was a constraint (must be 
greater than zero), but maximizing profit was not an objective for them.

OK, but why didn’t they build a single profit model for the second part of 
the problem, when they were asked to generate profit? Why did they use 
two models to predict response and gross profit respectively? For problems 
like this, you usually get better predictions from building several component 
models and then combining them, instead of building a single model to 
predict the final outcome. This is particularly true when there is a “hurdle” to 
overcome. For Booles, the hurdle is response. 98.4% of people targeted failed 
the hurdle, i.e. generated zero profit because they did not respond. If all these 
cases where included in the sample used to build the gross profit model, then 
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the modeling process would be dominated by zero cases. The practical result 
would be that the model would be very good at predicting zero cases, but 
not anything like as good at picking out the relatively few high-profit ones.

For hurdle problems like this, the larger the proportion that fail the hurdle, 
the better it is to split up the problem and have two models. The first model 
predicts whether the individual will pass the hurdle, while the second model 
predicts the magnitude of the behavior exhibited by those that pass the hurdle.

2.5 Override rules (business rules)

The Booles case study demonstrates a very purist use of predictive models. 
Decisions were made using only the scores from the models – no human 
involvement was required in determining what the outcomes should be. One 
perspective is that this is how you should use your models to get the best from 
them. Each and every decision about a customer is made automatically on the 
basis of the score alone. However, in many practical applications it is common 
to use business rules to override score-based decisions in certain circumstances. 
These override rules are applied to meet strategic objectives beyond the scope 
of the model, or to ensure that certain actions are/are not taken for some 
individuals, regardless of the score that they receive.

One reason for override rules is legislation. There are laws that require you 
to treat certain people in certain ways; otherwise you face the risk of legal 
action and/or reputational damage. In the USA for example, legislation 
around alcohol sales is a nightmare. Every state has its own laws. There are 
different rules depending upon the alcohol content of a product, how much 
wine a person can buy each year and whether the wine is coming direct from 
a producer or via an intermediary. Amazon now sells wine online in the USA, 
but it took Amazon three attempts, and more than ten years, to get its wine 
offering right, mainly due to the complexities of state legislation.10 If Booles 
were operating its online wine service in the USA then at the very least it 
would be prudent for the marketing team to use the following override rules, 
regardless of the scores people received:

Do not target people aged under 21 (Legal age at which alcohol can be 
purchased).
Do not target people living in states with laws that prohibit selling alcohol 
via mail order/online (for example Mississippi, Utah and Kentucky).
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Often override rules like these are applied automatically to generate a 
decision – such as do not target people who live in certain states. Sometimes, 
however, override rules are required to divert cases to a manual process, to 
be dealt with by a human expert. In European countries, EU data protection 
legislation11 gives individuals the right to have any automated decision 
made about them reviewed by an individual. This right is rarely taken up, 
but organizations that use automated decision making (based on predictive 
analytics, rule sets or any other mechanism) must have a process in place to 
refer these cases for manual processing when they arise.

In some industries, such as financial services, insurance and retailing, there can 
be dozens or even hundreds of override rules applied in conjunction with an 
organization’s predictive models. Some examples of the override rules that are 
very commonly applied by credit card and loan providers include:

Never offer credit to recent bankrupts.
Always accept credit applications from “VIPS” (e.g. directors of the company 
and their spouses)
Never decline credit applications from members of staff without first 
sending it for manual review.
Always decline credit applications from people with an annual income 
below $20,000.
Don’t grant credit to people aged under 18 or over 75.
If an individual has applied for credit within the last 30 days and their 
application was declined, then decline them again, even if their credit score 
has improved.12

If a customer already has one of the company’s products (e.g. a mortgage) 
and they are applying for another product (e.g. a loan) then refer them for 
manual review if they only just fail the cut-off score for this product.

Having a few override rules to deal with a small percentage of exception 
cases will not have a significant detrimental effect on the benefits case for 
a predictive model. In fact, some override rules add value to the decision-
making process if they are based on wider domain knowledge of a human 
expert. A good example of this is the first override rule in the aforementioned 
list – the rule to never offer credit to recent bankrupts even if their credit 
score is very high. The reason for this is that predictive models are only as 
good as the data used to build them. If the data used to build them (the 
development sample) contains no information about certain segments of the 
population, then the model won’t be very good at predicting the behavior 
of people in those segments. Most lending institutions always have, and 
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always will, decline credit applications from people who have recently been 
made bankrupt. Consequently, the development samples used to construct 
their predictive models don’t contain any bankruptcy cases that were granted 
loans, and hence bankruptcy won’t contribute to the credit score people 
receive. Experienced credit professionals on the other hand, know that recent 
bankruptcy is a very strong predictor of creditworthiness and one should 
not extend credit to such people without a very good reason for doing so. 
Consequently, implementing an override rule to decline all recent bankrupts, 
regardless of their score, leads to better decisions than ones based on the score 
alone. Having said this, in general, the more override rules you have the less 
value your models will add to what you do. This is because fewer cases get 
dealt with on the basis of the prediction that you have made about people’s 
actual behavior. In the extreme, if your decision-making processes are driven 
entirely by deterministic rules that take precedence over what your predictive 
models tell you, then this means one of two things:

 1. Predictive analytics is not the right approach to be taking for that type of 
problem. 

 2. You need to change your process to enable predictive analytics to be 
applied as it should be.

With regard to the first point, it’s important to remember that predictive 
analytics is only useful if you don’t know what someone is going to do – it’s 
about increasing the level of certainty that you have about an unknown 
event or behavior. If there is only one possible outcome; i.e. the behavior is a 
certainty, then you don’t need a predictive model to tell you this.

A great example of this was when I worked with an organization that wanted 
to use predictive analytics to identify people who were highly likely to have 
made mistakes when completing a form about their financial circumstances, 
such as their income and the value of their assets (property value, share assets 
and cash savings). The idea was that these people would then be contacted to 
confirm that the information that they had provided was right, or correct it if 
it was wrong. However, it turned out that the organization actually had access 
to an independent source of this data via a third party. All that it needed 
to do was compare the values provided on the form with the third-party 
information and target those where the values differed significantly. There was 
no need for a predictive model
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As someone from the UK, the sort of things that come to mind when someone 
mentions culture are Shakespeare, Buckingham Palace, Mark E. Smith, the 
King James Bible, Mary Poppins, hobbits, Charles Dickens, Withnail and I, 
Henry Moore and the League of Gentlemen. These are all quintessentially 
British things that form part of Britain’s rich and diverse cultural heritage, but 
a society’s culture is far more than just the music, art and literature it creates. 
In its broadest anthropological sense, culture is about the full spectrum of 
behaviors and activities that individuals within a society undertake. The 
arts are a part of this, but culture covers the way people do things, how 
the pecking order is determined, what is acceptable behavior, what is not 
acceptable and what is taboo.

When discussing organizational culture, what we are talking about isn’t dissimilar 
to the culture of a society. Organizational culture is about how people behave in 
that organization; what their values and motivations are, what is the right way 
to do something and what is unacceptable. Each organization can be viewed as 
its own little society distinguished from other organizations by the individual 
patterns of behavior adopted by those that work for that organization. In some 
organizations the culture demands that men wear a tie, in others it’s an oddity 
to see anyone not in jeans. In some organizations (particularly in Japan, the 
USA and UK) working more hours than you are contractually obliged is widely 
expected. In France, Spain and Greece few work more than they have to. 

Sometimes cultural norms are enforced by rules which, if you break them, 
lead to disciplinary action. In other situations cultural norms are dictated by 
“custom and practice” – things are done that way because they have always 
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been done that way. When someone joins an organization they adopt the 
culture or they risk being ostracized by their colleagues – “When in Rome do 
as the Romans.” It’s also important to realize that just like society, organizations 
also have sub-cultures. The debt management department has a very different 
ethos for doing things than the marketing department. The London office has 
one way of working, the Paris office another.

Cultures are not created spontaneously. They develop over time. Some reach a 
steady state that hardly alters from one year to the next; others are constantly 
evolving. Sometimes cultural change is slow and natural, sometimes change 
is much more dramatic and traumatic, driven by a new management team 
or new legislation. Organizational cultures are complex, and it’s not always 
easy to foresee what might happen if you try and change one bit of the 
culture – there are often knock on effects and unforeseen consequences.

If you want to change your organization’s culture then this is something that takes 
time and effort, and there is usually more than one change strategy that can be 
adopted. One option is to work from within, making small incremental changes 
that accumulate over time to move things towards where you want them to be. 
The other option is to overhaul things quickly in one go and then move on to 
the next challenge. When we apply this to predictive analytics, the question is 
whether you start by using analytics on a piecemeal basis to improve a business 
process over here, then another one over there and so on, or come up with some 
sort of master plan to transform the business in a strategic and integrated way. 
Each approach has its benefits and drawbacks, and how you approach cultural 
change will depend on a number of factors, including the appetite for change, 
how the powers within the organization view change and the level of acceptance 
or resistance to new ways of working within the workforce at large.

3.1 Embedded analytics

Every now and again I attend industry conferences on predictive analytics. 
One thing I have noticed is that people often talk a lot about the need for 
an “analytics culture.” What they usually mean is building up a good team of 
highly skilled (and highly paid) data scientists who will somehow manage to 
do all the things that need to get done with regard to analytics. 

Establishing a good team of data scientists is part of an analytics culture, but 
there are a lot of other issues that need to be addressed if an organization is 
to be successful in evolving a culture that accepts automated decision making 
based around predictive analytics. The other things tend to get forgotten 
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about or left in the background. The mantra seems to be: “If you have good 
data scientists then the rest will follow….” Personally, I don’t like the phrase 
“analytics culture.” To me it implies that analytics is the be all and end all that 
overshadows all the other facets of an organization. Consequently, I prefer the 
term “embedded analytics” when discussing predictive analytics in the context 
of organizational culture.

When we talk about having an “analytics culture” or “embedded analytics,” 
what do we mean? An organization’s attitude to data, analytics and automated 
decision making, driven by predictive analytics, all contribute to an organization’s 
culture. If an organization is going to successfully embed analytics it needs to:

Have the commitment of senior managers who support the use of analytics.
Have a middle management that has a good understanding of the benefits 
and limitations of data and analytical methods. To put it another way, they 
should know what is possible using predictive analytics and what is not.
Value data. Data is a commodity to be utilized, not something to sit idly in 
a corporate data warehouse.
Be “data driven.” Decisions are evidence-based, drawn from what the data 
is telling you, rather than hunches and “gut feel.” This does not mean 
human judgment is unimportant, but that were the data supports or 
refutes a particular view or idea you give it due consideration.
Maintain a skilled analytical team that has the capacity to reach out to 
the business and communicate analytical solutions in ways that they 
understand.
Have buy-in from the “front line” who must act upon the decisions that 
result from using predictive analytics to predict behaviors. 

So what this means is that the use of automated data driven decision making, 
using predictive analytics, must be accepted across the organization. Everyone, 
from senior managers to front line staff, needs to be comfortable acting upon 
the decisions being made by the organization’s automated decision-making 
systems. For senior managers this means being willing to “walk the walk” 
and take responsibility for analytics systems within their command structure, 
rather than just talking about the benefits that analytics may bring and 
delegating the responsibility downwards. 

In some industries all these things are already in place. Predictive analytics is 
accepted and fully embedded by all the major players in that industry – it’s 
part of their culture. In banking and mass market direct marketing, predictive 
models drive almost all customer interactions, and most people are pretty 
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blasé about automated decision making. Predictive models have been used for 
decades and everyone takes them for granted – there is no debate about their 
value and no opposition to their use. These days there is even a regulatory 
requirement to use predictive models to calculate how much capital a banking 
organization needs to hold to cover any unexpected losses that it might 
incur.1 So, if you are someone who works for a bank or marketing company, 
you may be wondering why there is a whole chapter on embedding analytics 
and organizational culture! The reason is that in other industries predictive 
analytics is not as well established, and almost everywhere where predictive 
analytics has been attempted there has been strong resistance to its use. 

Usually the battle to use predictive analytics has been won, but not always. 
Sometimes efforts to implement predictive analytics have failed, even though 
on paper the advantages to the organization are clear. At a recent seminar 
I attended,2 a delegate from a European Tax Authority described their six-year 
struggle to get a predictive model implemented. Front line staff had resisted 
it from the outset and it was only after several failures and a lot of effort that 
the model had finally been put to use. Yet, in other tax authorities, such as 
Australia, the USA and UK, predictive models have been used for years and the 
case for predictive analytics in tax collection has been proved many times over.

One of the most important factors in successfully embedding analytics in 
your culture is to have good change people: that is, people who know how 
to create the space to allow the data scientists to do their thing and who can 
get the rest of the organization to buy in to the solutions that they deliver. 
These people don’t need to be data scientists themselves, but rather have 
the expertise to make things happen and be able to take the rest of the 
organization along with them. In this respect, getting a good quality analytics 
team in place is probably the last thing on the list that you need to get right, 
not the first. You need to create the appetite for predictive analytics before 
you start recruiting people to do it. I’ve seen more than one case where whole 
teams of data scientists have been brought into organizations, have developed 
all sorts of predictive models that had the potential to deliver real business 
benefits, only for the solutions never to see the light of day because of a lack 
of understanding and buy-in from all sorts of people.

3.2 Learning from failure

As I say, I attend industry conferences now and again. Another thing that 
I tend to notice at these events is that every presentation is a showcase for 
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the organization and the individual presenter. Almost everyone has a success 
story to tell (as do I!), which is great, but you rarely hear about the failures. 
This is very different from the academic approach. Failures and “non-results” 
are seen as just as valuable in extending human knowledge as successes and 
positive outcomes.3 As most management books will tell you, failure is a key 
part of learning, and as someone once said, “It takes a wise man to learn from 
their mistakes, but an even wiser man to learn from the mistakes of others.”4 
Therefore, in the next part of this chapter I’m going to give some examples of 
failure – in particular, projects where predictive analytics has been tried, but 
failed to be implemented or never delivered any business benefit. Hopefully 
you can learn from these tales of woe and avoid such mistakes yourself.

Personally, I’m not embarrassed to say that I was involved in some of these 
projects, but others might be. Therefore, while all the cases are based on 
real-life projects, I’m not going to disclose the names of the organizations or 
individuals involved. I have also changed/modified a few things that might 
identify those individuals/organizations.

3.3 A lack of motivation

The first tale I am going to tell is about a medium-sized regionally based 
finance company that worked with retail outlets to provide finance for 
furniture and home appliances – sofas, washing machines, TVs and such 
like. For several years the company, a long-established and quite traditional 
institution, had been gradually losing market share to the large national 
players in the industry. They had finally realized that they needed to do 
something different if the decline wasn’t to become terminal. The guys in the 
credit department had heard a lot about predictive analytics (credit scoring in 
particular) and were interested in developing their own credit scoring models. 
After some enthusiastic meetings with various board members, Geoff, who 
worked in the credit department and was responsible for the company’s credit 
risk policy, got funding to take the idea forward. So Geoff called us in and 
we discussed what he wanted. We then dutifully wrote everything up as a 
set of business requirements, presented the requirements back to the senior 
management team and got their sign-off on the project. Four months later, 
after a lot of time spent gathering and analyzing the company’s data, with 
update meetings and check points at key stages of the project, we delivered 
two credit scoring models – one for assessing new customer applications and 
one for assessing additional finance for existing customers. The models were 
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presented to the board, the company received a full report describing the 
end-to-end process, plus detailed instructions about how the model worked 
and the logic required to calculate the scores. Geoff was happy, his managers 
seemed happy and therefore we were happy. 

A couple of months later I met up with Geoff at an industry conference and 
asked him how things were going with the models.

We haven’t got them implemented yet – it’s going to cost a lot more than 
we thought to re-engineer our mortgage and loan process to include the 
models. We’ve also got quite a few other things on at the moment, so we 
were thinking about pushing the implementation back to next year when 
we have more IT resource available.

I met Geoff again at the same conference the following year, and the models 
still weren’t implemented. This time the problem was the new operations 
director – who had not been around when the models had originally been 
developed. He was opposed to changes to working practices and staff 
reductions that would invariably result from using the models to assess risk, 
rather than human underwriters. As Geoff noted rather bitterly, this apparent 
concern for his staff was probably because losing staff would mean a smaller 
empire for him to manage. 

It was a couple of years before I met up with Geoff again. The models had 
never been implemented, and when he had moved to work for another 
organization the project had simply sunk without trace. Later that year the 
company, whose fortunes had never improved much, was taken over by one 
of the bigger players in the market. As a result, 90% of head office staff had 
been laid off. The company was now little more than a brand name, with all 
its customer accounts managed by the parent company’s operations center.

One lesson I learnt from this story is that building a predictive model is often 
the easiest part of a predictive analytics project. At the end of the day, a 
predictive model on its own is worth little more than the paper it’s written on. 
Redesign of business processes and getting a model implemented is far harder, 
more time-consuming and more costly. If you are implementing predictive 
analytics for the first time then you need to be willing to invest in the IT 
and process changes required to deliver automated decision making. This is a 
mistake that many organizations new to predictive analytics have made and 
one which most consultancies have capitalized upon. These days, suppliers 
of predictive analytics solutions prefer to offer full end-to-end solution 
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management for a customer, with ongoing license fees and running costs, 
rather than just building a few models for a customer as a one-off. 

There is a second broader lesson. The finance company didn’t disappear just 
because it didn’t implement credit scoring (although that may have been a 
factor). The real reason is that it hadn’t thought through and committed to 
the process of change, and therefore never made the strategic decisions that 
were required to survive in what was a rapidly evolving financial services 
sector at the time. 

A final factor in the company’s failure was one of ownership and responsibility 
for the models. Geoff, with all good intent, had been the project champion. Yet 
he was not senior enough to get it pushed through – the Operations Director 
was able to get the project sidelined with little resistance from his peers. One 
thing that should have been done was to make the model development and 
implementation the responsibility of someone higher up the management 
chain, ideally a suitable member of the board – so giving them an incentive to 
see the project completed successfully. 

3.4 A slight misunderstanding

The next story I want to share with you is about a large European organization, 
with a diverse customer base comprising many millions of individuals and 
businesses. A key task for the organization was screening its existing customers 
to identify fraudsters. These were people making false claims for cash payouts 
or those not paying the organization as much as they should. The organization 
operated a three-stage approach to fraud identification, as shown in Figure 3.1

The first stage involved generating “short lists.” A short list was generated 
automatically using a few simple rules that identified customers who had one or 
two risk factors associated with them. Each short list contained anything from 
a few dozen to a few thousand “high-risk” cases. For example, the “multiple 
payouts” list contained details of people who had received many payouts in 
a short period of time. Another list contained details of customers who had 
only made small payments, but whose assets and income suggested that they 
should be paying a lot more for the services that they received. The rules used 
to generate the short lists were reviewed each year and changes made based on 
what the fraud experts thought the significant risk indicators were. 

In the second stage, the case review team (comprising a number of fraud experts) 
reviewed the shortlists and identified the cases that seemed most suitable for 
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investigation. Typically, only about 30–40% of cases on any given list would be 
selected as “high-risk” and the rest discarded. The case review team then handed 
over the cases that they had selected to the fraud investigation unit. 

In the third and final stage, the investigation unit considered the cases it had 
been provided with and carried out a detailed investigation of a case if they 
felt the case warranted it. An investigation involved reviewing the paperwork, 
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figure 3.1  The fraud process
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asking the customer questions, making a site visit if that was appropriate and 
referring cases to the authorities if large scale-organized fraud was suspected. 
However, it was not unusual for the investigation unit to reject cases that the 
review team had provided. 

The reasons for rejection were many, and occasionally caused some friction 
between the two teams, but rejections usually had something to do with the 
financial targets that the investigation unit had been set. The targets were 
based on the amount of money the unit recovered. A case might clearly be 
fraudulent, but if there were no money or assets to recover then there was 
no point investigating it.5 So cases would be rejected if the customer under 
investigation had just died, had moved overseas or had no assets to speak of. 
Some cases would be rejected because investigators thought that they were 
difficult cases, and would therefore take a lot of time and effort to resolve. 
Their time would be better spent chasing up a larger number of simple, 
quickly resolving cases, increasing the overall amount of recoveries. 

I also heard of a few situations in which cases were rejected for quite bizarre 
reasons. One example was where an investigator only took a case requiring a 
site visit if it happened to lie between the office and where the investigator’s 
children went to school, so that he could then pick up his kids rather than 
heading back to the office. If the case was off the beaten track it would end 
up in the rejection pile.

As you can probably imagine, the organization wanted to make its fraud 
investigation process more efficient. The organization decided that it would 
use predictive analytics to replace the short lists and case review team. 
A predictive model would be used to predict the probability of fraud for 
each and every one of the organization’s many millions of customers. So this 
was going to be a classification model, predicting whether or not someone 
was likely to be a fraudster. Customers would then be ranked by score, and 
those at the top of the list would be passed directly to the case investigation 
team – making the case review team redundant. 

The organization hired a consultancy firm to build the model, and on paper 
the performance of the model was pretty good. A blind test based on a 
historic sample of fraud data showed that the model was able to identify 
segments of the customer base where the risk of fraud was many times the 
average and much better than most of the existing short lists. On the basis of 
these results the organization launched a pilot program. The highest scoring 
0.025% of customers were sent directly to fraud investigators without any 
short lists or case review being undertaken. 
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The pilot was a disaster. The proportion of cases rejected by the investigation 
unit shot up from just under 10% to more than 60%. Why? There were 
several reasons:

There were a higher proportion of complex cases. Yes, there was good 
money to be found, but they involved too much time and effort for the 
investigators to feel it worthwhile pursuing them.
Some of the cases were located at bogus addresses, making investigation 
impossible.
A lot of cases related to bankrupts without any assets.
The model generated cases “without obvious risk.” Yes the cases were highly 
likely to be frauds, but close examination of the case did not reveal any one 
specific thing to account for the risk. This made it difficult to open a line of 
enquiry with the customer. The investigators were used to beginning their 
customer dialog with something along the lines of “We are investigating 
you because….”6

With regard to this final point, one of the things the review team did was to 
select cases because there was something that clearly didn’t stack up and pass 
this information on to the investigator to use as leverage when investigating a 
case. For example, the customer claimed to have no income, yet was living in 
an area where the average property sold for more than $1m. Another example 
was where a customer had made a claim for their spouse but was unmarried. 
In summary, the organization had failed to realize the full value added by the 
review team. They didn’t just identify cases that were fraudulent, but also 
considered the “workability” and value of the cases, i.e. those cases where 
the investigation team had a reasonable chance of finding the fraudster and 
recovering money from them.

To try to salvage the situation it was decided to reintroduce the review team 
to the process. To all intents and purposes, the score was now going to be used 
to generate a new type of short list. However, this simply moved the problem 
upstream. The cases handed to the investigation unit were fine, but the review 
team were only selecting around 15% of cases on the list – less than half the 
number they were selecting before. This was despite all the cases on the list 
technically being high risk. This meant that the review team had become less 
efficient and hence more costly. So the second pilot was also deemed a failure.

In a last-ditch attempt to get some usage from the model, the organization 
decided that it would continue to use its existing short lists, but attach the 
model score to the short lists, together with the variables that featured in the 
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model, and then see if it improved the quality of the case selection process, 
the idea being that the extra information would help the review team make 
better and faster decisions. However, this was exactly the opposite of what 
happened. The review team actually took longer to review cases when the 
scores were provided, and there was a tendency to decline simple workable 
cases if the score indicated fraud. This was seen as the last straw and the 
project was abandoned. So what had gone wrong this time? Three things 
were identified:

 1. The extra information that had been provided meant that there was more 
information to consider, and hence the review process took longer.

 2. The reviewers didn’t really understand what the score meant. Yes, they 
knew it meant that a case was risky, but not why it was risky. So they 
didn’t make much use of it.

 3. The review team knew what it meant for their jobs if the model proved 
to be a success. Some staff adopted a deliberate policy of not selecting 
cases if the score was high in an attempt to discredit the model’s ability 
to predict fraud.

The biggest failure of this project was a lack of understanding of the existing 
process; what happened at each stage and why. Another fatal mistake was to 
give the scores to the review team and let them decide how to use it. As a 
rule, people don’t accept that simple models, such as scorecards and decisions 
trees (or more complex models) can do a better job of prediction than they 
can, particularly if they are experts in the field. What you tend to find is that 
humans will go with their own judgment, rather than trust the model score 
every time – so the model becomes useless. Models aren’t perfect and get it 
wrong sometimes, just like people, but not quite as often. Those that oppose 
the use of predictive analytics will always pick out the cases where the model 
got it wrong, rather than acknowledging where the model got it right.

There are a number of approaches that could have been taken which would 
have improved the chances of the project being a success. One option would 
be to change the model. The model that was constructed predicted the 
probability of a fraud, but what would have improved matters is if it had 
been designed to predict the value of funds recovered.7 Override rules could 
also have been applied to remove many of the “unworkable” cases, such as 
bankrupts and the deceased. Another option would have been to leave the 
existing process more or less unchanged, but use the model to remove low-risk 
cases from the existing lists before they got to the review stage; i.e. rather 
than using the model to identify high-risk cases, it could have been used to 
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automatically deselect low-risk cases. This would allow the human assessors 
to concentrate on the best cases in each list, increasing the selection rate and 
improving efficiency, but without any changes or disruption to the existing 
fraud investigation process.

3.5 Predictive, but not precise

One organization I worked with required customers to complete a complex 
online form that asked them to provide all sorts of information about their 
employment, income, expenditure and lifestyle over a number of years. 
Analysis showed that around 20% of people made serious errors when 
completing the form and this caused a lot of problems further down the line 
that were expensive to resolve. 

A proposal was put forward that maybe we could use the information on the 
form, plus additional information we held about customers, to predict in real 
time who had made an error the moment the form was completed. The idea was 
that we could send customers an e-mail telling them they had probably made 
an error within seconds of them submitting their form. As well as informing 
them of their mistake, the e-mail would contain a link back to the form, giving 
them the opportunity to amend and resubmit it before it was processed further.

The initial reaction from the business was positive. Preliminary analysis 
showed that it was possible to use predictive analytics to identify a group 
where the error rate was around 75%. If we could target the 75% group 
and reduce the error rate by even a couple of percentage points, this would 
translate into significant savings when processing customer information later 
on. However, the problem with this approach soon became apparent when 
we started thinking about how the model would be used operationally. The 
scenario was something like this:

 1. We use the model to identify those who have a 75% or greater chance of 
making an error on their form.

 2. We send these customers an e-mail telling them that they have made an 
error, and allow them to modify and resubmit their form.

 3. The customer follows the link in the e-mail.
 4. The customer amends their form and resubmits it.

OK – that sounds reasonable, but there were over 50 questions on the form. 
The model would only generate a single score that would predict if something 
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on the form were wrong – it would not tell us anything about which of the 
50 questions might be in error. So what is the customer going to do when 
they get an e-mail telling them that they may have completed the form 
incorrectly? They will ring the call center and ask: “What have I got wrong?” 
and our answer will be “We don’t know!” The situation was made worse 
by the fact that the model was only 75% accurate. Twenty-five per cent of 
customers that we contact will actually have got things right, and all we are 
doing is encouraging them to change something that will increase the error 
rate. Consequently, the project was canned at the feasibility stage.

The project team did play with the idea of building models to predict 
specific errors, i.e. a model to predict if the customer had made an error on 
question one, another model to predict error on question two and so on. 
However, we didn’t follow this up for two reasons. One was complexity. 
Managing just one or two models is a non-trivial task. Having anything up 
to 50 models, all predicting different things just to check one form, didn’t 
make business sense. Second, the predictive ability of the individual models 
would probably have been too low to have been of practical use. Why? 
Because predictive models tend to work best when they are focused on 
predicting clear, obvious things. When it comes to more nuanced outcomes 
it’s much harder to build models that deliver the same level of accuracy. 
In banking, predicting whether or not someone will default on a credit 
agreement within the next six months is a much easier task than predicting 
how many days in arrears they will be in six months’ time. Likewise, models 
that predict the month in which an insurance claim will occur are less 
accurate than a model that simply predicts whether or not an insurance 
claim will occur by a given date. That’s not to say it’s impossible to build 
usable models to predict things like this, but the task is more difficult and 
the results are often less accurate.

Although the idea for the form-checking model was not taken forward, the 
concept of using models to predict customer errors didn’t die completely. 
Instead of trying to identify problems at the time when the form was 
completed, the team instead looked at a model that was applied prior to 
the customer completing the form. The action that resulted from someone 
getting a high error score was to tailor the cover note and instructions that 
were provided with the form. When the model predicted a high likelihood 
of a mistake, greater emphasis was placed on text suggesting ways that the 
customer could seek help when completing the form. In addition, a list of the 
“top five most common errors” was provided. This proved to be a successful 
approach to reducing the error rate.
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3.6 Great expectations

My final tale concerns a UK mortgage provider. The bank had been using 
predictive analytics for many years to do all sorts of things, from marketing 
through to debt collection, and was a strong advocate of data-driven analytics 
and automated decision making.

In the mortgage market, a key driver of profitability is foreclosure (repossession 
of the mortgaged property). Mortgage providers use predictive analytics to 
estimate the likelihood of foreclosure. These predictions are then used to make 
decisions about how to manage customer relationships, such as whether or 
not to extend further borrowing (low probability of foreclosure combined 
with high equity) or when to initiate foreclose action, if an account is in 
arrears and it is unlikely that the customer will recover their ability to make 
repayments. These models are also very important for capital calculations 
that determine what assets a bank needs to hold in reserve to cover any 
unexpected loss events that might occur. 

For the majority of customers struggling to meet their mortgage repayments, 
the path to foreclosure is, sadly, pretty straightforward. They get behind with 
their repayments and various attempts are made to reschedule the debt, offer 
payment holidays and so forth to give the customer time to pay,8 but if the 
arrears continue to accrue then the mortgage provider will foreclose.9 However, 
a significant minority of foreclosures are voluntary.10 The customer hands back 
the keys to their property before any legal proceedings are undertaken. The 
customer has concluded that there is no realistic way for them to make their 
repayments. Therefore, they decide to end things as quickly as possible and 
make a fresh start, rather than enduring months of being chased by the debt 
recovery department before repossession inevitably occurs. What is interesting 
about voluntary foreclosure is that there are often no arrears, or the customer 
has only missed one or two payments. It occurs out of the blue with little or 
no warning.

Voluntary foreclosure is a bit of a headache for mortgage providers. This is 
because homes that have been repossessed typically sell for well below market 
value. If someone is in arrears and foreclosure is a distinct possibility, then the 
mortgage company will account for the potential shortfall in their impairment 
charges (provisions for bad debts). However, when a home owner hands the 
keys to the property back to the lender without warning, the lender is faced 
with a sudden and unexpected loss, often tens (and sometimes hundreds) of 
thousands of dollars per property.
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What the bank wanted to do was use predictive analytics to forecast voluntary 
foreclosure within the next three months. Where the model predicted that 
voluntary foreclosure was likely, the bank would contact the customer and ask 
them to come in to their local branch for a face-to-face “financial review.” On 
the basis of the review the bank would do one of three things:

 1. If the customer was struggling, but the mortgage was potentially 
salvageable, then agree an action plan with the customer before the 
arrears began. This might include rescheduling the debt, putting the 
customer in touch with debt charities, or even just providing a bit of moral 
support.

 2. If the situation looked hopeless, then help the customer to sell their home 
while they were still in it. This would ensure that the full market price of 
the property would be realized, benefiting both the borrower and the 
lender.11

 3. Nothing, if it appeared that the customer’s finances were sound (i.e. the 
model got it wrong).

To meet the objective, the analytics team spent a couple of months gathering 
data and building what at first sight was a great model. Statistical measures 
of how well the model distinguished between voluntary and non-voluntary 
foreclosure were superb.12 Using the model it was possible to identify a group 
of customers where the likelihood of voluntary foreclosure was 120 times 
greater than the average customer.

The eventual show-stopper for this project arose when it came to implementing 
the model. Yes, the model was very predictive in statistical terms, but what 
the business had lost sight of is that foreclosure is a rare thing and voluntary 
foreclosures even rarer. In any three-month period, the bank typically foreclosed 
on about one in every 2,000 of the mortgages on its books,13 and of these, 
about a third were voluntary. So over a three-month period an average of 
one in every 6,000 customers chose to hand back the keys to their home. As 
discussed, the model could identify cases that were 120 times more likely to 
enter voluntary foreclosure than average. This equates to a customer group 
where one in 50 (6,000/120) were likely to hand their keys back. 

The bank wanted to invite the people in this customer group to their local 
branch and review their situation, but for every 50 reviews undertaken, on 
average only one would be with someone who was likely to hand back their 
keys. The bank estimated that each review required about 2.5 hours to deal 
with.14 Therefore, about 120 hours (three weeks) of staff time would be 
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required to deal with just one case where voluntary repossession was likely. 
The cost of this action was far more than the bank was willing to accept and 
consequently the project was not taken forward. 

The problem in this case was not an unwillingness to accept analytics and 
automated decision making. Nor was it any lack of organization willingness to 
use predictive analytics to drive the business. The problem was the opposite – 
management were too trusting of predictive analytics. The cultural view was 
that predictive analytics could be applied successfully to almost any problem and 
would therefore be applicable in this case too. The business failed to differentiate 
between a good statistical model and a good business (practical) model. 

At the post-project debrief, it was agreed that no business objectives had 
been set around the abilities of the model beyond a somewhat subjective 
statement that it needed to be good at predicting voluntary repossession. 
This was probably because the bank had never had to think much about this 
before. It used predictive analytics to predict fraud and credit risk within its 
marketing and debt management functions, and the models were always 
useful, so nobody had thought to question this one. With hindsight, it was 
agreed that the mortgage review process would only have been viable if the 
proportion of voluntary repossessions in the review population was at least 
one in four – more than 12 times “purer” than the 1 in 50 group identified 
by the model. To put it another way, to be useful the model would have had 
to be been able to identify customers that were 1,250 (6,000/4) times more 
likely than the average customer to voluntarily foreclose. At the outset of 
the project, the project team should have asked about the operational use of 
the model and drawn out this requirement – possibly doing some “quick and 
dirty” feasibility work to get some ball park figures to see if such a predictive 
model was viable before going further. To any experienced model developer, 
the requirement for an uplift of 1,250 times average should immediately have 
set alarm bells ringing. Models that are this good in credit markets (and most 
other application areas) are almost unheard of.

3.7 Understanding cultural resistance to predictive 
analytics

Pulling together the themes from the previous case studies, you can represent 
the issues that you need to overcome in terms of the culture cycle, as shown 
in Figure 3.2.
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Let’s start at the top of the cycle, with Human vs Machine judgment and then 
move clockwise to address each of the other points. There is lots of evidence 
that an expert in a field won’t trust predictions made by predictive models 
over their own judgment. They find it hard to accept that a simple scorecard 
or decision tree can make as good or better predictions than they can, with 
their many years of experience. If a model-based decision disagrees with their 
own view they will go with their own judgment every time. So if you just give 
experts a score and then give them complete discretion over how it’s used, the 
model won’t provide any benefits over the current decision-making process.

People also display bias when evaluating predictive models. If you present 
people with examples of where a model was used to make decisions and the 
eventual outcomes from those decisions, they tend to focus on cases where 
the model got it wrong rather than where it got it right. In particular, there is 
a tendency to pick out cases where the model was wrong, but a human got it 
right. I’ve never yet come across an example of a predictive model that gets it 
right every time, but in almost every case predictive models get it wrong less 
often than human decision makers. However, you only need a few cases like 
this for people to be convinced that the model doesn’t do a good job, resulting 
in a lack of faith in the model’s abilities. 

One of the key causes of conflict between automated and human-based 
decision making is that models and people make predictions in different ways. 
In the world of human judgment and decision making, we look for reasons 

Human vs Machine

Power structures Fear

GovernanceOwnership

ProcessRisk

Ignorance

figure 3.2  The culture cycle
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as to why something occurs – we are driven by causation. Predictive analytics 
on the other hand simply looks for correlations between data items, not the 
cause of the relationships. Causation and correlation are subtly different, but 
the difference is important. A classic example of correlation, which I first 
heard as a management science student in the 1990s, relates storks and birth 
rates. Storks migrate in spring and there is a peak in human births in spring 
as well! So we say there is a correlation between stork migration and births. If 
you have a predictive model which predicts births, then it would be perfectly 
reasonable for stork migration to feature in the model. However, you and 
I know it’s completely wrong to say that stork migration causes births. A 
human would tend to look deeper for the underlying reasons why births are 
higher in spring, by considering what was happening nine months before in 
the previous summer.

One consequence of this difference in approach between correlation and 
causation-based reasoning is that if you show a decision tree, scorecard or 
other type of predictive model to a human decision maker, their assessment 
of how good the model is may not be based on how well the model predicts. 
Instead, they will assess the model based on how well the model mirrors 
their own decision-making criteria. People make statements such as “The 
model can’t be any good because no points are allocated for gender, and we 
all know that gender is a critical factor when it comes to predicting….” That 
may be true, but it may be that other variables in the model act as a proxy 
for gender. Nursery school teachers and cocktail drinkers tend to be female, 
engineers and beer drinkers tend to be male. If occupation and preferred drink 
are in the model then there may be no need to have gender as well, even if 
there is clear evidence that gender is predictive of behavior – the other two 
variables take gender into account. Alternatively, the human decision maker 
may be making an incorrect statement. They think gender is important for 
predicting behavior, but in reality it’s not. The predictive analytics approach on 
the other hand is data-driven. Gender will only feature in the model if there 
is a proven correlation with the predicted behavior and having gender in the 
model improves the model’s predictive ability over and above the other data 
items that already feature in the model. Alternatively, you may find that a 
human decision maker can’t understand why occupation and preferred drink 
are important in the model because they would never consider those things 
important when making their own judgments.

It can be difficult to completely address these sorts of concerns, but there are 
ways to mitigate them. You can show people the evidence – present some simple 
graphs or tables showing how different data items in the model correlate with 
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behavior based on what has been observed in the past. Forty per cent of nursery 
school teachers exhibit the behavior, but only 5% of engineers. Therefore there 
is a clear correlation between occupation and behavior. Alternatively, it is 
possible to construct a model so that it gives greater prominence to data items 
that human decision makers prefer and less prominence to other data items, 
with no significant loss in the model’s predictive ability.15 It can also be prudent 
to exclude certain data items altogether, even if those data items are predictive. 
A small loss in predictive ability is seen as a reasonable price to pay for the 
model being accepted by business users.

Fear is the next item in the culture cycle. Many people fear the introduction 
of predictive analytics, and with good reason. Predictive analytics means 
efficiency, and efficiency usually means fewer people, deskilling and lower 
pay. Consequently, those that feel threatened by predictive analytics will take 
defensive action to protect their positions – which is quite understandable. For 
predictive analytics to be successful you need to put in place the process and 
governance structures to ensure that the decisions made using the model score 
are acted upon. To put it another way, a decision is only as good as the action 
that’s taken as a result of that decision. 

Two of the biggest reasons why predictive models fail to add business benefit 
are poor management information and weak governance. The decision-
making process is not monitored to see if the correct actions are being taken 
and insufficient controls are put in place to ensure that score-based decisions 
are executed correctly. A very common failing is for managers to hold a 
training session and then send a few memos round to people telling them 
not to override the model. Some people forget, others ignore what they have 
been told and some will actively seek to discredit the score-based decisions 
being made. So in simple terms you need to be tough if you are going to make 
predictive analytics work for you. The three things you need to do are:

 1. Remove the opportunity to override score-based decisions.16

 2. Put in place the management information systems to be able identify 
where overriding occurs and by whom.

 3. Take firm action against those that don’t comply.

The easy option is to threaten to fire people if they don’t comply. It’s true that 
one aspect of good management is being able to take decisive action when 
it’s required, but that doesn’t mean you must set out to put people’s backs 
up, frighten them or force them to do things unless there is no other option. 
A good communications strategy, explaining why the organization is changing, 
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why new processes are required and so on, can go a long way to mitigating 
bad feeling. A few chats with the right people over coffee can work wonders. 
Many people don’t like change, particularly if they feel threatened by it, but 
they are more likely to respect the change process if you can persuade them 
that using predictive analytics is the right thing to do. In the long term that’s 
a much better option in terms of good employee relationships, staff turnover, 
productivity and so on than forcing unwanted change upon them.

Ignorance is another issue that needs to be addressed. Most people don’t have the 
slightest idea of what a predictive model is, how one is developed, their benefits 
and limitations or how they are used – it’s a magical black box. So you need to 
up-skill your people to a sufficient level. I don’t mean that you need to teach 
people the technical skills about how to build a predictive model, but the right 
people should know what a predictive model looks like, how a score is calculated 
and how it is used; i.e. the sort of things we covered in Chapters 1 and 2.

An approach that I follow is to deliver a tailored education and training 
strategy targeted just at the key people who need to know about predictive 
analytics. For middle managers I deliver a one-day classroom-based training 
course. This contains no formulas or equations, but provides people with 
examples of what scorecards and decision trees look like, how to make a 
score-based decision, the benefits and limitations of predictive analytics 
and so forth. For senior managers I have a one-hour version that I deliver as 
1:1 sessions with a particular focus on opportunities (benefits), strengths, 
limitations and risks around predictive analytics.17 

Sometimes people think that everyone in the organization needs to know 
about predictive analytics. In the past I have been asked to develop educational 
materials suitable for thousands of front line staff working in branches and call 
centers. However, my view is that this is a mistake. 

People only need to know about the models and how they are used if they are 
going to be involved in their development and deployment. For front line staff 
acting on the decisions made on the basis of model scores, this does not mean 
they need to know all the ins and outs, what variables feature in the model or 
even that a predictive model is being used. The most important thing is that 
they are provided with the information and resources to do their job. If predictive 
analytics results in different types of cases being worked, then staff may need 
training in how to deal with these new cases. You may need to supply additional 
information in support of the decision-making process, but you don’t need to 
mention predictive analytics to do that. A good example of this is the second 
case study, discussed earlier in the chapter, with the fraud investigators. As well 
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as removing the “unworkable” cases such as bankrupts and deceased, it would 
also have made sense to develop a set of indicators/flags that highlighted any 
particular concerns or issues, which could then be used as the lead into a case. 
The fact that a predictive model was used to select the cases isn’t important if the 
fraud investigators have the information they need to work the case optimally.

Like anything new, implementing predictive analytics has risks, and predictive 
analytics is not always a success. You need to have an appetite for risk if you 
are going to have a chance of success. A lot of organizations talk about a “no 
blame culture” or “acceptance of failure,” but in reality failure is rarely rewarded. 
This leads us on to issues of ownership. One of the biggest risks for any type 
of project is a lack of ownership. I don’t mean not having a project manager, 
but rather someone with sufficient seniority in the organization to be able to 
push things through when they need pushing, who can authorize expenditure 
and resources, and who takes personal responsibility for championing the 
project. In a risk-averse organization that punishes failure, you will find an 
unwillingness amongst senior managers to take on something culturally 
challenging like predictive analytics because of the personal risks that the 
project represents. So you need to find ways to overcome that.

Finally, there is the issue of power. If implementing predictive analytics means 
that you change process and culture, hire new people and fire others, then 
you will find yourself rubbing up against some of the powers within the 
organization. Some people will want to prevent predictive analytics impinging 
on their patch; others see predictive analytics as an opportunity and want 
to steal your fire. So you need to be able to negotiate between interested 
parties to see that the organization’s goals (and your goals), are delivered, 
rather serving the interests of specific individuals or groups within the 
organization. Consequently it’s important to get buy-in from the right people 
and understand who will be influential in deciding how predictive analytics 
develops within the organization. Some questions to consider:

Who will affected by predictive analytics – who are the stakeholders?
Who will gain if predictive analytics is implemented?
Who will lose if predictive analytics is implemented?
Who is going to champion the use of predictive analytics?
Who are the gatekeepers, without whom change cannot be achieved?

In very crude terms, if you are going to “Win” at predictive analytics then those 
that have something to gain have to overcome those that have something to 
lose. You need to consider which side has the greatest influence and authority 
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as they are the ones likely to win. What this means is that predictive analytics 
may naturally be owned by one function, but it may be politically expedient 
for some other part of the business to take responsibility for it, if you think 
there is greater chance of it being pushed through if it sits with that center of 
power. However, what you absolutely don’t want to do is hand responsibility 
for the implementation of predictive analytics to someone who is going to 
lose out from it. 

The final group in the above list are the gatekeepers. These are the enablers 
who have indirect power and influence, but not necessarily any direct interest 
in whether the project is a dramatic triumph or dismal failure. Often, these 
are people in corporate functions such as HR, IT, Finance and so on, that don’t 
have anything to do directly with delivering products or services, but oil the 
wheels of the organization, ensuring that the infrastructure required to run the 
business is delivered and maintained. If you need to acquire resources, develop 
new IT, hire people and so on, then you need to keep these people onside.

3.8 The impact of predictive analytics

The context within which a model is developed and deployed within an 
organization is very important in terms of its impact upon that organization 
and how it operates. Some models can serve their purpose with little or 
no impact on the way the organization works – the model is a tool that a 
particular department decides to use to help it work better, and no one else in 
the organization needs to know about it. Maybe you have a work queue and 
the model is simply used to sort the queue in priority order. 

In other cases creating the necessary environment to use automated decision 
making can have consequences across the organization, even if the model is 
built and owned by a single department within that organization. If a model 
is going to be used to drive automated pricing of insurance products, then 
if you get the model wrong it will have a very serious impact on customer 
recruitment and bottom line profitability.

To help me assess the likely impact of introducing predictive analytics to an 
organization and how much disruption it might cause, I like to consider the 
following things:

 1. The scope of the model. A model with narrow scope addresses a single 
specific problem, usually within one well-defined business area. There are 
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few implications for the wider business. In contrast, a model with wide scope 
affects the whole way that an organization approaches its business processes.

 2. The risks that the model presents. If a part of the business is going 
to be dependent upon the model, and won’t be able to function without 
it, then the model creates an operational risk that needs to be managed. 
If model failure is more of an inconvenience rather than life-threatening, 
then risk mitigation is a much lower priority.

 3. Manual or automated actions. After a decision has been made, it needs 
to be acted upon. Will the required action be undertaken automatically, or 
will an individual be responsible for doing it?

There are no hard and fast rules, but a narrow scope model is often a “one 
shot” model used tactically. It is developed, used for a particular job and then 
discarded. A targeting model, such as the one used by Booles in the case study 
from Chapter 2, is a narrow scope model. The model was used a couple of times 
over the course of a year with the specific purpose of identifying potential 
customers, and that was it. The way the model was used had very little impact 
on other areas of the business outside of the marketing department,18 and the 
marketing team will probably build a new set of models next year. Another 
example of a narrow scope model is an R&D (proof of concept) model. 
A model is built to see if something is feasible, or how much value a model 
might provide. Possibly the model is tested “live” by putting a few cases 
through the model to see what happens, but the model is not used in earnest. 

At the other end of the spectrum, wide scope models have strategic impacts, 
often on an ongoing basis. The model is not used just once or twice, but many 
times – often in real time. A bank’s credit scoring models will be used every 
single day to assess credit card and loan applications, and the models have 
impacts far beyond the credit department. Change the way the model is used 
(the cut-off) and it will impact marketing,19 funding, capital requirements20 
and operations management – all of the core functions of a banking operation.

The second point on the list is about risk. What will happen if you get the model 
wrong? Who will be hurt? How much money will be lost? Whose reputation 
will be damaged and who is likely to lose their job? If the impact is large, then 
you are much more likely to encounter resistance to the implementation of the 
model. At one end of the risk spectrum, predictive models developed as R&D 
carry little risk and it really doesn’t matter what the outcomes are as long as it 
answers the research question that was proposed. At the other end of the risk 
spectrum models are used for things like insurance rating, credit assessment 
and identifying tax evaders. Get these models wrong and millions, perhaps 
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billions, of dollars could be at stake as well as reputational damage to those 
organizations and the individuals that work for them.

The final component of my assessment is the mechanism for dealing with 
people after decisions have been made about them. If the resultant action 
is automated, then you probably don’t have as much to worry about from a 
cultural perspective. If all that happens as a result of your decision making is 
that a promotional text message is sent to people via your CRM system, then 
nobody is really concerned about why specific individuals are targeted and 
not others. If on the other hand, your predictive model is used to identify 
people who should have a limb amputated, then the highly trained surgeon 
who is going to do the job has to have faith in the model. If nothing else, 
the Hippocratic Oath prohibits a doctor from doing harm, and if the surgeon 
has a different view of whether a limb is salvageable or not, then they will 
ignore the model and follow their instinct. We saw similar behavior in the 
second case study, with the fraud investigation team. If a case didn’t match 
an investigator’s expectation of a fraud, then they rejected the case, regardless 
of the statistical evidence that pursuing the case was the right thing to do.

So in summary: Models that are deployed locally, where resulting actions are 
dealt with automatically and where there is little risk associated with model 
usage, are the easiest to deploy. Conversely, models that have strategic, 
organization-wide implications, are business critical and impact downstream 
manual processes, require the greatest cultural change and buy-in before they 
are accepted and put to use. If a model falls into this category, then you need 
to make sure you have everyone on board and committed before you start, 
otherwise there is a significant risk of the project unraveling when it comes 
time to put your models to use.

3.9 Combining model-based predictions and 
human judgment

When a human expert and a predictive model are presented with the same 
information about people, the predictive model will, on average, make better 
(more accurate) predictions than a human expert. However, human expertise 
can still add value to the decision-making process, and for some types of 
decision making it can be a mistake to try to remove all human involvement. 

In the previous chapter we discussed the use of business (override) rules. 
These are rules put forward by business experts, which are implemented 
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alongside a predictive model and take precedence over the model score in 
some situations: for example, never target under 18s with promotional offers 
for tobacco products, even though the model score predicts that they are 
highly likely to take up the offer. The reason why these business rules add 
value is because they draw on wider human experience to provide additional 
information that goes beyond what can be inferred from the raw data alone. 

The design of automated decision-making systems, based on a mixture of 
data-driven predictive models and expert derived business/override rules, 
is one way that human judgment and predictive models can be combined 
successfully. Another way of combining these two methods of prediction is at 
the level of an individual case. Human judgment can add value to model-based 
predictions if the human expert can bring some extra information to the table 
that isn’t available to the predictive model. In tax collection, for example, local 
tax inspectors often have access to information about small businesses on their 
patch that is not maintained in centralized computer based tax systems. For 
restaurants they can do a “drive by” and see how full it is, then have a look at 
the menu prices and come up with a quick estimate of what the restaurant’s 
turnover should be. If their estimate differs substantially from what the 
restaurant declared, then this is a good reason to investigate further. Likewise, a 
doctor can get a lot of extra information from how a patient looks, what they 
say and how they say it, which can help improve diagnosis over a mo del based 
just on physical evidence, such as blood tests, scans and previous medical history. 

As mentioned earlier in the chapter, if you present a person with a score from 
a predictive model and then let them make their own judgment, they will 
usually defer to their gut feel. The score becomes useless. If you are going to 
combine human and automated prediction at the case level, you need to do it 
in the right way. Here are some options for doing this:

 1. Use the model to make decisions in the majority of cases. Marginal 
cases which just pass or fail the cut-off score are referred to a human 
expert to make the final decision.

 2. Use the model as a prioritization tool. All decisions are made by a 
human expert, but the best (highest scoring) cases are dealt with first. 

 3. Distill the population. The poorest (lowest-scoring) cases are removed. 
Human experts then review the rest and make the final decision about 
each case.

Which of these options to take forward, if any, depends on several factors. 
This includes business, cultural, legal and reputational issues. In particular, the 
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level of human involvement in individual decisions will be dependent upon 
the volume and value of those decisions (and the cost of getting it wrong). 
If we are talking about making life and death decisions about thousands of 
patients that a model predicts do or don’t have a particular disease, then you 
will probably want to deploy a good deal of expert opinion in conjunction 
with the model – so we are talking about using the model to do things like 
prioritizing waiting lists (Option 2). However, if we are talking about a mass 
market organization sending out millions of promotional offers for a cheap 
consumer product, then there is probably no value at all in having marketing 
professionals deciding who should or should not be sent an offer – it’s simply 
not practical or cost-effective, and there is no comeback from consumers, 
politicians or the police if you get it wrong. The best option is to automate the 
entire process without any human involvement in individual decisions.
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Data is a key ingredient in the predictive analytics process. You can’t do 
predictive analytics without it. In general, more data leads to more accurate 
models, but not all data is useful. In fact, most data is completely useless 
and it is very much a case of diminishing returns as more data beco mes 
available. Doubling the amount of data you hold about your customers will 
not double the predictive accuracy of your models. Likewise, using twice as 
many customer records to construct a model won’t double the accuracy either. 
There is also a cost/benefit case to consider, in terms of both the number of 
data items you consider for inclusion in a model and the number of individual 
records that are used to construct models. 

On the plus side, the cost of storing, processing and analyzing data has 
reduced dramatically in recent years, which makes it cost-effective to use 
bigger samples and consider more data items than ever before. In the early 
1990s a gigabyte was something that could only be processed by mainframes 
and supercomputers. There was no practical way to analyze a gigabyte of 
data outside of a few universities and specialist research centers. Today, a 
multi-terabyte1 hard drive for your laptop/PC/server costs less than $100. In 
today’s world it doesn’t cost much to store a lot. Consequently, the attitude 
taken by many organizations is to store as much as they can and then worry 
about finding the useful bits later.

One argument against a Big Data “store it all” philosophy is that in the past, 
when storage was so much more expensive than it is today, people spent a 
lot more time thinking about data. They made very conscientious and well-
thought-out decisions about what data would be useful to them in running 

The Value of Datachapte
r 
4
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their businesses, and they made sure that they captured that data. Data was 
only kept if it was useful. If it wasn’t useful it was discarded. If one wants 
to take a somewhat negative stance on Big Data, you could say it’s a lazy 
approach, akin to sifting the garbage that people didn’t think was very useful 
first time around in the hope of finding a few additional scraps of information.

I don’t hold to this view, but there is some truth in it. Data storage is cheap 
these days, but it’s not free. As we discussed in Chapter 1, if you already 
have good data systems in place, extending this to a Big Data view which 
incorporates machine data, unstructured and external data such as text files, 
server logs, telematics, call transcripts and so on may give you benefits, but 
these benefits could be more marginal than you had hoped (or the hype from 
vendors suggested). This is one of the dangers of jumping into solution mode 
with this type of Big Data. It’s often difficult to establish how much benefit 
you are going to get before you do it, and you could end up spending a lot of 
money and not achieve very much.

If you are planning to go down the route of storing and exploring all the 
unstructured (and other) data that you can lay your hands on, make sure you 
do some feasibility work that establishes the value of the data, have clear go/
no go decision points in your project plan and be willing to ditch the project if 
the results of the feasibility study do not suggest that the data adds sufficient 
value. Alternatively, if you are planning to source a project externally, you 
could suggest that the supplier works on a profit share basis rather than 
a fixed fee, taking a percentage of any added benefit that their solution 
provides. In this way, if the benefits are smaller than expected you won’t be 
out of pocket. 

4.1 What type of data is predictive of behavior?

Regardless of what behavior is being predicted – whether it’s someone’s 
propensity to go on a second date with you or the likelihood of having a heart 
attack in the next 12 months, most predictive models use no more than 20–30 
data items (variables) to generate their predictions, and some considerably less 
than that. The scorecard model for loan applications in Chapter 1 contained 
only eight data items and the decision tree from Chapter 2 was based on just 
six. Personally, I have never come across a model that needed to include more 
than about 30 data items. That’s not to say you can’t have a model with more, 
but your model is probably more complex than it needs to be. This is important, 
because although you many have considered thousands of different bits of 
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data on the way to building your models, requiring you to trawl through many 
terabytes of data, you actually only need a very small part of all that data when 
it comes to implementing those models: creating scores and making decisions. 

The big question is: Which 20–30 data items are the important ones? Given 
the explosion in personal data there are often thousands, or even tens of 
thousands, of data items one might consider. So there is a lot of work to be 
done to find just the important data items that you need for your model. 
Thankfully, with the capabilities of modern computer systems, sifting a few 
thousand data items and finding the handful that are most correlated to the 
behavior you want to predict doesn’t take a huge amount of time or effort.

What complicates matters is that there is almost always other data that could 
be acquired or generated in addition to what is already available and this extra 
data doesn’t always come for free. The most prominent sources of external 
data are credit reference agencies and database marketing firms, which hold 
thousands of data items about most of the adult population. They slice and 
dice, combine and refine the data they hold in all sorts of different ways, which 
is then served up for different types of predictive application. Organizations 
then pick and choose the data items they want to purchase from the menu, 
but until they do some analysis of the data they can’t say with any certainty 
whether that data adds value over and above the data they already have.

Another consideration is derived data. To develop a good predictive model one 
doesn’t just use the raw data that’s available. The most predictive data items 
are often derived from two or more other pieces of data. The loan amount 
requested and the borrower’s income might both be predictive of future loan 
default, but industry experience is that the ratio of loan amount to income 
is far more predictive than the two component pieces of data on their own.

So how do you decide what data is likely to be important? One option is to 
rely on “brute force” to examine every possible alternative, gathering all the 
data you can and throwing it at cutting edge hardware/software. However, 
even the most modern massively parallel computer systems will struggle to 
consider all possible variations and combinations of the data. It can be more 
productive to start by applying some common sense, using the opinions of 
subject matter experts to consider what types of data are likely to be most 
predictive and focus on that first, before getting into other, more abstruse, 
data types. When considering the data available for a modeling project, 
I classify it into the types shown in Table 4.1.

Table 4.1 is source agnostic. At this point we are not talking about where the 
data comes from or what format it’s in. Instead, we are talking about the 
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relevance of data items to predict the behavior of interest. In Table 4.1, I’ve 
used burglary as the example of what we want to predict, but the same data 
classification can be applied to all sorts of prediction problems, from insurance 
and consumer credit through to book-buying behavior and health. 

In Table 4.1, I’ve used an immediate family member (spouse) as an example of 
an associated individual. However, there are many other types of association. 
A financial association exists if you jointly take out a loan with a friend, 

Table 4.1 Data types

Data type Description
Primary behaviors Information about a past behavior that is of the same type 

as the behavior you want to predict. If you build a model 
to predict burglary, the fact that someone has committed 
burglary before will be a strong predictor that they will do 
it again.

Secondary behaviors Information about past behaviors which are similar 
(but different) to the predicted behavior. Littering and 
non-payment of parking fines aren’t major crimes, but 
they indicate a propensity to commit worse offences. This 
is why the police pull over cars with broken tail lights; 
there are probably other crimes and misdemeanors to be 
discovered.

Tertiary behaviors Information about past behavior that does not have an 
obvious or direct connection with the behavior being 
predicted. For example, the fact that someone sold a lot 
of items on eBay recently may give some bearing on their 
propensity to burgle.

Geo-demographic Details about a person’s state of being, rather than what 
they have done in the past. For example, their age, blood 
pressure, weight, hobbies, what car they drive, their 
income and occupation.

Associate data Information about other people, someone has a connection 
too. This includes the associate’s behaviors (primary, 
secondary and tertiary) and their geo-demographics. 
If someone’s spouse has a history of burglary, there is a 
greater propensity for them to commit burglary as well.

Sentiments (feelings and 
opinions)

A person’s attitude to things; their likes/dislikes, approvals/
disapprovals. If someone answers a crime survey by saying 
they think it’s OK to steal, or they write a derogatory blog 
about law enforcement, then they may be more likely to 
engage in criminal activity than the average individual.

Network This is information about the nature of the connections 
between a person and their associates. If someone has 100 
friends and 99 of them are burglars, then they are likely to 
be a burglar too.
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or enter into a business partnership with someone. Consequently, their 
previous behavior could be a good predictor of your future behavior. Many 
organizations consider the postcode/zip code in which you live, assuming that 
you share the same attributes as your neighbors and will therefore behave in 
a similar way to them. Your behaviors are also correlated with those of your 
friends, work colleagues and classmates. Even more tenuous links, such as 
belonging to the same organization, club or society, can provide some useful 
insights into your behavior, based on the behavior of other people who are 
members of those groups – even if you don’t know these people personally.

There are no rules written in stone, but what I find time and time again, 
regardless of the type of behavior I am trying to predict, is that data about 
primary behavior is the most important by a considerable margin. It often 
accounts for 80–90% of the predictive ability of a model. If you’ve done it once 
you’ll do it again. If your credit card company offers you a credit limit increase, 
this is mainly because of the (good) repayment behavior you have exhibited in 
the past 6–12 months when paying your credit card bill. If you only ever dated 
sporty types in the past, then you will probably date sporty types again in the 
future. If you buy frozen peas every week at the supermarket, then that’s a 
pretty good predictor that you will buy frozen peas next week too. 

After primary behaviors, information about secondary behaviors adds most 
to the accuracy of predictive models of human behavior. If you pay your 
mortgage and utility bills on time, then that’s a good indicator of how you pay 
your credit cards. If you buy lots of frozen beans, sweet corn, carrots and so on, 
then you might also be good for frozen peas. I also find geo-demographic data 
and associate data (their primary and secondary behaviors) add significantly 
to many types of predictive model, and the closer the association the more 
useful the data: information about one’s nearest and dearest (family, friends 
and business partners) is more important than information about people with 
other types of association. 

In my experience, tertiary behaviors tend not to be very predictive. For 
example, what restaurants people visited, where they went on vacation and 
who they voted for will generally have only the weakest of associations with 
whether someone defaults on their credit card, buys frozen peas or dates 
sporty types. It’s true that every so often someone will put forward a really 
interesting and surprising behavioral association that they have found (such 
as beer purchases are associated with diaper (nappy) sales2 or that insurance 
claims can be predicted using information about credit usage3), but these 
associations are relatively rare, and where they exist they are fairly weak, i.e. 
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they provide only small incremental benefits to models constructed using 
information about primary and secondary behaviors and geo-demographics.

Sentiment data is interesting if you can get it, particularly if the sentiments 
that are expressed relate directly to the behavior you want to predict – in 
effect acting as a surrogate for primary and secondary behaviors where you 
don’t know them. If someone writes a letter complaining to a store about the 
quality of the frozen peas they bought last week, then there’s a good chance 
they won’t buy frozen peas again in future. If they write a letter praising the 
quality of the peas, then the store can probably exclude that customer from 
future discount offers for peas and still get a sale. In the same way, if someone 
writes about a great date they had on a social network site, then that gives 
some insight into the type of person they like to date and so on. Sentiment 
data is one of those things that has really come to the fore in the Big Data 
world, but in practice is hard to do. In many ways, the science and application 
of sentiment analysis is still in its infancy, and consequently it is one of the 
least utilized types of data in predictive models at the time of writing.

With regard to network data, I have found its greatest value to be as an 
enabler, to establish who people’s associates are, and it’s the information 
about the associates that adds most value to the model. What tends to be 
less valuable (except in a few specialist cases)4 is data about the structure of 
the network – for example, how many people someone is associated with, 
whether they are at the edge or in the center of a network and so on.

I find that thinking about data in this way can be very useful, particularly 
when time and resources are limited. My advice is to concentrate your efforts 
accordingly. It might be worth paying for, and investing a lot of time to obtain, 
data about primary and secondary behaviors and geo-demographic data, but 
the return that you see from other types of data is unlikely to be so significant, 
and therefore you need to think more carefully about the cost/benefit case 
for obtaining it.

4.2 Added value is what’s important

When considering different types of data, it is very important to realize that 
data items are not completely independent of each other. If I know your date 
of birth, then I don’t need to ask you your age because I can calculate it. Age 
and date of birth are said to be perfectly correlated – one can be determined 
from the other. If age/date of birth are predictive of behavior, then when 
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I build a predictive model, one or other of the variables will feature in the 
model, but the accuracy of the model will not be improved by including both.

Perfect correlation is rare: more often data is partially correlated. If I know the 
age of your spouse I can make a pretty good guess at your age. If your spouse 
is 35, then there is about a 90% chance that you are aged between 30 and 40, 
but there are a few exceptions, so the correlation isn’t perfect. What this means 
is that I may not know your age, but if I know the age of your spouse I’ve pretty 
much got things pinned down. If I do subsequently find out your actual age then 
that will give more of an insight into your behavior, but not that much more.

What tends to occur is that most data is correlated with one or more other 
pieces of data to a greater or lesser extent. The presence of correlation means 
that when assessing how valuable a data item is, just because that data item is 
strongly predictive of behavior on its own does not mean that it adds value over 
and above the data that you already have. If the new data is highly correlated 
with existing data then it won’t add much to the power of your predictions. 

When assessing new data items you need to assess them in terms of added 
value, not as standalone items. To illustrate this, let’s think about a situation 
where we are trying to predict whether the next car that someone buys is a 
Volvo. Imagine that there are two data sources available to construct a model:

Car purchase history over the last ten years. 
Internet tracking data that contains details of the Internet sites people 
visited in the last few weeks.

Let’s assume that the organization already has data about car purchase history5 
and this is stored in a nice well-structured format in its data warehouse. The 
organization is considering upgrading its IT systems and analytical capability 
to be able to process the additional Internet tracking data and carry out 
analysis of the web-pages that people visited. To evaluate the worth of 
the data the organization builds three different models. The first model is 
constructed using only existing data about car purchase history. This includes 
data items such as which types of car people bought in the past, the age of 
the cars, their mileage, how much they paid for them, how long they owned 
each car before replacing it and so on. For the sake of argument, let’s say that 
this model has an accuracy of 40%, i.e. the model correctly identifies people 
whose next car is a Volvo four times out of ten. 

They then build a second model using only data items derived from the 
tracking data. For example, using variables that represent the number of times 
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each car brand was mentioned in the sites that customers visited, coupled 
with sentiment analysis to create variables indicating whether those car brands 
were discussed in a positive or negative way on those sites. The accuracy of 
this model is 30%. What happens if you now build a third model using both 
types of data together? A naïve expectation is that the model will have an 
accuracy of 70% i.e. the combined accuracy of the two individual models. 
In practice, what you are likely to find is that the accuracy of the combined 
model is only slightly better than the best single data source model – perhaps 
somewhere in the region of 42–43% in this example. 

That’s a benefit, but perhaps not as much as expected. Why does this happen? 
Think about it from a common sense perspective – if each of the individual 
models had an accuracy of say 60%, then that would mean the combined 
model would have an accuracy of 120%, which is impossible! You can’t get 
it right more than 100% of the time. What is happening is that both sets of 
data are overlapping (correlated) to some extent. The Internet data tells you 
something extra, but a lot of what it’s telling you can already be discerned 
from the purchase history data. One often hears figures thrown around like, 
“85% of customer data is unstructured”6 but the important thing is the 
incremental value of that data. It doesn’t matter how much unstructured data 
is available if it’s not giving you something extra. 

On this basis you might think that unstructured (Big) Data adds little 
value, and in some contexts you would be right. However, in many mass 
markets, where we are talking about millions of potential customers, a 
1–2% improvement can translate into a very large financial benefit that 
justifies big IT spending. It is also the case that, when it comes to marketing 
applications, you often don’t have much of the really good behavioral 
information about individuals or their associates. If this is the case, then 
geo-demographic data tends to dominate these types of models. However, 
even geo-demographic data can be thin on the ground. This is one reason 
why Big Data has proved so interesting to marketing people, and marketing 
applications are what you tend to hear most about when Big Data is being 
discussed. By trawling the right sites, distilling information from previous 
customer communications, tracking the movements of people through their 
phone and so forth, one can get some level of insight into people’s behavior 
that would not otherwise be possible. The behavior of associated individuals 
found via (social) network analysis is also seen as an important proxy for 
an individual’s potential behavior. If all your friends drive old bangers, then 
there is a good chance you drive one as well, and won’t be very interested 
in buying a brand new car. If lots of people you work with have the latest 
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smartphone, then you are probably a good prospect for one if you don’t 
have one already, and so on.

4.3 Where does the data to build predictive models 
come from?

In Table 4.1 the different types of data that are useful for building predictive 
models were explored – primary and secondary behaviors, geo-demographics 
and so on. The reason for discussing this first, before thinking about data 
sources and the format in which data is provided, is that when we talk 
about the value of machine data, blogs, Internet tracking data, e-mails and 
so on, this type of data does not have any intrinsic value because of where 
it has come from. It has value because it is contains data about primary 
and secondary behaviors, geo-demographics and so on, which are the most 
important types of data for predicting future behavior – the challenge is to 
extract that information.

Table 4.2 captures the main sources of data that are available for building 
predictive models.

In Table 4.2, each data source is described in terms of how structured it is, from 
high to very low. Highly structured data is usually numeric (e.g. income, age, 
speed of travel) or categorical (e.g. residential status, country of origin, brand 
of car). If data fits nicely into a column on a spreadsheet then it probably has 
some structure. 

Unstructured data, such as customer correspondence, images and sound, 
is more varied. It’s also possible to have semi-structured data. If you allow 
people to enter their occupation as a string of text (rather than selecting it 
from a list), then what you won’t get is a nice number or neat categories, but 
it will be fairly easy to identify the most common occupations, such as teacher, 
cleaner, builder, manager and so on. Likewise, names and postal addresses 
have a degree of structure, but can contain considerable variation in how they 
are presented. 

The key difference between structured and unstructured data is the amount of 
work that needs to be done to get the data into a useable, structured format 
that is required to do predictive analytics, i.e. the data must be in either a 
numeric or categorical format. When data is already well structured it can 
be used more or less as it is, with only a little bit of “data cleaning” required. 
Unstructured data on the other hand (text and images in particular), requires 
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Table 4.2 Data sources

Data source What data is provided? Level of 
structure

Origin 
(internal or 
external)?

Customer 
transactions 
and account 
records 

• Geo-demographics
• Contact details
• Purchase/usage history
• Payment history

High Internal

Customer 
relationship 
management 
(CRM) systems 

• History of inbound and outbound 
customer contacts

High Internal

Web-logs/
Clickstreams/
Page tagging*

• The path taken to get to a site (via tracking 
cookies)

• The pages visited within a site
• Time spent on each page
• Your computer’s IP address (hence your 

approximate geographical location)

High Internal or 
external

Power dialers • Date, time and length of phone 
conversations

• Date and time of attempted, but 
non-connected calls

• Recordings of calls and outcomes

Medium Internal

Sensors • Telematics (in-car tracking of how a car is 
being driven)

• GPS (from mobile devices)
• Biometrics (heart rate, blood pressure etc.)

High Internal or 
external

Credit reports/
credit reference 
agencies**

• Geo-demographics, financial information, 
credit history, fraud indicators

High External

Mailing lists • Contact details and geo-demographics High External

Customer 
correspondence 

• Letters, e-mails, texts and phone 
transcripts

Low Internal

Cameras 
and imaging 
systems 

• Pictures
• Videos
• Medical imaging (e.g. X-rays, scans)

Very low Internal or 
external

Surveys • Mixture of geo-demographic, behavioral 
and sentiment data

Depends 
on survey 
design

Internal or 
external

Web-sites/
pages

• Text, tables, pictures and video Low External

Social networks • Geo-demographics
• Sentiments and opinions, likes and dislikes

Medium External

Tweets and 
blogs

• Text about what people are doing, how 
they are feeling, their thoughts and 
opinions, their likes and dislikes

Low External

*Web logs provide information about webpages someone has requested to visit. Page tagging uses code 
within a webpage to collect information about the site visit. 
**At one time the information on a credit report was pretty much restricted to previous credit usage, 
bad debts and bankruptcy information. These days credit reports also contain all sorts of additional 
geo-demographic, behavioral and lifestyle data.
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a lot of processing to transform it into a structured format prior to predictive 
analytics being applied. For example, one thing you can do with textual data 
is to count the number of times that certain words appear, and it is the word 
counts that are then used in the predictive analytics process. 

When we are talking about predicting the behavior of existing customers, 
the most important data source, by a considerable margin, is an organization’s 
own (internal) IT systems, in particular customer transactions and accounts 
records, because this usually contains a large amount of information about 
primary behaviors. A typical retailer, bank, government agency and so on, 
would have gathered a significant amount of behavioral and geo-demographic 
information when they first entered into a relationship with an individual and 
will have detailed records about all of the transactions that have occurred with 
the individual since that relationship began. 

The source of data is also important. If data is internally sourced then an 
organization has control over:

The format of the data
Data security/privacy
Data quality
Timeliness
Update frequency

The same can’t be said of some types of externally sourced data, which raises 
questions about the stability of the data over time. If the format, content 
or quality of the data can change without warning, then the predictions 
generated by the model are at risk of being corrupted. 

When building predictive models, if an organization does not have much 
information then the first port of call should be an information conglomerate, 
such as a credit reference agency or database marketing company, who make 
a living out of gathering and selling data. These organizations have followed a 
Big Data philosophy for years, and have decades of experience of gathering all 
sorts of diverse data. They then undertake the hard work of transforming and 
filtering it to generate high-value structured data that is easy for their clients to 
utilize. The fact that these organizations are developing their own approaches 
to new Big Data sources, tailored to the needs of specific industry sectors, to 
some extent mitigates the need for individual organizations to invest in their 
own Big Data solutions. Why develop the infrastructure to trawl hundreds of 
millions of web pages to gather information about your customers when all 
you need to do is supply a list of names and addresses to a third party who 
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will do all the hard work for you? If you don’t even have the contact details of 
people you want to contact, then these organizations will happily provide you 
with lists of individuals that meet whatever requirements you specify.

4.4 The right data at the right time

You need good quality data to do predictive analytics, but you also need 
timely data. It’s not enough to know everything about your customers as at 
today. You need to be able to recreate the customer journey through time. If 
you are going to get the best use out of predictive analytics then you need 
data at the following times:

 1. Historic data from the past, which is used to build the model.7

 2. Current data at the point where the model is going to be applied to 
generate new predictions.

 3. Management Information (MI) to allow you to assess how well the model 
is working after it has been implemented.

As discussed in greater detail in Chapter 8, most predictive models are 
constructed using historical data from the past. Data about customers 
(predictor data) is taken from one point in time and their behavior observed 
sometime after that (outcome data). The predictive analytics process then 
generates a model by examining how the predictor data is related to the 
outcome data.

Let’s think about a predictive model for a dating site that is used to match 
people together. The model score indicates how compatible you are with other 
people registered on the site; i.e. how likely you are to hit it off. You are then 
introduced to people who score the highest. 

You can measure the success of a dating site in a number of ways. Success can 
mean a second date, or it can mean marriage and kids, but for argument’s sake 
let’s assume that a match is deemed a success if the couple are still together 12 
months after being introduced. If it takes 12 months before you can decide if 
a match was a success, then to build your predictive model you need to gather 
predictor data about matches that were made at least 12 months ago, and link 
this to information about each couple’s relationship status as at today, i.e. 12 
months after they were introduced. 

One problem with some IT systems, particularly operational systems that 
customer service staff use to support customer interactions, is that they only 
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maintain a current view for some types of information. If that information 
changes then the original data is lost. If you want to do predictive analytics 
then you need to be able to maintain a historical perspective of your data. So 
for our dating model, if you want to include information such as how long 
someone has lived at their address, their income and so forth, then you need to 
ensure that you capture that information at the time when each introduction 
is made. If you rely on current data, then it’s possible that this information 
will have changed, and therefore your model won’t be as good as it could be.

For internal systems that organizations maintain themselves, the historic 
data problem is relatively trivial. Most organizations have systems that record 
customer events in such a way that the historic data position can be recreated 
easily. This drives both their business information (BI) systems and their 
predictive analytics. In simplistic terms they have a “time machine” – they 
can enter any date in the past and recreate a view of their data as it was at 
that time. However, the need to obtain a historical view of data for predictive 
analytics can be a problem for externally sourced data. In particular, it can be a 
limiting factor for some sources of Big Data, such as web pages, social network 
sites and so on. Even if a site is date stamped, what you can usually see is only 
the current version of the site, not what it contained historically. Even worse, 
what you sometimes find is that the date stamps on web pages don’t exist 
or are not updated when their content is updated. This is mostly a problem 
for applications of predictive analytics that have a long maturity period. For 
example, for credit scoring and insurance rating the time between capturing 
predictor data and observing the associated behavior (outcome data) can be 
one to two years or more. This is much less of a problem for direct marketing 
applications, where the outcome period is rarely more than a few days or 
weeks, and it is reasonable to assume that the data on the website won’t have 
changed much in the intervening period. 

The data used to construct predictive models comes from the past. However, 
when it comes to using the model, the data typically comes from the present, 
and that data needs to be accessible at the point where the model is going to 
be applied. I remember hearing one story about a retailer that had carried out 
a detailed survey of several thousand of its customers (out of a customer base 
of a few million), gathering all sorts of information about them, their lifestyle 
and purchase behavior. They then used this to build a model that predicted 
whether someone was likely to be a high-spending or low-spending customer 
for product targeting purposes. The idea was that they would be targeted 
with offers for budget or premium versions of products, depending on their 
wider spending profile. 
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To make a prediction the model used existing information such as customer’s 
income, where they live (and hence the size/value of their home), age, gender 
and so on, but also a lot of the more detailed lifestyle information gathered as 
part of the survey. This included data items such as the type of car someone 
drove, where they liked to go on vacation, if their kids went to state or private 
school and so on. From one perspective the model was very reasonable and 
predicted well. However, when it came to implement the model within the 
organization’s customer relationship management (CRM) system it quickly 
became apparent that most of the information used by the model wasn’t 
available for most customers. Yes, they had some of the information required, 
such as age, income and address, but they didn’t have all of the other stuff 
such as the type of car, children’s education and so on. 

To get around this problem, the obvious and naïve option would have been 
to ask customers the additional information at appropriate customer contact 
points, typically, in-store or online at the checkout. After answering the 
questions the model score could be calculated and an appropriate marketing 
offer sent to them, to be used the next time they made a purchase. However, 
this was deemed impractical. One reason was that it would have meant 
costly changes to the company’s IT systems to prompt customers with the 
necessary questions and then store the results. Another issue was that if the 
questions were to be asked in-store, then staff would need some training, and 
governance structures would need to be put in place to ensure that they asked 
the right questions in the right way and recorded the results accurately.

The real killer though, was around the impact on customer service and the 
customer experience. If you think about a how a typical store (physical or 
online) interacts with its customers then it’s all about providing a simple, 
quick and efficient service. How would you feel about being asked six or seven 
questions about your lifestyle at the checkout with a queue of people behind 
you? If you are trying to complete an order online, then being asked a whole load 
of additional lifestyle questions is a pain, and a real disincentive to completing 
the transaction. You may also have concerns over privacy and how the data is 
going to be used. Consequently, the company came to the conclusion that the 
negatives associated with asking customers the extra information required to 
calculate the model score outweighed any benefits from improved targeting of 
promotional offerings that the model might provide.

What the organization should have done was to identify what information it 
already had available about (all) of its customers, and then built its predictive 
models using only this data. This second model would not have been as 
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predictive as the first because it was based on less data, but from a usability 
perspective it would have had a much greater chance of success.

Historic data is required to build a model, and the data items that feature 
within the model need to be available at the point where you wish to apply 
the model. The final type of data that you need for predictive analytics is 
management information about each decision that was made using the model. 
Whenever a score is used to make a decision you need to capture the score 
and the data items used to generate that score, as well as the decision(s) made 
on the basis of the score. Most importantly, you need to track (monitor) the 
outcome from each of those decisions so that you can compare the predictions 
made by the model against what actually happened. This process of monitoring 
is important because predictive models tend to deteriorate over time – their 
ability to predict gets worse as economic, market and social change occurs. The 
relationships that were found between the predictor data and the outcome 
data when the model was originally constructed no longer apply.

Sometimes the change is sudden, for example as the result of new legislation 
or the economy crashing/booming. Alternatively, a company may decide to 
reposition itself and target a different audience with different characteristics 
and behaviors, requiring different models. At other times it’s more of a 
gradual trend as society or the economy evolves over time. So what one tends 
to see is a gradual decline in the quality of the decisions made on the basis 
of the model score. Consequently, predictive models have a finite lifespan. In 
some domain applications, such as healthcare and credit risk, it may take years 
for a predictive model to deteriorate to the point where it needs replacing 
with a newer, more up-to-date model. Marketing response models typically 
last for a few months, often being updated in line with seasonal trends and 
new product offerings. At the other end of the spectrum, models are rebuilt 
on a daily or more frequent basis, where markets are changing in real time, for 
example when products are competing against each other on price comparison 
websites and the features of those products are changing minute by minute.

4.5 How much data do I need to build a predictive 
model?

Sometimes models are constructed using data about all the individuals that 
an organization has information about. If you have the resources available 
then that’s not a bad way to go. However, for organizations with hundreds 
of millions of customer records and thousands of data items to consider it’s 
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not practical to use all the data unless one has access to a supercomputer or 
has invested in modern, massively parallel/distributed computer architectures, 
such as Hadoop or HPCC. 

Even if an organization does have cutting edge IT and analytical capability, 
it can still be cumbersome building models using data sets of this size. 
Consequently, when the population is very large (tens of millions of cases), 
common practice is to use a smaller more manageable sub-set (a sample) of 
data to build the model. The question for organizations in this position is: 
What sized sample should they use? The model development sample needs 
to be large enough to be representative of the full population and hence allow 
the model to capture the patterns of behavior within that population, but 
small enough to allow the data to be analyzed fully. 

When I say “analyzed fully,” what I don’t mean is undertaking a single pass of 
the data that delivers a static view of the customer population and a single 
predictive model at the end of the process. Instead, I am talking about the 
ability to slice and dice the data in many different ways and explore many 
different modeling options interactively and quickly. It is possible to fully 
automate model development, but the best models are still developed through 
many cycles of analysis and model building guided by human expertise. If your 
samples are too large you risk losing this interactive capability.

At the other end of the spectrum, some organizations have very few examples 
of behavior to work with. Although Big Data is what gets the attention, 
there are far more people with “small data” that they want to understand 
and use. Perhaps I’ve developed a phone app that a few hundred people have 
purchased and I want to build a model to identify the wider population that 
might be interested in buying it. In situations like this, the question is: Is there 
enough data to build a predictive model? 

These questions about sample size may seem straightforward, but like many 
things in life, the answers are not clear-cut. There are no definitive rules on 
sample size for building predictive models, but there are lots of rules of thumb, 
some case studies and a lot of experience to draw upon, and these can provide 
us with some useful guidelines. 

To construct a predictive model, data is analyzed to determine what attributes 
predict people’s behavior, such as the age range into which they fall, whether 
they are male or female, married or single, and so on. To determine if an 
attribute is important there need to be sufficient examples of people displaying 
the behavior you are trying to predict who have that attribute. Typically, one 
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needs at least 30–50 examples of an attribute to be able to say whether it’s 
an important predictor of behavior or not. If you want a really good model, 
then several hundred examples of each attribute is preferable. If you have 
1,000 customers, but only four of them have the attribute “male,” what you 
can say with certainty is that your population is biased towards women. What 
you can’t say is whether men behave differently from women. Even if all the 
women exhibited the behavior and all the men did not, four cases are not 
enough to infer if gender is important for predicting that behavior.8

The 30–50 rule applies to just one attribute. With a predictive model there are 
many different attributes that contribute to the model score. What this means 
is you usually require at least several hundred examples of customer behavior 
to build a model. In the past I have been asked if I can build a predictive model 
based on as few as 50–60 cases, provided to me as a one page list in a word 
document. Predictive analytics is a large population tool and the answer in 
cases like this has been no – I can’t build a model with such a small sample.9 Or 
put in a rather more nuanced way, any model built with such a small sample 
will make predictions with little validity.

If we are talking about building a model to predict something like who is 
likely to buy a new phone app, a usable model can probably be built with 
information about 300–400 people who bought the app. What you also have 
to bear in mind is that predictive analytics works by contrasting the differences 
between behavior and non-behavior. This means that if you want to build a 
model to predict who is going to buy the app, the model development sample 
also needs to contain examples of people who didn’t buy the app. If you have 
300–400 non-buyers as well, then that gives a minimum of around 600–800 
cases in total.

Around 600–800 cases, half of which display the behavior you want to predict 
and half of which do not, is a minimum. Samples of this size will enable you 
to produce a usable model, but a larger development sample will result in a 
better (more predictive) model. There are two factors that come into play as 
sample size increases:

 1. The predictive analytics process becomes more accurate. For a 
scorecard type model this means that the points allocated to each 
attribute are closer to being optimal. With decision trees better splits are 
chosen, and possibly these are more refined (with more splits and more 
end nodes in the tree).

 2. It becomes possible to include rare attributes in the model. Think 
back to our sample of 1,000, of which only four were men. If a larger 
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sample of say 40,000 had been taken, then there would have been 160 
men. This is enough to determine whether gender is predictive of behavior.

Given the above points, it’s not uncommon to use between 10,000 and 
100,000 cases to build a predictive model. However, a key issue is the number 
of cases in the population at large. For classification models what you often 
find is that people aren’t split 50/50 in terms of the proportion that do/do 
not display a given behavior. A large bank may have five million mortgages 
on its books, but only 10,000 cases where foreclosure occurred. We say that 
foreclosure is the “minority class” and non-foreclosure is the “majority class,” 
and it’s the minority class that is the limiting factor. One approach would be 
to take all 10,000 foreclosure cases and then randomly sample 10,000 non-
foreclosure cases from the rest of the population.10 Likewise, you may have a 
list of ten million people that you offered a product too, but only a couple of 
hundred thousand of them bought it. There is no point including millions of 
the majority class if you only have a few thousand minority class cases. 

The other limiting factor is computer resource. Building predictive models takes a 
lot of computer power. The amount of computer power depends on three factors:

The number of cases in the development sample.
The number of predictor variables under consideration for inclusion in the 
model (as opposed to the number that feature in the final model).
The type of model being constructed and the algorithm being used to 
construct it.

Doubling the number of cases in the sample tends to result in a doubling of 
the amount of computer power required to generate a model.11 However, 
doubling the number of predictor variables that are being considered for 
inclusion in the model often follows a squared relationship. If it takes one 
minute to analyze 100 predictor variables, it will take four minutes to 
analyze 200, 16 minutes for 400 and more than an hour for 800.12 The type 
of predictive model that you construct is also important. The scorecard and 
decision tree type models that we looked at in Chapters 1 and 2 are relatively 
quick to construct. More complex types of models such as neural networks 
and support vector machines (which are described in Chapter 6) require two 
to three orders of magnitude more computing power.

As a rough guide, once you have samples containing more than 2–300,000 
records and about 1–2,000 variables13 model building starts to become 
unwieldy using a single PC/Server.14 This is not to say that you can’t use bigger 
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samples with a single high end PC, but when building predictive models the 
process benefits from a degree of agility. Before a final model is delivered, a 
good data scientist will build many different versions of the model, exploring 
different methods of model construction, changing the way the data is 
formatted, including some variables and excluding others, to get the very best 
model possible. 

If you have very large datasets then your ability to undertaken experimentation 
is dramatically reduced – any benefits that you gain from the larger sample are 
offset against the reduction in exploration and experimentation. Consequently, it 
can make a lot of sense to take more than one development sample. First, a small 
sample is taken, containing just a few thousand cases. This is used to explore the 
data and generate dozens, or possibly hundreds, of different test models that are 
evaluated against each other. Once the best model-building options have been 
found, a final model is then constructed using the full data set. 

Personally, I like to start with quite small samples, where I can generate models 
almost instantaneously, in just a few seconds, see what the model looks like 
and move on, refining my approach as I go. A great benefit of this approach 
is that very quickly you have a model and results that you can discuss 
with business users. I’ll only consider larger samples after a good degree of 
exploration and managerial discussion, and I have developed something that 
is pretty close to the final model. Another one of my rules of thumb is that 
I am uncomfortable if it takes longer to generate the model than it takes me 
to get a cup of coffee, and if it looks like it’s going to take more than two to 
three hours I will take action to reduce the sample size and/or the number of 
predictor variables under consideration. 

Every few years a myth circulates in the predictive analytics community that 
there are huge benefits to be had from using all of the data available to you to 
build a model. Only a fool would consider building a predictive model using 
just a few thousand cases when many millions are available. Yes, bigger samples 
mean better models, but how much better? What’s the cost/benefit case? 
How much more money will the company make from a model constructed 
using a hundred million records rather than 10,000? If the answer is only a 
fraction of a percent then you are probably going to get more benefit sticking 
with a sampling approach and doing a lot of different things, rather than 
investing heavily in the technology to be able to do full population modeling.

From my own experience, anecdotal evidence from talking with other data 
scientists and experiments on sample size based on consumer credit data,15 
it appears that once you get above sample sizes of about 10,000 then the 
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benefits of larger samples become marginal.16 Increasing your sample size 
from 10,000 to 100,000 is probably going to give you a 1–3% increase in the 
predictive ability of your models. Increasing your sample from 100,000 to 10 
million is likely to result in a similar level of improvement. To put it another 
way, if a predictive model constructed using 10,000 cases is worth $100m per 
annum to an organization, then increasing the sample size by two or three 
orders of magnitude holds out a promise of another $2–6m. 

Another way to think about the benefits is to consider what you can achieve 
using a decent desktop PC costing a few thousand dollars compared to using 
the largest supercomputer available to mankind. The extra storage capacity 
and processing power of the supercomputer will give perhaps a 1–2% uplift 
over and above what can be achieved using the desktop, if you have enough 
data to make this option worth considering (hundreds of millions of records, 
tens of thousands of predictor variables).

One thing to be aware of is that sometimes the benefits of taking very large 
samples are exaggerated due to poor methodology and validation when 
building models. A critical risk when building a predictive model is a problem 
called “over-fitting.” A model is constructed which appears to predict very 
well based on how it performs on the development sample, but when you 
test the model using a fresh set of data that was not used to construct the 
model (a validation sample), the performance is much worse. An experienced 
model developer knows how to spot over-fitting and how to deal with it, 
delivering models that are as good as they can be given the available data. The 
over-fitting problem is less likely to occur if large samples are used.17 What you 
sometimes see is an over-fitted model constructed using a small sample being 
compared to a model constructed using a large sample where over-fitting 
has not occurred. Consequently, the difference in accuracy between the two 
models is larger than it should be.
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The way in which governments, corporations and other organizations 
gather, store and use data about people has been the subject of much 
debate in recent years. As organizations hold more data and increasingly 
rely on automated decision making to decide how to deal with people so 
have concerns grown about the impact this has on us as individuals and as 
a society.

People often talk about the dangers of data as a single problem with a focus 
on privacy, particularly in the light of reports about government agencies 
monitoring our private data at a very detailed level. However, there are 
actually three areas of concern when we are talking about the ethical use of 
personal data:

 1. Privacy and ownership. Who decides what information an organization 
can hold about us and who owns this data?

 2. Security and anonymity. The mechanisms in place to ensure that our 
data is not obtained by unauthorized third parties.

 3. Decision making. What decisions do organizations take based on the 
data they hold about us and how are those decisions made? Are decisions 
based on human judgment or automated decision making?

In the sections that follow we will address each of these questions, but first, 
let’s talk a bit about ethics.

Ethics and Legislationchapte
r 
5
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5.1 A brief introduction to ethics

Ethics is a fascinating subject that has been much debated throughout human 
history and has led to many an argument over the dinner table. The famous 
Greek philosopher Aristotle (382–322 BCE) wrote a whole book about ethics 
more than 2,300 years ago.1 The enduring interest in ethics is hardly surprising. 
Ethics is something that affects each of us personally every day, in our 
relationships with others and how we behave as a society. What makes ethics 
so complex is that, unlike physics or mathematics, there are few fundamental 
truths. What appears ethical from one standpoint can be considered entirely 
unethical from another. In terms of defining ethics as a subject, we could 
get into a long and in-depth debate, but a simple working definition that 
I shall adopt is ethics as: “The study of right and wrong.” It’s about the 
appropriateness of how we behave and what we do.

An important differentiator in ethical debate is whether you view things from 
a consequentialist or non-consequentialist perspective. A consequentialist 
judges things based on outcomes resulting from an action. The means justify 
the ends. It does not matter what you do if everything turns out all right in 
the end. Non-consequentialists, on the other hand, follow rules or principles, 
with less regard for the outcomes. It’s more about the journey than the 
destination. To aid our understanding of these two ethical perspectives, have 
a think about the following question:

Is it ethical to kill one person to save the lives of two or more others?

If your answer to this question is an unconditional yes, then this consequentialist 
view could be taken to imply that it is ethical to carry out a medical experiment 
which kills the test subjects as long as it leads to the saving of a greater number 
of lives in the long run. If your answer is a clear no, on the principle that it 
contravenes basic human rights, then this implies a non-consequentialist logic 
to your decision making.

This is a very simplistic example, and further arguments can be presented 
from both perspectives that give different answers to this question. A 
consequentialist could argue that killing test subjects in medical experiments 
causes significant harm to wider society, due to the fear and bad feeling 
induced by the chance of becoming a test subject and from the emotional 
harm incurred by the relatives and friends of the test subjects. In that 
case, the consequentialist could decide that the action is unethical using 
a wider measure of “overall public good,” rather than just considering the 
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consequences for the individuals directly involved. It might also be argued 
from a non-consequentialist viewpoint that the principle of saving many lives 
is right, and therefore, killing the test subjects is ethical.

Utilitarianism probably is the best known consequentialist model of ethical 
behavior and is based on the idea of “the greatest good for the greatest number.” 
The formulation of utilitarianism is attributed to the British philosophers 
Jeremy Bentham (1748–1832) and John Stuart Mill (1806–73). They believed 
that an ethical action is one that maximizes happiness and pleasure within the 
population. The only unethical action is the opposite – that which leads to 
pain or unhappiness. Why maximize happiness and not some other objective? 
Because in Bentham’s view it was the only thing desirable as an end in itself. 
All other things are only of value in so far as they lead to increased happiness.2 
However, some people believe there are things other than happiness and 
pleasure that can be considered to be intrinsically good (such as gross domestic 
product or life expectancy). Therefore, it is possible to be a consequentialist, 
but not a utilitarian.3

For utilitarianism to be practical, the amounts of happiness and pleasure 
caused by different actions need to be measurable. This is so that alternative 
actions can be compared and the best one chosen. One approach is to 
represent happiness and pleasure in terms of utility – allocating a numerical 
(often monetary) value to the desirability of each outcome. The outcome that 
yields the greatest overall utility is taken to be the most ethical. An alternative 
to utility is to measure the popularity of actions. In this case, the belief is that 
happiness and well-being can be represented in terms of popular approval. 
A hospital is performing well if people report that they are very satisfied with 
the treatment they received, even if that hospital’s death rates are higher 
than average.

Kant’s Ethical Theory4 advances a non-consequentialist view of ethics based on 
duty and respect for others. Rather than asking what the impact of an action 
will be, Kant argued that an action is ethical if it is shows respect for others.5 
In other words, one should be motivated to act in good faith, out of a sense 
of duty as to what is right and proper, which Kant termed the Categorical 
Imperative. The fundamental idea captured by the categorical imperative is 
universality. Ethical behavior is something that every rational person would 
agree with. A great example is the problem of how to choose the best way 
of dividing a chocolate cake.6 Everyone might want the whole cake for 
themselves, but the only consensus (and hence ethical) decision that can be 
arrived at by rational people is to divide the cake equally amongst everyone.7
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Kant also presented a second formulation of the categorical imperative as a 
respect for individuals, which can be taken as complementary to the principle 
of universality. People should not be treated as objects, but as sentient beings 
with the right to their own life and opinions. People should never be used 
merely as a means to one’s own ends. This idea is often expressed as the 
Golden Rule: “Do unto others as you would have done unto you.” However, 
this implies that we should carry out actions such as giving all our money to 
complete strangers, because this is what we would want them to do for us.8 
Consequently, it is the negative version of the Golden Rule that is often most 
insightful: “Do not do unto others as we would not have done unto us.” This 
places the emphasis on what we should do to avoid inflicting harm rather than 
maximizing the well-being of others – which Google expresses in its unofficial 
company motto: “Do no evil.”

Religious teaching forms the basis of many people’s lives, with God-given 
law forming the basis of the ethical framework within which they operate. 
The fundamental principle is that God is a better judge of right and wrong 
than we are. Perhaps the best known example of this type of law is the Ten 
Commandments, given by God to Moses: “Thou shalt not kill,” “Thou shalt not 
steal,” and so on. However, no system of religious laws deals with all possible 
situations that people encounter in their daily lives and the application of 
reason is always required to interpret and apply what is believed to be God’s 
will in specific situations. There are no Holy Scriptures about genetically 
modified crops or the use of nuclear weapons, but it is still possible to 
formulate a theologically derived moral stance on these issues.

Aristotle believed that for everything in nature there was a right and proper 
purpose – a natural law to which it should conform.9 This principle also 
applied to human beings and human activities. Your ultimate purpose is 
to be fulfilled in your life. Aristotle believed that one way for a life to be 
fulfilled was to undertake social responsibilities, such as being a good parent 
or a conscientious worker. However, fulfillment also means to act as a rational 
being, guided by reason, so that we control our emotions, live disciplined lives 
and do not give into sudden temptation to do foolish or extravagant things.

Aristotle called these principles “virtues,” and concluded that there were 
inherently virtuous modes of behavior. Over the next two millennia this idea 
evolved into the concept of natural rights, or human rights, as we know them 
today. There are certain things that an individual has a given right to do, and 
certain things an individual cannot be denied, that should be beyond the 
power of any individual, government or other power to grant or deny. The 
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role of government is simply to accept and protect the rights of its citizens. 
One of the key figures in formulating these ideas in a modern setting was 
John Locke (1632–1704) who promoted the concept of the right to life, liberty 
and property for all. These ideas were later incorporated into the American 
Declaration of Independence in 1776 and the French Declaration of the Rights 
of Man in 1789.10 Today the list of generally accepted human rights has grown 
to include concepts such as the rights to free speech, free association, religious 
freedom and choice of sexual orientation.

One question that naturally arises is: Where do these rights come from? The 
traditional view was that they were “God given.” Some modern philosophers 
find this a difficult position to adopt. An alternative view, formulated by 
John Rawls (1921–2002) is that we should move beyond the idea that society 
merely protects the rights of individuals, to one where we define rights as 
those that should be granted by a just society.11 In many ways the concept 
of human rights can be considered a natural complement to Kantian ideas 
of duty and respect for individuals. So for example it could be argued that 
workers have a basic right to receive a minimum wage for their labor, while 
employers have a duty to provide fair wages.

5.2 Ethics in practice

Putting ethical theories into practice can be difficult. Arguably, all ethical 
frameworks can be found lacking when applied to some real-world situations. 
Pol Pot in Cambodia and Stalin in Soviet Russia both applied what can be 
described as extreme utilitarian ideals to government policy during the 20th 
century, putting the welfare of the state before that of the individual citizens 
that comprised the state. In both cases millions of people were deliberately 
killed as a result of their policies. The misinterpretation of religious teachings 
has been used as the excuse for wars, much cruelty and many acts of terrorism 
throughout history. It can also be argued that to follow a Kantian or human 
rights philosophy entirely can lead to equally poor decisions, and in the 
extreme can conceivably lead to massive catastrophes that could otherwise be 
avoided. This is because someone does what they believe should be done, not 
what avoids some ultimate disaster – a justification used in the 2000s by the 
US and UK governments to deny basic human rights to “suspected terrorists” 
at Guantanamo Bay and Belmarsh Prison respectively.12

Another problem is that ethical theory is easy to apply in certain clear-cut 
cases, but many issues are extremely complex or the full facts are unknown 
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or disputed. People may also have different value systems, particularly if they 
have different cultural or religious perspectives. Individuals with a North 
American or Western Europe heritage may consider it unethical to offer a 
payment to a government official to speed up government bureaucracy. In 
countries such as Kenya and India,13 what westerners would consider a bribe 
is a widely accepted practice engaged in at all levels of society. In some cases 
things won’t get done at all unless a suitable payment is offered.

When people hold opposing views it can be very difficult to form a consensus 
as to whether a particular action is right or wrong, moral or immoral. Well-
known issues such as abortion, euthanasia, animal rights, same-sex marriage 
and capital punishment all fall into this category, with it being possible to 
argue a different but convincing case from many different perspectives. 
In life, people naturally adopt ethical frameworks that encompass both 
consequentialist and non-consequentialist perspectives to generate their own 
individual views of what constitutes good behavior, and no two individuals 
will have exactly the same viewpoint on every subject. However, the one 
assertion that can be said to apply across all ethical frameworks is the notion 
that ethics carries with it the idea of something more important than the 
individual. An ethical action is one which the perpetrator can defend in terms 
of more than self-interest.14 To act ethically, one must at the very least consider 
the impact of one’s actions on others.

5.3 The relevance of ethics in a Big Data world

Is ethics relevant to a discussion about predictive analytics and (Big) Data? If 
you work for a commercial organization owned by its shareholders, with the aim 
of maximizing shareholder return, then this is not necessarily a stupid question. 
Making money is what commercial organizations do and what shareholders 
expect. I could argue that for an employee of a commercial organization to 
do anything other than trying to maximize the profitability of their employer 
is unethical because it acts against the interest of the shareholders to whom 
the employee has a responsibility in return for the wages they receive.15 This 
includes doing charitable and other “good works” if they use the company’s 
time or resources at the expense of making money – that’s not what they are 
being paid to do. Where controls are needed to protect people against unethical 
action, it is the role of government to legislate on behalf of these people. 
Therefore, from this perspective, any action taken in a commercial setting is 
ethical as long as it complies with the law of the land. Legal compliance is a 
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good thing because it is less costly than the legal fees, fines, imprisonment, loss 
of sales from bad publicity and so on, that arises from acting illegally.

If we lived in an ideal world, where the law is the embodiment of ethical 
behavior, then a “just follow the law” attitude to ethics would be an easy case 
to argue. However, secular laws are at best generalizations of ethical codes of 
conduct, representing a particular view of what constitutes good behavior. 
Often there is an overlap between what is legal and what is ethical, but it 
doesn’t follow that just because something is legal it’s also ethical. This is what 
we mean when we talk about someone following the letter of the law rather 
than the spirit of the law. A great example of this is UK Alcohol laws. In the 
UK it is legal to give (but not sell) alcohol to a five-year-old child. However, 
I don’t know anyone that would think that it would be ethical to do so.

With regard to business practices, there are many examples of organizations 
using the letter of the law while ignoring the spirit of the law. Often this has 
resulted in short-term benefits, but when the practices these organizations 
employ becomes public knowledge, the long-term reputational damage and 
loss of customer confidence has been very significant. At one time banking 
was seen as a staid but honest profession. As a banker one took pride in 
helping people look after their money and supporting the local economy. 
Bankers were trusted and relatively well paid compared to their peers. After 
deregulation in the USA and UK in the 1980s, banking adopted a very short-
term profit-orientated view, resulting in the bonus culture and all that went 
with it, cumulating in the financial crisis of 2007/2008. As a consequence, 
bankers are less trusted and less respected than they once were.

Another great example is tax avoidance. In 2013, there was a huge amount of 
publicity in the UK when it emerged that Starbucks had paid virtually no UK 
tax for years. Starbucks was accused of using complex tax loopholes to funnel 
UK profits to other countries. What made matters worse was when Starbucks 
responded to public criticism by offering to make a token tax payment as a 
gesture of “goodwill.” The result was the opposite of what Starbucks expected, 
with even more vitriol from the public. Executives failed to understand that 
the amount of tax you pay is determined by law and enforced by the revenue 
service. Tax is not optional, and the UK public didn’t like the arrogance implied 
by Starbucks’ goodwill gesture. However, one has to remember that Starbucks 
wasn’t acting illegally. It paid its accountants to limit its tax liability lawfully, 
and that’s what they did – if they had turned around and said: “Well, you 
could have paid $100m million less tax last year, but we decided it would be 
nicer to pay more,” then they would have been sacked, and possibly sued.
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5.4 Privacy and data ownership

Who has the right to hold and use data about you? One (utilitarian) view is 
that data about you is a resource to which anyone can subscribe – information 
about your state of being, what you think, what you say, and how you behave 
is there to be harvested by whoever has a use for it. Having as much of your 
personal data as possible is a good thing, because it means that organizations 
can tailor their products and services to your requirements. This means less 
cost for business and less hassle for you – everyone is better off. Likewise, 
if your doctor can obtain more information that helps them to diagnose 
and treat you better, then that’s a good thing too. The downside is that the 
same data can be used in exactly the opposite way, to remove “undesirables” 
from the customer base, deny people the best offers, charge them more or 
exclude them altogether. That’s great for organizations wanting to maximize 
what they do and arguably good for governments trying to maximize overall 
measures of public good, but not so great for the individuals involved.

Whereas at one time almost anyone could get credit or insurance, these days 
we live in an increasingly segregated world where some, perhaps even most, 
get a great deal, but a significant minority get a very poor deal or no deal at all. 
From a utility maximization perspective that’s probably the way it should be, 
but from a rights-based perspective these things are more questionable – it’s 
back to the chocolate cake again and how to divide things up. Take insurance. 
Insurance is based on the principle of pooled risk. Everyone contributes 
premiums, and if someone has a mishap the pool pays out. Imagine what 
it would mean if an insurer could predict with certainty who will and who 
won’t make a claim. If this were true, then the whole idea of insurance would 
become pointless for everyone except the insurer. The insurance company will 
only offer insurance products to those who would never claim, and those that 
needed insurance would not be able to get it. An extreme example maybe, but 
this is the direction of travel as more and more is known about us, resulting in 
better predictions being made about what we are going to do.

An alternative (rights-based/Kantian) view is that data about you is in effect, 
a part of who and what you are. Therefore it needs to be treated with the 
same level of respect that you would expect in any normal interaction with 
another person, business or government body. It being your personal property, 
you have a right to decide who you share your data with and to what uses it 
is put. The downside of this approach is that there may be times when people 
are not managed in the best possible way or are put at a disadvantage because 
they have not disclosed as much about themselves as other people. Likewise, 
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business suffers in areas like direct marketing because organizations can’t 
assess people as effectively if they don’t have as much information.

These two competing views have led to very different legislative approaches 
to data ownership and usage. In many countries, including the 28 nations 
of the European Union, with a combined population of more than 500 
million people, a rights-based approach to data is taken. EU Data protection 
legislation is based on a number of principles that in theory place decisions 
about data use in the hands of the individual. In particular:

Consent. An individual must give permission before an organization can 
obtain and use data about them.
Proportionality. Data held about an individual should not be excessive, 
used only for the purposes for which it was gathered and should not be 
kept for longer than necessary to carry out the intended purpose.
Third parties. An organization can only pass data to a third party if the 
individual has given their permission for them to do so.
Subject access. Everyone has the right to know what data an organization 
holds about them.
Accuracy. Data should be accurate and up to date. This does not mean 
data cannot contain errors, but that reasonable care must be taken to 
ensure data accuracy and a process must be in place to correct errors when 
they come to light – for example as a result of a subject access request.

In practice, whenever somebody signs up to an online store, joins a social 
network, registers with a dating agency and so on, then there will be a 
statement describing the uses to which their data will be put. What you tend 
to find is that the data protection statement tends to be worded so that the 
individual gives broad permissions. Figure 5.1 provides a typical example of a 
data protection statement used by UK banking institutions.16

The main purpose of the data protection statement in Figure 5.1 is to allow 
the company to manage customers’ accounts. The phrases in bold italics (my 
emphases) give the organization permission to use the information provided by 
the individual for other purposes. This is important for organizations that offer 
a wide range of products and services, or who enter into joint ventures with 
third parties, because it gives permission for information obtained in relation 
to one product or service to be used to promote other products and services.

Within the bounds of EU data protection legislation, what organizations 
can’t do is things like driving around gathering information about people, 
for example taking pictures of them in the street or gathering information 
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from their Wi-Fi signals. Likewise, you can’t turn up on someone’s doorstep 
or cold call them, ask questions and record information about them, without 
gaining their permission first. A prime example of where an organization has 
upset EU regulators is Google’s Street View project. As well as taking pictures, 
Google also gathered data that could be linked directly to specific individuals. 
It did this without asking them, and was subsequently ordered to delete it.17 
Concerns have also been voiced by several EU regulators over the way Google 
(and other online businesses) store and uses personal data in their day-to-day 
operations.

In some countries a more relaxed view of personal data is taken. In the USA 
for example, the starting point is very much along the lines of: “Do what 
you want with data.” If there is a specific problem or issue that needs to 
be addressed concerning storage and usage of data, then we will legislate 
against it. In practice, this has meant very little data protection legislation in 
the USA. However, some protections for US citizens are provided under the 
US constitution. This grants a right to privacy against unwanted intrusion or 
interference in someone’s private life, including unauthorized disclosure of 
their private information. The key check and balance is that if an individual 
has suffered harm or inconvenience due to a data issue, then they can sue the 
organization responsible in the courts.

USE OF PERSONAL INFORMATION

We will store and process personal information about you within the information
systems of the company. This includes information we may obtain from third parties
such as a credit reference agency, or from other organisations to whom you have
previously given permission to share your personal information with us.

We will use this information to manage your account and to provide you with regular
information about the status of your account. This includes using your personal
information to assess the status of your account or for research purposes, and to
continue to provide you with improved products and services. We may, from
time to time, inform you of new products and services that may be of interest to you.

The information you provide may also be used to make future assessments for
credit and to help make decisions on you and members of your household,
about any credit or other products or services that we provide, and for debt
tracing and to prevent fraud and money laundering.

We may give information about you and how you manage your account to
people who provide a service to us or are acting as our agents, on the
understanding that they will keep the information confidential.  

figure 5.1  A UK data protection statement
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One area in which specific legislation has been implemented in the USA is 
around the use of data in credit granting. The Fair Credit Opportunity Act 
1970 places legal requirements on credit reference agencies to maintain 
accurate data, and to disclose what information they hold to individuals that 
request it. The Act also places restrictions on the types of data that can be 
used to make lending decisions. For example, marital status, race and age can’t 
be used as reasons to decline someone for a loan. If someone is declined for 
credit, then the Act obliges lending institution to provide detailed reasons as to 
why the request was denied. Another area is healthcare. The Health Insurance 
Portability and Accountability Act 1996 (HIPAA) also grants individuals many 
similar rights over their data when it comes to medical data.

Another area that requires consideration is the accuracy (veracity) of personal 
data. If you are using data to decide how you are going to treat people, then 
you should be reasonably certain that the data is correct so that the right 
decision is made. Maintaining the accuracy of personal data has always been a 
big concern for organizations that deal with it. For decades consumer groups 
around the globe have fought running battles with governments and credit 
reference agencies over the accuracy of the data that credit reference agencies 
hold about people. There are countless tales of people being denied credit, 
refused jobs and otherwise being disadvantaged because a credit reference 
agency held incorrect data, or incorrectly matched data it held about one 
individual to another. However, most of these problems have not been due to 
credit reference agencies acting irresponsibly.

One reason for problems with credit reference data is that the credit reference 
agencies rely on the organizations that supply them with data to get it 
right. Another issue is that even if the raw data that the credit reference 
agencies receive is accurate, there are bound to be some mistakes when you 
are talking about matching hundreds of millions of pieces of information 
together, based on name, address and date of birth. Even if a precise match 
key, such as social security/national insurance number is used, which in theory 
is unique to an individual, what you find is that people get their numbers 
wrong or the numbers are used by fraudsters. Therefore there will always be 
some inaccuracies in the data. Rather than seeking to ensure 100% accuracy, 
the important thing is to have appropriate mechanisms in place to correct 
inaccurate data when an organization becomes aware of it.

Maintaining data quality has always been an issue with consumer databases. 
As a consequence, most organizations have checks and controls in place at 
the points where data enters their systems. Data is only allowed onto their 
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databases once it has been formatted, cleaned and validated. However, as 
organizations move into Big Data the accuracy issues become more acute for 
several reasons:

The increased volume of data requires significant time to check, process 
and correct.
Unstructured data is far more difficult to validate than structured data. 
With something like date of birth you can check that the day, month and 
year are all within allowable ranges and that no one has a date of birth in 
the future or was born hundreds of years ago. But how do you check that 
a photo or sound sample is valid?
The data is “raw.” Organizations won’t let data into their operational 
systems until it has been appropriately formatted and validated. If you have 
created the data then you have at least some assurances around the quality 
of that data. If you are trawling external data sources created by others, 
then you have no assurance that the data is correct.

The final point is particularly challenging. Let’s say, for example, that you 
find some information about someone on an Internet site. On the basis of 
this information you decide not to invite them to a job interview or you 
deny them a product or service because the information suggests that they 
are a fraudster. If that data is subsequently found to be incorrect, would the 
individual have a legal claim against you?

5.5 Data security

Hackers steal millions of Sony PlayStation account details.18 UK government 
loses data disks containing information about all UK benefit claimants.19 
Payment card processors hacked in $45 million fraud.20 Council fined £250,000 
after employee records found in supermarket car park recycle bin.21 These 
are just a few high-profile stories about breaches in data security that have 
appeared in the press in recent years, and you can bet your bottom dollar 
that what appears in the media is just the tip of the iceberg. Every year in 
the UK alone there are thousands of data security breaches recorded by the 
authorities.22

When it comes to data security it’s not just about monetary losses from 
things like stolen credit card details that should concern an organization. 
Likewise, the fines that the authorities might impose are not necessarily the 
main issue that one should be concerned about. The biggest area of risk is the 

9781137379276_06_cha05.indd   96 5/8/2014   11:36:17 AM



Ethics and Legislation 97

reputational damage and loss of customer confidence that can arise when data 
is released or taken without their permission.

One of the issues with the power of modern technology is that it is so easy to 
transfer and transport huge amounts of personal data. In the 1980s, I might 
have been able to copy details of a few thousand customer accounts onto 
portable media, but today my phone has the capacity to store the account 
and security details of every credit card in the UK.23 If I can access a card 
network online, then my Internet connection allows me to download the same 
information to my laptop in less than an hour, and an hour after that I’ve sold 
it on to criminals overseas. If an organization has open systems, then a single 
disgruntled employee or one lone hacker can cause a lot of damage very easily.

The risk of data breaches occurring has not necessarily increased, but the 
potential impact of a data breach has grown considerably. Therefore there is 
much more incentive to spend more time and resources to ensure that systems 
are secure. Further complexity is introduced with the move to outsourcing and 
cloud services. This requires an additional layer of governance to ensure that 
the service provider adheres to your security policies. This is important because, 
when it comes to liability, if a cloud provider leaks your data or someone hacks 
it, it’s still you that has ultimate responsibility – not the outsourcer.

5.6 Anonymity

An important issue that has come to the fore in recent years relates to the 
release of anonymous data. Data protection and privacy laws, such as EU data 
protection legislation and the HIPAA Act in the USA, only relate to personal 
data that can be directly associated with a specific individual. It’s not personal 
data if you can’t say who the data belongs to. If I have a database containing 
details of customers’ credit card transactions, then that’s personal data. 
However, if I remove identifying features, such as the account number, name 
and address then it’s no longer possible to tell whose credit card details are 
whose. This is now anonymized data, and as such, data protection and privacy 
laws no longer apply. Consequently, I can sell or share this data without 
needing to seek permissions from the individuals in question.

Why do organizations want to share anonymized data? There are many 
reasons. A government may wish to publish data sets containing sensitive 
health information so that researchers can seek to find causal factors in 
people’s conditions and the effect of the treatments they receive for those 
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conditions. Credit reference agencies are interested in taxpayer information in 
order to enhance their credit scoring models (i.e. an individual or company’s 
tax-paying behavior is a secondary behavior when it comes to predicting loan 
repayment behavior and vice versa). Likewise, marketing companies want to 
use additional data to refine their customer segmentation models for target 
marketing purposes.

A key problem is that these days it’s no longer enough just to remove obvious 
personal identifiers such as account numbers, names and addresses. Consider 
the follow six pieces of information:

37 years old
Female
Drives a blue BMW 3 series
Has three children
Owns a five-bedroom house
Lives in Boston, Massachusetts.

On their own, each of these is a fairly innocuous thing that has little relevance 
to any one individual. However, put them together and they form a very 
specific view of someone, and I would be very surprised if there is more than 
one individual that has all of these attributes. These days there are so many 
publically accessible data sources containing all sorts of personal information. 
By cross referencing what you believe is anonymized data against these data 
sources it is often possible to identify specific individuals – meaning the data 
is no longer anonymized.

A number of organizations have fallen foul of this issue in recent years. 
One well known example is the Netflix prize. In 2006 the movie streaming 
company Netflix released what it believed was anonymized data as part of 
a competition with a $1million prize, to see who could build the best model 
for predicting movie ratings submitted by its customers. However, Netflix 
was subsequently subject to a lawsuit alleging breach of privacy when it was 
shown that it was possible to identify some people on the Netflix dataset by 
cross-referencing it with publicly available information on the Internet Movie 
Database (IMDb).24 What was really interesting about this case was that all it 
took to identify someone on the Netflix dataset was a handful of their movie 
ratings and the approximate dates when those ratings had been made.25

A result of the Netflix case, and others like it, is that organizations are 
becoming increasingly careful about how they deal with anonymized data. 
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Once strategy that can be adopted is to slightly perturb the data before 
it is released. Instead of publishing an individual’s actual age as 37 years 
old, this could be changed to 36 or 38 instead. Likewise, for something like 
annual income, a random value of up to $100 is added or subtracted from 
the real value, or values rounded to the nearest $100. In this way the data 
is close enough to the truth to allow robust data analysis to be performed, 
but different enough to prevent it being associated with specific individuals. 
You can also band (group) the data. Instead of saying someone is aged 37 
and with an income of $67,950, you describe them as aged 35–40 with an 
income of $65–70,000. Another approach is to aggregate data. Instead of 
publishing details about specific individuals, the details of several individuals 
are combined together – say at the level of a postcode (zip code). One can also 
remove specific records from a database if it is believed that these are more 
identifiable than others due to some unusual trait or characteristic.

Methods such as perturbing and aggregating data will reduce risk, but it’s 
probably impossible to guarantee that a data set is truly anonymous. As 
noted by the Information Commissioner’s Office (ICO) in the UK, the risk of 
anonymized data becoming linked back to specific individuals is essentially 
unpredictable. This is because one can never fully ascertain what data is 
already available or what data may be released in the future. It is also infeasible 
to guarantee the recall or deletion of data (i.e. removing it from a website) 
once it has been placed in the public domain. You can never be sure it has not 
been copied to some other database.26

One take on this is: it’s not worth the risk to share/publish anonymized data 
sets under any circumstances. However, the approach taken by authorities 
in the UK is a pragmatic one. If reasonable care has been taken to try to 
anonymize a data set, then that’s sufficient to comply with the law, even if a 
way of linking the data back to specific individuals is subsequently discovered.

5.7 Decision making

The increasing use of predictive analytics and automated decision making raises 
a number of questions over how personal data is used in different decision-
making processes. Consider the following list of personal characteristics:

Age
Type of car you drive
Smoker (Y/N)
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Units of alcohol drunk last week
Religion
Time lived at current address
Race
Education
Gender
Occupation
Sexual orientation
Time in current employment
Marital status
Income
Number of dependents
DNA details
Residential status
revious credit history
Medical records
Last book that you bought

Which of these data items do you think it is it ethical to use when making a 
decision about someone?

How you answer this question depends on the context and the type of 
decision being made. Let’s begin by thinking about this question from a 
commercial perspective, where data is going to be used by an organization to 
maximize profit, for example, deciding who to mail with a product offer, what 
insurance premium to charge, whether to offer someone a job and so on. One 
perspective is that a person has a right not to have these types of decisions 
made on the basis of information over which they have little or no control. It 
is only ethical to make such decisions using factors over which they have had 
some ability to change and reflect the choices they have made throughout 
their lives, such as how much they drink, the type of car they drive and so 
on. Likewise, I shouldn’t be denied insurance because of my DNA, I shouldn’t 
be refused credit because of my race and I resent the fact that I get junk mail 
for stair lifts just because I’m aged over 50! In response to this sentiment, 
laws exist in many countries preventing immutable data such as age, race and 
gender from being used in many types of decision-making process.

For some types of personal data, such as religion, sexual orientation and so 
on, there are questions over whether these are immutable or chosen. People 
do have some choice in these matters, but there is undoubtedly an inherited 
component. People are usually of the same religion as their parents, even 
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though in theory there is nothing to stop them from choosing to follow 
another religion or declaring themselves atheist. Therefore, it is prudent also 
to question the appropriateness of using this type of personal information in 
some situations.

If you pursue this line of argument, then you could also question the use 
of relatively innocuous items such as income or education if there is some 
evidence of prior prejudice that has led to that situation. If women and men 
are paid different rates for the same work, then the indiscriminate use of 
income is questionable. An alternative approach would be to consider male 
and female income as separate items of data, or to align the two incomes 
(applying a multiplier) before using them for commercial purposes.

If we now shift the emphasis to something like healthcare, where we want to 
predict future outcomes in order to decide upon treatment strategies, then it’s 
possible to view the immutability of data from a very different perspective. 
What you find is that most people do not have a problem with a doctor using 
information such as age, gender, DNA and so on to make a diagnosis and to 
decide upon the best possible treatment plan.

So what’s the difference between the profit-making organization and the 
doctor? With the former, decisions are made primarily for the benefit of the 
decision-maker. Sure, the subject of the decision may also see some benefits, 
but that’s not what it’s about. Whether or not the subject suffers harm or 
inconvenience as a result of the decision is only of secondary concern, if it’s a 
concern at all. Some organizations do put the well-being of their customers 
at the heart of what they do and operate ethically focused corporate cultures, 
but very many do not, or pay little more than lip service to their ethical policy 
if there is any chance of it damaging their bottom line.

There are countless tales of corporations putting profit before people. This 
includes pharmaceutical companies that bias trials to make their drugs look 
better,27 banks systematically mis-selling insurance to people they know will 
never be entitled to claim,28 utility companies lying to customers to get them to 
switch providers,29 mortgage providers lending to people they know will almost 
certainly end up in foreclosure and food companies using misleading labeling 
to sell their products. Doctors, on the other hand, are making a decision to 
maximize the outcomes for their patients – it’s not for their own benefit.30 The 
decisions that they make are about more than their own well-being.

The third factor to throw into the pot is the impact of the decision – do the 
actions resulting from a decision result in a positive or negative outcome for 
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the individual? So perhaps one approach to the ethics of decision making is to 
consider these three things together, i.e.:

 1. Beneficiary. For whose benefit is the decision being made?
 2. Impact. Will the decision have a positive or detrimental effect on the 

individual? 
 3. Immutability. To what degree can the individual change or alter their 

data through their lifestyle choices?

This leads to a view of the sensitivity of using data in decision making as 
illustrated in Figure 5.2.

In relation to Figure 5.2, if someone is taking decisions about people for their 
own benefit (to make a buck, optimize their business processes etc.), that 
has a high impact on individuals, and the decision is made on the basis of 
information over which individuals have no control, then this is the area of 
greatest concern. It is when making these types of decisions that organizations 
need to think very carefully about how their actions impact people and where 
government intervention and legislation are most appropriate. I’m not saying 
there aren’t situations where an organization can use high-impact immutable 
data to further their own ends, but that they need to tread carefully, and be 
prepared to respond to challenges on the way that they use that data.

On the other hand, if we are talking about more altruistic decision making, 
where the beneficiary is the individual, then there is a stronger case for 
employing all of the data that you have at your disposal in making that 
decision. Likewise, if the outcome of the decision is relatively benign (such as 
targeting people for stair lifts on the basis of their age), then there is more of 
a case for a laissez faire approach to how individual data is used.

A somewhat more difficult area is that of social benefit, where governments 
or other bodies are acting to improve general well-being across the population. 

Primary beneficiary Impact on individual Immutability of data 
Risk of ethically

questionable usage 

High High 

Low

High 

Low

Low 

Decision maker 

Individual 

High 

Low 

High 

Low 

figure 5.2  Risk of ethically questionable usage
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Some people may suffer harm for the greater good. Classic examples of where 
there is much disagreement around data usage are law enforcement and 
national security, and the degree to which governments can passively  gather 
data about law abiding citizens just on the off-chance that the data may be 
useful for national security purposes at some later date.

Our discussion so far has been about the types of data that should or should 
not be used to make decisions. A different perspective is that the type of data 
is irrelevant. What matters is the process by which predictions and decisions 
are arrived at. If an impartial process is used, which produces an objective 
measure of how someone will behave, then it is acceptable to use any available 
data in the decision-making process. It’s only when irrational bias/prejudice 
occurs that the ethics of that decision come into question. If there is some 
quantitative evidence that, say, men are better credit risks than women or vice 
versa – then so be it, and a bank’s lending policy can be formulated to take 
this difference into account. This is one of the great strengths of predictive 
analytics – it is mostly a data-driven process.31 Data only contributes to a 
prediction if there is historic evidence that this is the case.

A counter argument against data-driven approaches is that if past decisions were 
biased (e.g. don’t offer jobs to women or minorities) then this will be reflected 
in the analytics process, and thus the bias is perpetuated. This may be true, 
but there are ways to correct for bias when a predictive model is constructed.32 
Another factor in favor of data-driven predictions is that there is no intentional 
bias. Bias may exist, but it’s not malicious or unfounded. This can’t be said to 
be true for human decision makers. Even when people intend to act impartially, 
there are lots of studies that show we all display bias of one sort or another, 
either consciously or unconsciously. Some of the best examples of this are with 
job applications and essay marking. If the name of the student is removed from 
their essay, then students get different marks. What you find is that examiners 
unconsciously bias their marking towards one gender or another (inferred from 
the first name), or against people of different ethnic backgrounds (unfamiliar 
surname). The same effect has also been observed when assessing CVs.33

Legislation in many countries is moving away from the view that the method 
of assessment is more important than the data used to make that assessment. 
Restrictions are increasingly being placed on immutable data types that someone 
was born with or can’t otherwise change, and some other types of data as well. In 
2012, for example, the EU banned discrimination of all types of insurance on the 
basis of gender, despite strong evidence that when it comes to insurance, gender 
is a key predictor of the likelihood of making a claim. It is likely that in future 
years this type of legislation will be extended to cover additional data types.
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Predictive models come in all shapes and sizes. There are dozens, if not 
hundreds, of different methods that can be used to create a model, and more 
are being developed all the time. However, there are relatively few types of 
predictive models. The most common ones are:

Linear models
Decision trees (also known as Classification and Regression Trees or 
CART)
Neural networks
Support vector machines
Cluster models
Expert systems

What you tend to find is that there are quite a few different ways to generate 
a linear model, several different algorithms for creating decision trees, many 
ways to derive a neural network and so on. This is a non-technical “formula-
free” type of book. Therefore we will not be going into the mathematics of 
the different methods that can be used to create each type of model. I will, 
however, say a few words at appropriate points about some of the most 
popular approaches so that you are not fazed if they come up in conversation 
at some point.

Before entering into the details of the different models, remember that the 
methods used to generate predictive models need data. Data is the fuel that 

chapte
r 
6
Types of Predictive 

Models
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drives the analytics process. In particular, two types of data are required within 
the model development sample:

 1. Predictor data (predictor variables). This type of data is used to make 
predictions,  i.e. data that could feature in the predictive model – for 
example people’s income and age.

 2. Behavioral (outcome) data. This is the behavior that we want to 
predict.

In order to build a predictive model, the development sample needs to contain 
both types of data. An appropriate mathematical/statistical technique is then 
applied to determine what relationships exist between the predictor data and 
behavior. The relationships that are found are captured in the resulting model. 
Once a predictive model exists, it can then be applied to new cases where we 
know what the predictor data is, but where the behavior is unknown (usually 
because it hasn’t happened yet1). We can then decide what action to take for 
a given case, based on the prediction generated by the model.

Although we are not getting into the detail of the techniques that can be 
used to generate predictive models, it’s worth being aware that each method 
contains its own logic for determining which predictor variables feature in 
the model and how much they contribute to the final score. The scorecard 
in Chapter 1 is a type of linear model, constructed using a method called 
“stepwise logistic regression.” However, if another method, such as “Integer 
programming” or “minimized least squares” had been used, different variables 
might have been selected as significant and/or different weights allocated to 
each variable; i.e. each method of model construction generates a somewhat 
different model, and each model will generate slightly different predictions.

Are these differences important? Probably not in the way you might think. 
One feature of predictive analytics is the “flat maximum effect.”2 The flat 
maximum effect states that for most problems there is not a single best model 
that is substantially better than all the others. Instead, there are potentially 
millions of models that will give results that are as good, or within a whisker 
of it, as the best very one.

This is a great feature of predictive analytics. It means that you can experiment 
with lots of different ways of generating a predictive model and come up with 
one that you like the look of and satisfies business constraints about what 
variables should/should not feature in the model, as well as one that generates 
accurate predictions.

9781137379276_07_cha06.indd   105 5/12/2014   8:54:48 PM



Predictive Analytics, Data Mining and Big Data10
6

Having said this, for every good model there are many, many bad ones that don’t 
predict very well. So while a degree of laissez faire can be adopted, there is still a 
great deal of expertise required to find a good model amongst all the possibilities.

In the remainder of this chapter we are going to introduce each type of 
predictive model and discuss the pros and cons of each. We’ll also talk about 
the increasingly popular practice of generating “model ensembles.” This is 
where several predictive models are constructed and the predictions from each 
individual model are then combined together in some way.

6.1 Linear models

Linear models are the most widely used type of predictive model. The features 
of a linear model are:

The relationship between each predictor variable and behavior is represented 
by a weight.3

The contribution that each predictor variable makes to the model score is 
calculated by multiplying the predictor variable by the weight.
The final model score is calculated by adding up the contribution made by 
each predictor variable (the sum of the predictor variables multiplied by 
the weights).

Figure 6.1 gives an example of a linear model that predicts a family’s weekly 
household grocery spend at their local supermarket.

Spend ($) =

19      +  (Model constant)

30 * Income    – (Weight 1 * predictor variable 1)

        (net monthly $000)

  6  * Distance from store      +  (Weight 2 * predictor variable 2)

       (miles)

22 * Home owner     –  (Weight 3 * predictor variable 3)  

17 * Apartment   + (Weight 4 * predictor variable 4)

77 * Family size      (Weight 5 * predictor variable 5)

figure 6.1  A linear model
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The spend model in Figure 6.1 is a regression model. It predicts how much a 
family spends (as opposed to a classification model that might predict if someone 
shops in the store next week). A prediction about how much a family spends 
begins with the model constant of $19. You can think of the constant as the 
starting point or baseline for the prediction. Points are then added/subtracted 
from the constant as additional information is added into the model. Income (in 
$000s) multiplied by 30 is added to the constant, then the distance from the store 
multiplied by six is subtracted. For a family with a net monthly income of $5,000 
that lives two miles from the store, the score at this point is $19 + 150 – 12 = $157. 

We then come across some categorical data about the family’s residential 
status (home owner). However, this isn’t numerical data. The statement “22 × 
Home owner” is nonsensical! The way that this type of data is dealt with is for 
an “indicator variable” to be created. The indicator variable takes a value of one 
if the individual is a home owner and zero otherwise (i.e. if they rent or live 
with their parents). Twenty-two points are added to the score if the person is 
a home owner (22 × 1) and 0 otherwise (22 × 0).

The same principle also applies to the next predictor variable “Apartment,” which 
indicates if someone lives in an apartment, rather than another form of housing. 
An indicator variable for apartment has a value of one if the family lives in an 
apartment and zero otherwise, and this value is then multiplied by –17 and added 
to the score. Finally, family size multiplied by $77 is added to get the final model 
score. If the family are home owners, they don’t live in an apartment and there are 
four of them, then the predicted weekly grocery spend using this model is $487.

So far so good, but as it stands, the model in Figure 6.1 has a number of 
issues. One problem is that for a linear model, if it’s going to predict well, the 
underlying relationships between each predictor variable and the outcome 
variable must be linear (or at least approximately so). Linear simply means 
that if you plot the relationships between each of the predictor variables and 
the behavior being predicted, you get something that’s not a million miles 
from a straight line. To illustrate this, let’s examine the relationships between 
grocery spend and two of the predictor variables, as shown in Figure 6.2.

In Figure 6.2, the relationship between Family Size and Spend more or less 
follows a straight line, but the relationship between Income and Spend does 
not (as shown by the curved trend line). In technical speak we say that 
Family Size has a linear relationship with Spend and Income has a non-linear 
relationship with Spend.

One of the big criticisms of linear models is that they will only create accurate 
predictions if the relationships in the data are linear. This is completely true. 
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figure 6.2  Linear and non-linear relationships

However, there are a number of things you can do to overcome this problem, 
and it is a serious (but common) mistake to dismiss linear models simply 
because you have identified some non-linearites in the raw data. When faced 
with non-linear data the way to deal with it is to transform it into something 
else that is linear. Maybe Income doesn’t display a linear relationship with 
spend, but the square root of Income does (this is true for the Income data in 
Figure 6.2). Therefore you use the square root of Income in the model instead.
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Data transforms, such as replacing the raw variable with the square, square 
root or log of the variable, are a popular approach, but the most practical 
way of dealing with non-linear data is to discretize (bin) the data. Instead 
of including raw Income, Income is divided into a number of ranges (bins). 
A 1/0 indicator variable is then used to represent each range. If the person has 
an income within a given range the indicator variable is set to 1, otherwise 
it is set to zero. This is the same approach that we took to categorical data, 
representing each category with a separate indicator variable.

For the model in Figure 6.1, let’s assume that it makes sense to bin Income into 
five income ranges4 ($0–2,400, $2,401–4,200, $4,201–5,900, $5,901–9,300 
and $>9,300). Five indicator variables are created, one to represent each 
range.5 The indicator variables are then used to construct the model instead of 
the raw value of Income.

As well as dealing with non-linearity binning removes another big problem: 
missing data. You may not know the income for some people, where they 
live, or how many people are in their family. In the original model in Figure 
6.1, you would not be able to calculate a score if the Income, Distance, or any 
of the other data were missing (and if it’s missing you can’t assume its zero!) 
With the binning approach one simply creates another 0/1 indicator variable 
to represent missing data.

A very common and successful approach that is adopted when developing 
predictive models is to discretize all the data. Every numeric variable is 
segmented into ranges, and each range is replaced with a 0/1 indicator 
variable. So for the model in Figure 6.1, even though there is a linear 
relationship between Family Size and Spend, Family Size would be cut up 
into a number of ranges, and indicator variables created for each range. If the 
model is now constructed using the indicator variables, then what you end up 
with is a scorecard-type linear model – as shown in Figure 6.3.

Binning all the predictor variables and replacing them with a set of indicator 
variables has several other advantages. One is that it standardizes the data. 
This makes it much easier to compare the contribution that each variable makes 
to the model score. In Figure 6.1 you can’t say whether having a net monthly 
income of $8,000 contributes more or less to the model score than being a 
homeowner without doing some calculation. However, with the scorecard 
version you can see immediately that if your income is $8,000 it contributes 
+172 points to the score, compared to +23 points if you are a home owner.

 A further advantage is that all you have to do to calculate the score is add up 
the relevant points, rather than doing some multiplication first. To someone 
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with a technical background this sort of thing may seem pointless. But to 
someone who doesn’t have that background, the scorecard version of the model 
is conceptually much simpler to understand than the model in Figure 6.1.

Another issue that often comes up when building predictive models is outliers. 
Most families have annual incomes in the range $20,000 to $250,000 but a 
(very) few have incomes of $10m or more. It doesn’t really matter if these high 
incomes are real or a mistake – what tends to happen is that they distort the 
results. In traditional statistics a popular solution is to simply exclude these types 
of cases and build your model without them.6 However, in predictive modeling 
it’s often the outliers that are of most interest, particularly when models are 
being constructed to predict “rare” events such as fraud. Binning automatically 
takes account of outliers, and treats them appropriately within the model.

Despite its many advantages, binning is not popular with everyone. One 
challenge against binning is that some granularity in the data is lost. For the 
model in Figure 6.3, you get the same score if your monthly income is $6,000 

Constant $19

Income (net monthly $)
 0–2,400 88
 2,401–4,200 121
 4,201–5,900 147
 5,901–9,300 172
 9,301 or more 190

Distance (miles)
 0–2 miles –5
 3–5 miles –24
 >5 miles –36

Home owner
 Yes 23
 No 0

Appartment
 Yes –16
 No 0

Family size
 1 68
 2–3 193
 4–5 303
 6+ 539

figure 6.3  A linear model using indicator variables (a scorecard)
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or $8,000, but the version in Figure 6.1 would give different scores for these 
different amounts. This is a valid point, but in all of the experimentation that 
I have undertaken in the past (and most of my colleagues and peers agree), 
as long as you have a reasonable number of well-defined ranges, then the 
binning approach does not result in any deterioration in model performance. 
If anything, the loss in granularity is more than offset by the benefits. In my 
experience, the use of binning always results in better linear models than 
when the raw data is used or when simple transforms such as log or power 
functions are applied.

For classification models, where the score represents the probability that 
someone will do something or not, the most popular method for generating 
linear models is a process called Stepwise Logistic Regression.7 “Stepwise” 
means that a model is constructed in stages. Initially, a model is constructed 
using just one variable that the algorithm determines is the most significant 
predictor of behavior. At each subsequent stage additional predictor variables 
are added (or removed), based on how much or how little the additional 
variables add to the predictive ability of the model – given the variables 
already in the model. The process stops when no more predictor variables 
are found that improve the model. Consequently, only predictor variables for 
which there is statistical evidence that they contribute to the predictive ability 
of the model are selected.8

A great feature of the stepwise process is that if two variables are highly 
correlated, only one is likely to feature in the final model. This is because the 
other is unlikely to add significantly to the model, given that the first variable 
has already been included.9 Another great feature of stepwise methods is that 
you can see the order in which variables entered the model, i.e. which variables 
add most and which only make a marginal contribution.10

As well as Logistic Regression, other popular methods for generating linear 
(classification) models include Discriminant Analysis (the first popular method 
for developing Predictive models), Linear Regression (least squares),11 Integer 
Programming (a method championed by FICO for building credit scoring 
models), Genetic Algorithms, probit and Tobit analysis (Both similar to logistic 
regression) and Bayesian methods.

For regression problems, where one is trying to predict the magnitude 
of behavior (how much, how long etc.) the most popular method for 
generating linear models is Stepwise Linear Regression. Linear regression has 
many similarities with logistic regression, but uses a different procedure for 
determining the model scores. Logistic regression (despite its name) cannot 
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be used for creating regression models.12 Other popular methods include Least 
Angle Regression (LARS) and Genetic Algorithms.

6.2 Decision trees (classification and regression trees)

Decision trees are probably the second most popular type of predictive model 
in use today. The key features of decision trees are:

The model is created by segmenting a population into smaller and smaller 
segments.
The model can be represented as a “Tree diagram.”
The model score is determined by the end node into which an observation 
falls after passing through the tree. 

An example of a decision tree was introduced in Chapter 2, as part of the 
Booles case study, where it was used to predict response to marketing activity 
(A classification tree). Figure 6.4 shows another example of a decision tree, 
this time to predict weekly household grocery spend (a regression tree).

In Figure 6.4 the properties of the decision tree are illustrated using a sample 
of 100,000 families whose weekly spend is already known. The node at the 
top of the tree shows the average family spend for all 100,000 cases, before 
any segmentation has been applied, i.e. $411. The tree “grows” from the 
top down. Each split in the tree is defined using predictor variables that the 
decision tree algorithm has determined best discriminate between different 
values of spend.

For this tree, the segmentation algorithm has decided that the best option is 
to begin by splitting the population into five groups based on family size – and 
you can see from the diagram the number of families in each group and the 
average spend of those families. The splitting process is then applied again 
to each of the resulting segments. For single people (family size one) the 
population is segmented into two subsidiary segments based on their income. 
The algorithm then decides that no further splits are required. So what we 
are saying is that for people who live on their own, and whose monthly net 
income is less than $3,750, then the evidence is that these people spend an 
average of $98 a week on groceries. Likewise, for single people with an income 
greater than $3,750 the average spend on groceries is $229.

Decisions about how to treat someone are based on the properties of the end 
node into which they fall (the end nodes are highlighted and numbered in 
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Figure 6.4). Although the tree does not generate a score as such, the score for 
an individual can be taken to be either:

The average value of cases in that node. For those in end node 12, for 
example, the average spend is $854. When we want to score a family whose 
spend we don’t know, if they fall into end node 12 we predict that their 
expenditure will be $854.
The end node number (where the end nodes are numbered in order of 
average spend). The score is one if a family falls into end node one, two if 
they are in end node two and so on.

With decision trees there are no weights as such. Everything is based on 
the logic for segmenting the population and knowing how far to take the 
segmentation process.

There are many algorithms that can be used to create decision trees. Each 
algorithm has certain strengths and weaknesses and uses a somewhat 
different logic for how the tree is grown. However, the three most commonly 
used algorithms for creating decision trees that you find in many statistical 
software packages are: C4.5/C5.0,13 CART14 and CHAID.15

Like linear models, a great feature of decision trees are that they are easy to 
understand and explain to a non-technical audience. Decision trees are also 
a non-linear form of model. This means they are able to represent non-linear 
relationships in the data without it being absolutely necessary to transform 
the data.16 If data is missing, then this can also be used to define segments 
without the need to create separate indicator variables.

6.3 (Artificial) neural networks

(Artificial) neural networks came to prominence in the mid-1980s following 
a seminal paper published in the journal Nature.17 In the early days of 
neural network research, many analogies were made with the operation 
of the human brain, and many biological terms were employed by those 
developing neural networks to describe their work. There was a lot of hype 
and the popular media published many articles about the wonderful (and 
frightening) transformation that these brain-like structures, imbued with 
artificial intelligence, would unleash upon the world. Fans of “Star Trek: The 
Next Generation” will no doubt remember the android Data and his brain, 
constructed from an advanced neural net.
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It’s exciting to talk about neural networks in this way, but in reality neural 
networks do not possess intelligence and it’s wrong to think of them as 
artificial brains. Like most things, once you know how they work, the 
mysticism surrounding neural networks quickly disappears.

The key component of a neural network is the “neuron.” The operation of a 
neuron is illustrated in Figure 6.5 – again using the example of weekly family 
grocery spend.

The operation of a neuron is a two-stage process. In the first stage each predictor 
variable is multiplied by a weight and the values added together to generate a 
score. To all intents and purposes this is a linear model, no different from the linear 
models discussed earlier in the chapter. In the second stage the score is transformed 
using an “activation function” so that it lies within a fixed range.18 This is often 0, 
+1 or –1, +1. The transformed score is the output produced by the neuron.

To create a neural network model, several neurons are connected together. The 
outputs from one layer form the inputs to the next layer. Figure 6.6 shows a 
neural network model that predicts weekly family grocery spend.

The network model in Figure 6.6 provides an example of the most common 
type of neural network used commercially. It contains an input layer, a hidden 

Inputs (predictor variables) Output

Income

Distance

Neuron

Weight 2

Weight 1

Home owner Activation
Function

Transformed
score

(between
–1 and +1)

Apartment

Weight 3

Weight 4

Constant +
Weight 1 * Income +
Weight 2 * Distance +
Weight 3 * Home owner +
Weight 4 * Apartment +
Weight 5 * Family size

Score

Family size

Weight 5

figure 6.5  A neuron
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layer and an output layer. The input layer does not contain any neurons as such. 
It just represents the predictor variables that are presented to the network, with 
one input for each predictor variable. The number of neurons in the hidden 
layer depends on the problem. In this example, to keep things simple, there 
are just two neurons in the hidden layer. In practice there are often between 
two and twice the number of input variables (so in this example somewhere 
between two and ten). The output layer contains a single neuron.

The final model score is produced by the single neuron in the output layer. 
The output layer neuron works in an identical manner to the two hidden 
layer neurons. The only difference this time is that the inputs to the neuron 
are the two scores from the hidden layer neurons, instead of the original input 
variables. The output layer neuron combines the two scores using a linear 
model. If we had three neurons in the hidden layer, then there would be three 
scores to combine, four neurons four scores and so on.

The final task of the output layer neuron is to transform the score via its 
activation function. How this occurs depends on whether the network is 
designed to predict the probability of an event (a classification problem) or a 
quantity (a regression problem). For classification the activation function in the 
output layer neuron would be chosen so as to force the score to lie in the range 
0–1, representing the probability of the event occurring. The network in Figure 
6.6 is dealing with regression, and therefore a different activation function is 
applied so that the score is a direct estimate of weekly grocery spend.19

An easy way to think about the operation of the network in Figure 6.6 is as a 
function of three separate linear models. The two neurons in the hidden layer 
each produce a linear model. The score from each of these is then transformed 
so that it lies within a fixed range, and these transformed scores are the 
predictor variables that feed the neuron in the output layer.

The big strength of neural networks is their ability to take into account non-
linear features in data, and if you build a network correctly it has the potential 
to outperform linear models and decision trees in some situations. Their main 
drawback, as you may have gathered, is their complexity. Figure 6.6 contains 
just five input variables, two hidden neurons and one output neuron, and 
that’s complex enough. Imagine what a network with 200 input variables and 
a few dozen hidden layer neurons would look like!

The hard part with neural networks is determining how many neurons to 
have in the hidden layer and what the weights should be, and there is usually 
a degree of trial and error involved. You can’t determine the weights in a 
network using a simple formula. Instead, algorithms are applied which run 
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through the data many times, each time adjusting the weights based on how 
well the model predicts. As more runs are undertaken, so the predictions 
get better and the weight adjustments become smaller, until no further 
performance improvements are seen. The original neural network algorithm 
presented in the aforementioned Nature paper was called Back-Propagation. 
This method is still employed on occasion and works well, but has generally 
been superseded by more efficient algorithms that are many times faster, and 
which don’t require as much data scientist input to tweak the algorithm’s 
parameters.20

6.4 Support vector machines (SVMs)

Of all the models types described in this chapter, support vector machines 
(SVMs) are arguably the most enigmatic. They share many similarities with 
neural networks, but are quite hard to explain without resorting to the 
requisite mathematics.

When talking about classifying people’s behavior, such as responding to a 
marketing communication (event) or not (non-event), one way to think about 
it is as if the events and non-events are different items that have been scattered 
across a table. Someone has stood at one end of the table and tossed the events 
onto that end, and someone else has thrown the non-events onto the table 
from the other end. Most events/non-events remain towards the end where 
they were scattered from, but there is some overlap in the middle and one or 
two might even reach the other end. Your job is to draw a line that results in as 
many events as possible lying on one side of the line, and as many non-events 
as possible lying on the other. Two examples of this are illustrated in Figure 6.7.

Figure 6.7(a) shows the best straight line that separates the two groups. If 
you measure the distance between each point and the line, then sum up these 
distances, the sum is the most it can be. The line is said to: “maximize the 
margin.” You could draw the line in other places, but the sum of the distances 
would be less – the margin would not be maximized. In practice, this would 
mean getting more cases on the wrong side of the line. Conceptually, linear 
models are analogous to the straight line in Figure 6.7(a). In Figure 6.7(b) the 
same job is done by the squiggly line, but because the line is not restricted to 
being straight, it does a better job of separating the two groups. A non-linear 
method, such as a neural network, is conceptually more like this example, and 
is why in theory neural networks and support vector machines are superior 
to linear models.

9781137379276_07_cha06.indd   118 5/12/2014   8:54:48 PM



Types of Predictive Models 11
9

x

x

x

x
x

x
x

x

x

xx

x

x

x
o

o

x
x

x

x

x

x
x

x
x

x

x

xx

x

x

x
o

o

x
x

x x x x

oo
o

o

o o

x
x x

x
x

o

o

x

x
xx

x

ooo
o

o

o o

x
x x

x
x

o

o

x

x
xx

x

o
o

o

o

o

o

o

o

o

o
o

o

o o
o o

o

o

x
o

o
o

o

o

o

o

o

o

o
o

o

o o
o o

o

o

x
o

(b)(a)

figure 6.7  Maximizing the margin

Like neural networks, support vector machines are a non-linear method – in 
our lay terminology they also use a squiggly line to separate the two types 
of behavior. However, support vector machines approach the problem in a 
slightly different way from neural network algorithms. The support vector 
machine works to find the equation of the line that maximizes the margin, 
and the equation of this line is your model. The score is then a measure of 
how likely a case is to lie on either side of the line (high score = probably an 
event, low score probably not an event). It sounds simple enough, but with 
situations like Figure 6.7(b) transformations have to be applied before the 
equation of the line that maximizes the margin can be found. In practice, these 
transformation are complex, and the structure of a support vector machine 
model is not interpretable in any meaningful way: you can’t describe the 
results in terms of this variable contributes so many points, that variable so 
many points, and so on.

When building most types of predictive model, including linear models, 
decision trees and neural networks, all of the data in the development sample 
is used to build the model. With a support vector machine only the cases 
that are closest to the line are used. These are the “support vectors.” If you 
think about it this makes sense. Cases far from the margin (near the edge 
of the table where the events were scattered from) are not going to tell you 
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much about where the line should be drawn. Only cases that are near to the 
middle of the table will have a significant impact on the classification process 
and are therefore included in the modeling process (these are the circles and 
crosses in bold in Figure 6.7). A key part of the SVM algorithm is determining 
which cases in the sample are the support vectors, before applying a suitable 
transformation to those cases and then using them to build the model.

6.5 Clustering

Clustering is a popular data mining technique whereby cases with similar 
attributes, such as the same income, family size, education level and so on 
are grouped (clustered) together. There are two popular types of clustering. 
The first is not really a predictive analytics tool, but simply seeks to group 
together people that are most like each other, without reference to their actual 
behavior. It is then assumed (and the assumption is often right) that people in 
the same cluster will buy the same types of things, have similar health issues, 
go to the same sort of places on vacation and so on. Consequently, they can 
all be treated in the same way. This type of clustering is very widely used 
in marketing, but also has applications in many other areas. An example of 
clustering is shown in Figure 6.8.

Figure 6.8 shows how the customers of a company selling golfing products are 
distributed by their income and age. You can see that there are three natural 
groupings in the data, young people with low incomes, young people with 
high incomes and older people with high incomes. Golf is quite an aspirational 
game, so it’s not unreasonable to conclude that with the younger people there 
is one group which contains genuine high flyers who have already carved out 
a career for themselves, and another group who don’t have as much money, 
but want the association with high flyers that they believe playing golf imbues 
them with. The company then uses the clusters to decide whether to market 
customers with offers for premium or budget brands of golf products. What 
the graph also shows us is that by the time golfers get older, the lower income 
group has all but disappeared. They have either progressed with their careers, 
stopped playing golf or taken their business elsewhere.

For this type of unguided (without behavior) type clustering, the most popular 
clustering algorithms are K-means clustering and Hierarchical clustering.21 
The great strength of this form of clustering is that you don’t need to know 
anything about behavior to do it. You just need a sample of cases and some 
data items to drive the clustering process.
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For predictive modeling a slightly different clustering process, called K-nearest 
neighbor, is widely applied, and for this type of clustering you do need to know 
something about behavior for cases in the development sample. K-nearest 
neighbor is mainly used for classification, but adaptations do exist that can also 
be applied to regression. At the start of the algorithm the model developer 
specifies the value of K. When a prediction is required for a new case the 
algorithm finds the K cases in the development sample that are “most like” the 
case for which a prediction is required. The score for the new case is calculated 
to be the proportion of the K nearest cases in the development sample that 
displayed the behavior. So if K = 50, then the algorithm would find the 50 cases 
most similar to the case you want the prediction for. If ten out of the 50 cases 
display the behavior, the score is 0.2 (10/50). If 40 cases display the behavior then 
the score is 0.8 (40/50), and so on. A key question with this type of clustering is: 
what value of K to use? With small samples it is usual to use quite small values of 
K and possibly a value of just one (so you get a score of just zero or one).

figure 6.8  Clusters
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6.6 Expert systems (knowledge-based systems)

Expert systems attempt to replicate the decision-making process undertaken 
by experts. A layperson can then use the expert system to make expert 
decisions. Of all the model types discussed in this book, expert systems are 
arguably the odd one out, in that they are not reliant on having large samples 
of digitized, computer friendly, data in order to build them. That’s not to say 
that you don’t need to obtain data to build an expert system, only that the 
data comes directly from the knowledge and experience of subject matter 
experts rather than from a digital source. There are three parts to an expert 
system:

A knowledge base. This holds the decision making logic, often in the 
form of IF/THEN type rules. For example: IF “Chest Pain” AND “Difficulty 
Breathing” THEN Probability of Heart Attack = 0.17.
An inference engine. This interrogates the knowledge base, using data it 
has collected from the user to identify the most probable outcome, given 
the data that has been provided.
An Interface. This provides a mechanism for the system to interact with 
users to gather the data it needs. For example, to ask the user questions 
such as: “Does the patient have chest pain?”

An expert system can contain just a few dozen rules in its knowledge base, 
but a complex expert system, such as one used to support a GP in diagnosing 
medical conditions, will contain thousands of rules. Sometimes the rules are 
fairly simple like the one mentioned previously, but the rules can be very 
complex and/or interconnected. One role of the inference engine is to move 
through the rules, asking relevant questions along the way to guide the 
process. So the first questions it may ask is “Does the patient have Chest 
Pain?” If the answer is yes, then it goes on to ask about breathing difficulties 
and so on. If not, then a different line of questioning is pursued. The other role 
of the inference engine is to weigh up the evidence that has been collected 
from processing the rules, deal with inconsistencies and conflicts between 
different rules, and then combine it all together to come to a conclusion that 
is presented back to the user. 

A key role of the inference engine is to ask the right questions in the best order 
possible, deciding which question to ask next based on the information that 
has already been gathered. With a heart attack, one would expect to need 
only to obtain a handful of answers in order to make a diagnosis. The system 
should not need to run through hundreds of questions to get there if the right 
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questions are asked. So if the patient has already indicated chest pain and 
breathing difficulty, it would make sense to focus on other relevant factors, 
such as age, gender and previous medical history (Young and asthmatic would 
tend to indicate asthma attack rather than a heart attack, while old, male and 
overweight would lend further support to the problem being a heart attack.)

The hardest part when developing an expert system is creating the knowledge 
base. To do this, the system developer talks to experts and captures their 
decision-making logic in a form that can be represented by the knowledge 
base. This may take many months or years for something complex like a 
medical diagnosis system that has many thousands of rules, and this is one of 
the main weaknesses of expert systems. They need a lot of time and effort to 
create, and the knowledge base needs a lot of maintenance in order to remain 
current. They are also only as good as the experts(s) from which knowledge 
has been taken. As well as medical diagnosis, other applications of expert 
systems include mortgage risk assessment, geological analysis to identify 
mineral deposits and fault detection in complex machinery.

Expert systems are appealing because the reasoning behind their decision 
making can be explained easily using the rules that have been applied, and 
follows human decision-making principles. In the 1980s there was a lot of 
enthusiasm for expert systems, but they tend to be one of the least used 
methods in predictive analytics. This is mainly due to their cost to develop 
and maintain, but also due to the fact that they try to match the expertise 
of human experts, whereas other predictive modeling approaches aim to do 
better.

Expert systems may only have a few applications, but where there is very 
little hard data available to build a model using a statistical/mathematical 
approach, the idea of capturing human expertise still has merit. With the 
Delphi Method, a group of experts is brought together and their expertise is 
used to construct a simple, usually linear, model. The model won’t have the 
sophistication of a full expert system, but it’s possible to develop a model very 
quickly, usually in just a day or two.

There are two stages to the Delphi process. In the first stage, a facilitator gets 
the group to come up with the ten to 20 or so predictor variables that they 
think are the most important for predicting behavior. In the second stage the 
group assigns weights to each variable by consensus. The result is a linear 
model that looks just like one developed using a method such as linear or 
logistic regression.22 The only difference is that with the Delphi method the 
experts have decided the weights, rather than a computerized process being 
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applied. What you tend to find is that the performance of Delphi models isn’t 
as good as statistically derived models, but they are not bad, and certainly 
better than no model at all.

6.7 What type of model is best?

When assessing how good a predictive model is there are several criteria to 
consider:

Predictive accuracy
Explicability
Simplicity
Stability
Business acceptability

Predictive accuracy is what most people (rightly or wrongly) tend to focus 
on most. There have been lots of studies that have looked at the predictive 
accuracy of different types of models and the different algorithms used to 
construct them. The conclusions that can be drawn from these studies are:

On balance, support vector machines and neural networks are slightly 
better than other types of model for predicting consumer behavior, but 
often there is not much in it. Most algorithms perform similarly well in 
many situations23 (the flat maximum effect again).
No single type of model is always best. Sometimes a simple linear model or 
decision tree will outperform more advanced/complex methods.24

The difference in the predictive accuracy of different models is usually pretty 
small.24 This is true even for problems that are described as being highly non-
linear or there are a lot of interactions between variables25 as long as suitable 
data transformations have been applied (e.g. binning and the use of indicator 
variables26). A classic case is fraud detection. A very widely expressed belief is 
that you have to use a neural network or support vector machine if you want 
to produce a decent model, because of the complexities of the relationships in 
fraud data. This is a misconception, based on the fact that one of the earliest 
fraud detection systems just happened to be based on a neural network model. 
I have come across more than one example of industry-leading fraud detection 
systems based on linear models and/or rule sets that have performed as well 
as or better than competitors based on more advanced methods. Having said 
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this, one should be careful not to confuse general and specific findings.27 There 
is a lot of evidence that a wide range of algorithms yield very similar levels of 
performance on average, but for some specific problems one method may be 
substantially better than another – but you can’t tell if this is the case until 
you’ve built the model. Therefore it often makes sense to develop a number 
of competing models using different methodologies in order to see which one 
generates the best model for your particular problem.

One drawback of neural networks is that it is notoriously easy to over-fit to 
the data, making them appear to perform much better than they really are, i.e. 
their performance in real-world usage is inferior to their performance based on 
the data used to develop them. They also require a lot more computer power 
to generate than linear models constructed using linear or logistic regression, 
or decision trees using C4.5 or CHAID (often 10–100 times more), which can 
cause problems when one is dealing with large samples and lots of predictor 
variables.

Decision trees, like neural networks, are prone to over-fitting and have some 
other drawbacks. In particular:

Popular algorithms for deriving decision trees are not very efficient at 
utilizing data. Consequently, their performance is sometimes (although 
not always) marginally worse than other types of predictive model for a 
development sample of a given size.28 This is particularly true when small 
and medium-sized samples are used to construct the model.29

For classification you need equal numbers of cases that do/do not display 
the behavior to build good decision trees. If you have lots more examples 
of behavior or non-behavior in the development sample then model 
performance will be poor (e.g. the results of a mailing campaign where 
only 1% of those targeted respond). The greater the degree of imbalance 
the worse the model will be. Decision tree algorithms are more sensitive to 
imbalance than almost any other type model construction method.30 There 
are however, ways of getting around this problem.31

The range of scores is smaller than many other types of model, resulting in 
score distributions that are “clumpy.” This isn’t necessarily a problem, but 
can put some people off using them.32

For many (and possibly most) applications of predictive analytics, models 
must be simple and explicable. One needs to be able to say that someone 
obtained a particular score because they had characteristics A, B and C. In 
the US, The Equal Credit Opportunity Act 1974 gives everyone the right to 
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know why they were declined for credit in terms of which predictor variables 
resulted in them getting a low credit score.33 If you develop a model to predict 
who to lay off in a time of recession, then you need to be able to explain 
the decisions if you want to avoid the wrath of the unions and possible 
legal challenges. Decision trees, linear models and expert systems are easy to 
explain, but a significant weakness of clustering, neural networks and support 
vector machines is their complexity and “black box” nature. You can’t tell by 
looking at these types of model what variables contributed significantly to 
the model score and which did not. It’s quite possible that some variables 
contribute nothing at all, despite being included in the model. There are 
methods that can be used to infer what variables are important in a neural 
network, but that arguably just adds another layer of complexity.

The main issue with clustering is that there is no model as such. What comes 
out of the process is the original data set that you used to do the clustering, 
plus the cluster into which the observation has been placed.34 When you have 
a new observation that you want to assign to a cluster you have to run it 
through the algorithm again in order to allocate it to a cluster. What you can’t 
say with any certainty is that a case is in a given cluster because of feature X, 
Y or Z. Instead, one is usually limited to discussing the average properties of 
the cluster into which someone is placed. In cluster one the average age of 
people is 30 and most people rent; in cluster two the average age is 50 and 
most people own apartments. However, there will be a distribution of ages 
in each cluster, and just because you are 50 and live in an apartment, doesn’t 
mean that you will automatically end up in the second cluster – you are just 
more likely to.

Most clustering algorithms also struggle with large quantities of data, both in 
terms of the number of records and the number of predictor variables. However, 
some of the newer types of clustering algorithms get around this problem by 
breaking the problem up into parts and/or creating crude approximate clusters 
as an initial stage, which are then refined as a secondary process.

With regards to model stability, the performance of all predictive models 
tends to deteriorate over time. Some models last for years before they 
lose their ability to predict; others have lifespans measured in hours. For 
operational models that are intended to be in place for months or years 
before being replaced35 an often neglected issue when deciding what type 
of model to use is the expected lifespan of the model. If one type of model 
needs to be rebuilt every three months, yet another lasts two years before 
being replaced, then the additional redevelopment costs need to be taken 
into account when comparing the business benefit of the two alternatives. 
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So even if the first model is more predictive when it’s first built, it may 
not be the most cost-effective if you have to spend more time and effort 
maintaining it. There hasn’t been a huge amount of study into the stability of 
different types of models, but what little evidence there is tends to support 
the case that simple linear models and decision trees are more stable than 
other types of model.36

A final consideration is: Will the business accept the model? One part of this 
question relates to the physical infrastructure required. Building a model is 
one thing; integrating it into the business is another. The second part of the 
question is about people and culture. For many applications of predictive 
analytics there are those, other than the data scientist who built the model, 
who have an interest in what variables are important and how a model 
generates its predictions. As discussed in Chapter 3, it’s quite common for 
people in authority to hold views such as: “No model should ever contain 
more than 20 variables” or that: “The model can’t be any good because gender 
doesn’t feature” or: “The model’s a joke! How can anyone believe that these 
variables predict …”

Perhaps the biggest mistake that can be made by a data scientist is to 
think that predictive accuracy is always the most important consideration. 
Sometimes it is, but for most business applications other concerns take 
precedence. Consequently, linear models and decision trees still dominate the 
world of predictive analytics. Their (sometimes) marginally worse performance 
compared to neural networks, support vector machines etc. is outweighed by 
their simplicity, stability and the ease with which they can be understood and 
explained to non-technical people.

Neural networks, support vector machines and other complex methods 
tend come into their own when there is little need to explain the model to 
management or the individuals being assessed by the model.

When considering what type of predictive model to use, my advice is:

Always use linear models as your benchmark, developed using stepwise 
linear or logistic regression, and replace the raw predictor variables with 
indicator variables.37 With the right software, these are quick to develop 
and will provide a baseline against which to assess other types of model.
If you can, do a little experimentation. Build different models and compare 
the results using an independent sample that was not used to construct 
the model, and ideally taken from a different point in time than the model 
development sample (an out of time sample).
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Even if you don’t want to use a “black box” method such as a support vector 
machine or neural network, it’s often worthwhile developing such a model 
just to get a feel for how much additional benefit you might get, i.e. how 
much you are missing out by not using these methods.

In addition to these considerations, you should always consult with the model 
user as to their expectations: what is acceptable in terms of the nature and 
explicability of the model and what is out of bounds. We will discuss these 
issues in more detail in the next chapter.

6.8 Ensemble (fusion or combination) systems

If you get a bunch of experts in a room and ask them to make decisions, you 
will find that on average that the group decisions tend to be better than any 
single expert would make on their own. Even if you take someone who is 
considered to be the very best in their field, and compare their performance 
against a mixed ability group of their peers, then the consensus view usually 
wins out. This is because even the best experts don’t know everything and 
are subject to human biases. They can be swayed by what happened in one 
or two odd/extreme cases, which is not borne out by the wider experience 
of their peers. If one or two of the experts have a mistaken view, or their 
judgment is flawed in certain cases, then this will be corrected by the 
majority.

The same thing happens with predictive models. Every model has its strengths 
and weaknesses – is very good at predicting certain types of cases but not 
others. If you create lots of models in lots of different ways and then combine 
them together, you often find that the ensemble of models is more predictive 
than any of the individual contributors. This seems to work even if there is a 
spread in terms of the quality of the models that make up the ensemble.

There are many ways of creating an ensemble of predictive models, but there 
are three general approaches:

Parallel ensembles. Several models are constructed, each in isolation from 
the others. The scores from each model are then combined together to 
generate a final score. 
Multi-stage ensembles. Models are constructed in stages. At each stage, 
the way the model is constructed is dependent upon the results from the 
previous stage(s). Therefore, the models are dependent upon one another. 
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As with parallel systems, the scores from all the models are combined 
together to make a final decision.
Segmentation ensembles. The population is segmented and a separate 
model constructed for each segment. Unlike the other two approaches, the 
final decision is made using a single model, depending upon the segment 
into which an individual falls. For the experts in a room, this would be like 
having a triage process to assess each case to decide which expert would be 
best at dealing with it.

Where there is a requirement for models that are simple and explicable, 
segmentation ensembles prevail. This is because it doesn’t matter how many 
segments you have or how the segmentation was arrived at: an individual 
is still scored by only one model. In consumer credit markets, for example, 
there will usually be different models for each product type (credit cards, 
unsecured loans, mortgages), whether you have a clean credit record or not (a 
history of paying on time or lots of missed payments), and the depth of your 
credit file (a lot of past credit history or very little). Likewise, in marketing 
different models are often constructed for different income groups, people’s 
socio-economic grouping, new vs. repeat customers and so on.

For situations where it’s all about predictive accuracy (the logic behind a 
dating site, or how a book retailer generates recommendations that you might 
like), parallel ensembles have established themselves as the method of choice. 
There are lots of different methods for generating parallel ensembles, but in 
my experience there are two that are more widely used than others.

The first method is where several different types of models are constructed 
using different methods. For example, you might create a decision tree using 
C4.5, a decision tree using CHAID, a neural network using back-propagation, 
a linear model constructed using logistic regression and a support vector 
machine – five models in total. You then create an ensemble by combining 
the scores together in some way. The simplest way to do this is to generate 
a second-stage model, where the predictor variables are the scores from the 
five initial models. Alternatively, you can use each model to make a separate 
decision about what to do with each person and take a vote. If three models 
predict that someone is creditworthy and two do not, you would treat the 
customer as creditworthy, based on the majority decision.

The second popular type of parallel ensemble is called the Random Forest.38 
This method was originally developed for use with multiple decision trees 
(hence the name), but can be adapted for use with other model types. The 
idea behind random forests is very simple. Each model is constructed using 
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a slightly different development sample and a small set of randomly chosen 
predictor variables.39 After generating many different decision trees, the 
results from all the individual trees are combined.

Multi-stage ensembles have received a lot of attention in academia, with 
methods such as boosting40 and gradient descent.41 However, in my experience 
these methods are less popular than segmented and parallel ensemble 
approaches in real-world environments.

There is also no reason why you can’t build ensembles of ensembles if you have 
the time and resources available. This can improve predictive accuracy further, 
but results in a very complex solution.

6.9 How much benefit can I expect to get from using 
an ensemble?

Some people have reported the benefits of ensembles, in terms of improved 
accuracy, of up to 30% compared to the best single model.42 With figures 
like this you might think you’d be crazy not to go down the ensemble route. 
Personally, I have found the typical benefits to be around 5–10% depending 
on the problem and type of ensemble method employed, and some observers 
have reported cases where the benefits of ensembles are zero or even worse 
than a single model.43 The amount of improvement you can expect to see also 
depends on the quality of the model you are comparing the ensemble to. If 
you build a dodgy decision tree and compare it to a fantastic ensemble you 
are bound to get a huge uplift. So as with many other aspects of predictive 
analytics, if ensembles tickle your fancy, then you should invest some time and 
effort doing a little research before committing more fully.

Perhaps the most famous and informative tale of the triumph (and failure) 
of ensembles is the case of the Netflix prize. The movie rental firm Netflix 
uses predictive models to predict how its customers will rate films (i.e. how 
much they will like them). Netflix then targets people with offers for films it 
thinks they will like. In 2006 Netflix launched the Netflix prize, a three-year 
competition to see if anyone could develop a predictive model that was at 
least 10% better than their own in-house model.44 The competition ran for 
three years, with a prize fund of $1m for the first person to achieve the goal 
(if anyone could – there was some skepticism at the time). One of the great 
things about this competition was that anyone could enter. You could make 
as many entries as you liked, and there was an online leader board to see 
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how everyone was doing. Therefore you could try one approach, submit an 
entry, see how you did and then try again. The other great thing was how 
the competition ran right to the wire. After thousands of submissions, the 
10% improvement was only achieved on the very last day of the competition, 
with the winning team submitting its entry just a few minutes before the 
competition closed in July 2009.

That’s the success – a 10% improvement in the models, which has been widely 
reported. What gets less coverage is the fact that Netflix never implemented 
the winning solution. One reason was that the models were so complex that 
Netflix could not implement them with its existing IT, and the benefits did not 
justify the cost of the upgrading their infrastructure. Netflix did implement 
a very small part of one of the algorithms from earlier submissions that gave 
a 5.6% improvement in accuracy, but it was only a very small part.45 The 
lesson here is that ensembles can give significant uplifts in terms of predictive 
accuracy, but in many real-world applications they are subject to the same 
operational requirements for simplicity and explicability as single model 
solutions, and this is their Achilles heel.

Where ensembles are used, it’s most commonly segmentation ensembles that 
are employed. This is because the model structure remains relatively simple. 
There has been steady growth in the use of random forests and other types of 
parallel ensemble, but their use remains confined to a relatively small number 
of applications where model explicability is not particularly important.

6.10 The prospects for better types of predictive 
models in the future

New ways of building predictive models and variations on existing approaches 
are being developed all the time. Methods for constructing linear models and 
decision trees, such as linear and logistic regression, CART and so on have 
been around for decades, and some methods we’ve mentioned in this chapter 
originated in the 19th Century!46 Even popular ensemble methods can trace 
their roots back to the 1980s and 1990s. So you have to ask yourself: Are 
these approaches to predictive analytics a little old hat? Will they eventually 
be replaced by new techniques that generate significantly more accurate 
predictions than the models in use today?

One thing worth thinking about is the intense excitement that accompanied 
new developments in predictive analytics, data mining and artificial 
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intelligence/machine learning in the past. In the mid-1980s and early 1990s 
methods for generating various types of neural networks were in vogue, as 
were other Artificial Intelligence (AI) techniques such as genetic algorithms 
and expert systems. In the 1990s and 2000s support vector machines and 
ensemble methods, such as bagging, boosting and random forests received 
similar attention. Recently nature inspired “swarm intelligence” approaches, 
such as Particle Swarm Optimization, Artificial Ant Colony Optimization 
and Artificial Bee Colonies have been hot topics, in particular, because these 
methods adopt a divide and conquer approach. They split large and complex 
problems into a number of more manageable chunks. Each part can be solved 
by a separate computer and the results then bought back together and 
combined. This fits very well with the growth in distributed computer systems 
that are increasingly being applied to Big Data.

In some circumstances a new method does provide marginal improvement 
over established techniques for building predictive models, or there may a 
very specific type of problem that a particular algorithm is well suited for. 
However, in practical situations the benefits are usually very small, or come 
with a price in terms of being very complex, or completely unintelligible to 
anyone without a PhD in statistics or computer science. This is not to say 
there aren’t some problems out there that have benefited from new, cutting 
edge predictive analytical techniques, but in my opinion they are few and 
far between when it comes to predicting consumer behavior in real-world 
business environments.

What many people are coming to realize is that there are far better gains to 
be had by improving other aspects of the predictive analytics process, for 
example, better alignment of modeling objectives with business objectives, 
addressing data quality issues, obtaining new data sources, new methods 
of transforming data prior to model construction and improved ways for 
selecting the best subset of predictor variables to present to the chosen 
modeling algorithm. It is through improvements in these aspects of the 
predictive analytics process that the greatest potential benefits lie – not new 
types of predictive algorithm.

Please do not take this to be an entirely negative view of progress. The 
message I want to convey is that it is good to keep up with current 
developments and to look for new and better ways of doing things, but don’t 
be taken in by the hype that always accompanies new methodologies or the 
pitch made by vendors with a new solution to sell. When some promising 
new modeling/analytical technique appears on the horizon, make sure that 
a proper evaluation of the method is undertaken before jumping in. Your 
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evaluation should be undertaken independently of the supplier, i.e. you do 
the evaluation, not the people with a vested interest in seeing positive results. 
This should include the use of development and holdout samples, and an out-
of-time sample to test the model’s long-term robustness. For the test to be 
really sound, ideally one person will build the model using the new technique 
and someone else will independently carry out the evaluation using holdout 
sample(s) that the developer has not had access to.

Equally important is to undertake a business evaluation and a cost/benefit 
analysis of the process that takes into account things such as:

Is specialist software/consultancy required to construct and implement the 
model?
How much additional time, effort and cost will be required to implement 
the new solution within the operational environment? 
Is it important that the model is simple and/or interpretable, i.e. do you 
need to be able to understand how individual scores are arrived at?
Will it be easy to monitor the performance of the model on an ongoing 
basis?
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If you are going to place predictive analytics at the heart of an automated 
decision-making process, then you need to approach it in a controlled 
and systematic way. It’s very tempting to just let your highly paid data 
scientists run wild, trusting that their analytical skills will deliver something 
useful. However, building a decision-making infrastructure based on predictive 
analytics is just like any other sort of project, whether it be building a new 
office building, setting up an IT data center, refitting a factory or restructuring 
an organization. Only a fool would hire a team of builders and let them lose on 
a greenfield site without an architect having drawn up the plans first, or think 
that all their IT problems are solved just because they have bought a truck load 
of cutting edge hardware.

The same goes for predictive analytics. You need to plan what you are going 
to do, undertake feasibility work, understand the costs and benefits and 
risks and issues, and have someone overseeing the whole show to ensure 
that it delivers what was promised on time and to budget. However, this is 
exactly the opposite of how a good data scientist approaches the technical 
part of a predictive analytics project. Exploration, experimentation, and 
trial and error add value. Trying different things with different bits of data, 
comparing alternative algorithms to see what works well and what does not, 
exploring a few blind alleys and so forth, actively supports the production 
of the model itself. It’s all the other things around the model development 
that need careful consideration and control if predictive analytics is going to 
be successful.

chapte
r 
7
The Predictive Analytics 

Process

9781137379276_08_cha07.indd   134 5/8/2014   11:37:28 AM



The Predictive Analytics Process 13
5

My experience is that the data scientists themselves are not always the best 
people to oversee the wider task of getting models implemented and in 
use. That’s not to say there aren’t good data scientists out there who can 
take on board things like process reengineering, staff training and project 
management, but that’s a bit like being both the architect and the builder.

All predictive analytics projects benefit from a degree of planning and project 
management. However, the approach should be proportionate to the task in 
hand. If you are building tactical, narrow scope, one-off type models, whose 
success or failure affects just a few hundred thousand dollars of revenue in 
a multi-billion dollar business, you probably want to adopt a light touch or 
Rapid Application Development (RAD) approach. As long as you have a 
couple of meetings with the right people and capture the decision-making 
process in a few e-mails then that’s sufficient as far as project management is 
concerned. The last thing you want to do is become bogged down with a big 
program management philosophy and the paperwork and long delivery times 
that go with it.

If on the other hand, you are dealing with processes that could make or 
break the organization, which are responsible for millions of dollars’ worth of 
transactions, day in, day out, or will be picked apart by industry regulators, then 
you many need to put in place a project management structure such as PRINCE 
2;1 i.e. something that provides a project plan, governance, accountability and 
a risk management framework. However, regardless of whether your project is 
a large or small, tactical or strategic, all predictive analytics projects should be 
structured in a similar way, as in illustrated in Figure 7.1

7.1 Project initiation

As shown in Figure 7.1, the very first step is to initiate the project. At the 
outset you need to get the right person in the organization to sponsor the 
project, give it their approval and get the ball rolling. For a new application 
of predictive analytics, or an application that’s strategically important or 
controversial, the project sponsor should be someone senior; i.e. someone 
who can authorize the funds and resources required to deliver the project 
and who can defend the project should it be challenged by other senior 
managers. If the model development is more tactical or low key in nature, 
or you are just replacing an existing model with a more up-to-date version, 
then the project sponsor will probably be the head of the department 
deploying the model.
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Once a project sponsor has been identified, then the rest of the project team 
can be assembled. This will include people with the following mix of skills and 
interests:

Project manager. This is the central point of contact whose responsibilities 
include: obtaining and managing resources, ensuring company procedures 
are followed, facilitating communication between team members, capturing 
objectives, drawing up a project plan, monitoring progress against the plan 
and managing risks and issues throughout the project.

1. Initiate project

2. Define business
requirements

3. Is PA the
right tool?

Do something else

Yes

No

4. Build model

6. Objectives 
met?

No

Y

7. Implement model

Yes

8. Monitor model

YesNo 9. Model
performing?

5. Business
evaluation of model

figure 7.1  Process for predictive analytics
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Decision makers. These are people in authority who make the key 
business decisions: for example providing budget approval and signing off 
the model prior to implementation. The project sponsor often takes on the 
role of the primary decision maker, but often they will empower others to 
act on their behalf.
Data scientists. These are the people who undertake the predictive 
analytics process; i.e. gathering and analyzing data and constructing the 
model(s). Data scientists will also be involved in defining requirements, 
testing, implementation and the production of documentation. The role of 
the data scientist is analogous to a tradesman working on a construction 
project or a computer programmer on an IT project.
Stakeholders. Anyone affected by the model is a stakeholder. One 
role of the project manager is to identify stakeholders and ensure that 
their requirements are covered. If a new response model results in more 
customers phoning with questions about a product, then call center 
staffing levels need to be reviewed. Consequently, the call center manager 
is an important stakeholder. A common project management error is to 
neglect a business area that the project impacts upon.

This list refers to roles not people. It is not uncommon for someone to take 
on two (or more) roles within a project. For narrow scope tactical projects in 
particular, the project manager may also be the project sponsor or a senior data 
scientist who is given project management responsibility in addition to their 
other duties. A second point is that although the project manager role is central 
to the success of a project, project management is about the means not the 
ends. It is not the project manager’s role to decide what the objectives are, how 
much the company can spend or the deadline for the project, but to deliver 
what has been agreed by the organization, on time and to budget. It is also a 
mistake to think that the project manager needs to be technically literate when 
it comes to predictive analytics. Yes, they do need to have an understanding of 
what predictive analytics is, what it is capable of and what its limitations are, 
but in my experience there is no correlation between a great project manager 
and the technical skills required to construct a predictive model.

Compared to some IT and construction projects that involve hundreds of 
people and cost hundreds of millions of dollars, predictive analytics projects 
are relatively small-scale affairs. In my experience the project team for a typical 
modeling project contains between 2 and 20 people, and about half of these 
will be stakeholders with little day-to-day involvement. Most projects involve 
only one or two data scientists in a full-time capacity. Even for a large program 
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of work, involving considerable data analysis and the construction of several 
models, it is unusual for more than four or five data scientists to be required 
at any one time. If you want a consultancy to construct (but not implement 
or monitor) a predictive model, then expect to pay somewhere between 
$50,000 and $100,000 dollars per model, depending on the complexity of 
the data analysis involved. If you need to enhance/upgrade your IT to enable 
predictive models to be incorporated into your decision-making processes it 
will cost considerably more.

Ultimately, a project is successful because the people in authority believe that 
their objectives have been achieved. Typically, this is the project sponsor and/
or the decision makers. It is therefore important that everyone knows who is 
ultimately in charge, and everyone is attuned to what these people perceive 
the objectives and success criteria to be.

7.2 Project requirements

Once the project team has been established, the second step is to decide 
what the project is going to cover and how this is going to be done. Defining 
requirements for a modeling project should be approached in two stages, starting 
with business requirements and then feeding into technical requirements.

Business requirements describe what the business wants to do and how this 
will be achieved, along with the identification of any barriers that need to be 
overcome. Typical business requirements include:

Business objectives. This is what the project is going to deliver to help 
the organization achieve its goals. Business objectives should be couched in 
terms of increased profits, improved efficiency, new capability and so on; 
i.e. things that are directly aligned with what the business does.
Scope. What will be covered by the project and what will not.
Legal requirements. In many countries there is considerable consumer 
legislation that organizations must comply with.
Implementation path. This covers how the model will be integrated with 
the organization’s business systems to enable it to be used on a day-to-day 
basis. Consideration also needs to be given to how the model will affect 
other areas of the business such as IT, call centers and so on.
Project planning. The business will want to know how much the project 
is going to cost and how long it will take. Few organizations will sign up to 
a project without these things being agreed beforehand.
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Risks and issues. Risks are things that threaten the success of the project, 
but it is uncertain whether the risk will occur. Issues are problems that have 
already arisen and are obstructing progress. Action should be taken to 
resolve issues and mitigate risks.
Documentation and reporting. This concerns how information about the 
project is recorded and disseminated to stakeholders. Considerable documen-
tation may also be required to comply with internal/external audit procedures.

When discussing business objectives, it’s very important to establish the 
baselines and success criteria against which the project will be assessed, 
particularly if a predictive model is being developed to replace and/or enhance 
an existing decision-making process. You need to agree up front how you are 
going to prove to people that the model does a better job than the existing 
process. Unless you can prove that the model is superior, the stakeholders are 
unlikely to give the model their approval. For example, if you build a model 
to improve the response from a direct marketing campaign, you need to 
know what the response rates/volumes are for the current direct marketing 
process. Otherwise, how can you say that the new model is better? Likewise, 
if I were building a model to replace a manual decision-making process, such as 
diagnosis of a particular disease, then I can only tell if the model is a success if 
the diagnosis rates using the model are better than the prior manual process. 
Just building a model that is statistically valid and predicts with a certain 
degree of accuracy is not sufficient in itself to prove the model’s worth.

Once business requirements have been defined, they need to be translated into 
technical requirements that the data scientists can use to drive their approach to 
data analysis and model construction – and it’s usually the role of the data scientist 
to do this. In many ways this is no different from an IT project, where a business 
analyst translates the organization’s vision into a functional specification that the 
programmers can understand, or a construction project where an engineer has to 
translate the architect’s vision into something that the builders can build.

Technical requirements predominantly focus on analytical issues. These include:

The modeling objective. This is the behavior the model predicts. In 
statistics/data mining the modeling objective is often called the “dependent 
variable,” the “target variable” or the “objective function.”
The outcome period (forecast horizon). This is the length of time in the 
future over which the model predicts behavior.
Data sources and predictor variables. This covers where the data for the 
model will be sourced and which predictor variables should be considered 
for model construction.
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Sample definition. There is often lots of data that could be used for model 
building. Likewise, there is always data that should be excluded.2 Sample 
definition is the process of deciding which sub-set of the available data 
should be used to construct the model.
Type of model and method of construction. Sometimes, any type of 
model is acceptable and any algorithm can be used to derive the model. 
In other situations, the requirement is for a model of a particular type, 
constructed using a particular method.

Business requirements focus on organizational objectives, governance and 
control. Technical requirements cover data and analytical issues. However, it’s 
important that business and technical requirements are aligned, and it should 
be possible to see how the technical requirements have been derived from the 
business requirements. One of the biggest risks in a predictive analytics project 
is not getting the integration right between the two. For example, someone 
may start with the technical aspects of the project and then try to retrofit 
some business requirements to the model they have built.

A key area in which business and technical requirements must be aligned is 
the definition of objectives. Business objectives need to be translated into a 
modeling objective before a model can be constructed. For a classification 
problem, the modeling objective must represent the business problem 
in terms of events and non-events at the level of an individual. The data 
scientist needs to assign a simple Yes/No flag to each case used to build the 
model to represent events and non-events respectively. For some problems 
this can seem relatively straightforward, but in reality the process contains a 
lot of complexity and/or ambiguity – it’s not always clear what is or is not 
an event.

Consider a situation where we are interested in maximizing response from a 
direct marketing campaign for an online fashion retailer. Historical information 
from previous campaigns about who bought items of clothing and who did 
not is going to be used to construct a response model.

The obvious approach is to classify those that responded by ordering an 
item of clothing as a Yes (Event) and those that did not order anything as 
a No (Non-event). However, what about people who bought a product 
but subsequently returned it for a refund?3 Do these represent a positive or 
negative outcome? They did respond, and if you want to take a purist view 
then that’s clearly an event. However, what you must bear in mind is that 
when the business says it wants to maximize response, what it’s really asking 
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is: Did we make as much money as possible by targeting these customers? 
And that’s what the modeling objective needs to represent.

The business will only make money if the targeted individual buys the product 
and does not return it. If you want a modeling objective that is better aligned 
with business objectives, then you might want to classify returns as non-
responses (Non-event). There is also a third option – to treat a return as an 
“indeterminate event” – one that can’t be classified as either a response or non-
response event – it sits somewhere in the middle. These cases are then excluded 
from model development.4 In this way the model is focused on predicting only 
clear cases over which there is no dispute. If the return cases are retained in the 
development sample then you might get a model that looks good when it comes 
to statistical measures of accuracy, but the model won’t be as good at identifying 
the most profitable cases as a model where the return cases have been removed.

Another example where it can be difficult to define the modeling objective 
is consumer lending. Lenders want to lend to “Good” people who repay what 
they borrow and generate a profit, and decline applications from “Bad” people 
who default and generate a loss.5 Let’s say that a bank defines someone as in 
default if they are more than 90 days past due. The simplest option is to define 
any loan in default as an event (Bad) and everything else as a non-event 
(Good). Sounds straightforward? But what about cases where a borrower 
enters default, recovers their account and eventually pays off the debt in full? 
The bank will have charged the customer fees and penalty charges, and the 
customer will have paid extra interest. They aren’t really “Bad” because the 
bank made a profit from them.

What about customers with a perfect repayment record, but who repaid their 
loans early? The bank has made a loss because the reduced interest paid on 
these loans didn’t cover the administration costs when the loan was taken out. 
So these cases should be classified as bad shouldn’t they? Well no, not really, 
because people who repay their loan early typically have a very similar profile 
to those that went to term and repaid their debt, i.e. “Goods.” If you try to 
build a classification model where your population of events and non-events 
have very similar characteristics, then the resulting model will be a poor one. 
This is because the predictive analytics process relies on finding significant 
differences between the event and non-event populations. A better option 
is to remove early repayment cases all together from the predictive analytics 
process, to create “clear blue water” between the Goods and Bads.6

Another consideration when building models to predict loan repayment 
behavior is the forecast horizon. In theory, what banks would like to do is to 
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take a sample of loans that were granted several years ago, classify the loans 
as good or bad depending on whether or not the loan was repaid at the end 
of the credit agreement, and then build the model using this data. However, 
for many types of consumer lending the repayment period is several years, 
and for mortgages 20 years or more is not uncommon. Obtaining full details 
of mortgage agreements taken out 20 years ago (credit report information 
and the like) is often infeasible – the data just isn’t available any more. Even if 
data is available, things change. The factors that were predictive of mortgage 
default two decades ago are unlikely to be very predictive of mortgage 
default today.

The way lenders get around this problem is to make some assumptions and 
compromises when developing their models. They will take a sample of 
mortgages that were taken out just a couple of years ago and classify them as 
good or bad on the basis of their repayment behavior over the first two years. 
In this way the data used to build the model is far more current than if the full 
term of the mortgage were considered.

So again, what seemed like a simple problem (loan default) is quite nuanced 
when it comes to working out what the modeling objective should be, 
and the choice of modeling objective will have a noticeable impact on the 
bottom line. In consumer lending, what you tend to find is that every lender 
has a slightly different definition of what constitutes a “Good” or “Bad” 
customer and the definition also differs by product (loan, card account, 
auto loan, mortgage etc.). Consequently, a good data scientist will spend 
a considerable amount of time discussing objectives with the business to 
ensure that the modeling objective used to construct the model is fully 
aligned with the organization’s business objectives. Sometimes this will 
involve a considerable amount of data analysis, looking at a variety of 
different factors, before the modeling objective is agreed. At other times 
a degree of subjectivity is required, with the modeling objective based on 
the opinions of people in the business as to what should be classified as an 
event or not.7

7.3 Is predictive analytics the right tool for the job?

Predictive analytics is just one tool that can be deployed to solve some types 
of business problem. It’s a very good tool, but it’s not always the right tool 
or the best tool. Once you have an idea of the requirements for the project, 
then that’s a good time to decide whether predictive analytics is the right 
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way to go. Reasons for deciding not to proceed with a predictive analytics 
project include:

Lack of stakeholder buy-in. Unless the project sponsor and key 
stakeholders are 100% behind the use of predictive analytics, then the 
project is likely to fail.
No purpose. There needs to be a business application for the model. There 
is no point building a model if no one is going to use it.
Lack of data. Predictive analytics does not require “Big Data” but it does 
need at least a few hundred examples of the behavior you want to predict. 
You also need several predictor variables captured at the right point in time.
Deterministic outcomes. If you can tell with certainty what someone is 
going to do or how they will behave, then there is no need for a predictive 
model.
Over-expectation. The model is unlikely to deliver the promised benefits. 
As discussed in Chapter 1, a reasonable expectation is that predictive 
analytics will provide improvements in efficiency and/or bottom line 
measures of 20–30%. If the requirement is to generate bigger benefits than 
this, there is a risk that the project will under deliver.
Accurate, but not precise. It’s possible to build a good model, but 
one that is not precise enough for the job. The model may be able to 
discriminate between people that have a 90% chance of doing something 
and those that have a 10% chance. However, for the model to be useful 
it needs to be able to identify those with at least a 95% probability of the 
event. 
No implementation route. The model, for whatever reason, can’t be 
implemented. Often this is due to the cost of implementation, issues of 
prioritization or legal barriers.

It’s not unusual for some preliminary analysis to be undertaken during the 
business requirements phase to establish the feasibility of the project and 
ensure that an implementation route exists.

7.4 Model building and business evaluation

Once the technical requirements have been defined, the data scientist can 
begin the job of building the model (which is discussed in more detail in 
the next chapter). Model building encompasses a number of tasks. One is 
the process of extracting data from relevant data sources, loading it into the 
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analytical environment and transforming the data into a suitable format; 
commonly referred to as the Extract, Load, Transform (ELT) process. They 
then need to apply a relevant algorithm to create the model and then carry 
out validation to ensure that the model works. Following validation, work 
is required to understand how the model impacts business processes under 
different usage scenarios, and measure the model’s performance against the 
agreed performance baselines and success criteria.

Data analysis and model construction are where data scientists come into their 
own. Building a predictive model and evaluating it is a technical task that 
requires appropriate education and training. However, this does not mean that 
the business should not be involved. On the contrary: I would caution you 
to be wary of situations where a model is presented to the business as a fait 
accompli. For many applications of predictive analytics there should be several 
checkpoints during the model building phase, where the data scientist feeds 
back their interim results and findings to the business. They then refine their 
approach based on the feedback they have received.

The greater the potential impact of the model, and the more strategically 
important it is, the more important it is for the business to have clear and 
detailed understanding of what the data scientist has done, and for the 
business to ensure that the right model has been constructed to meet their 
requirements. For a model that is going to be used to decide how patients 
are treated, or will be used to make millions of dollars’ worth of insurance 
decisions each day, I would expect there to be at least three meetings between 
the data scientist and stakeholders during the model-building and evaluation 
phases. These are:

 1. A data meeting. This is to discuss preliminary findings about what data is 
predictive of behavior. At this meeting the data scientist should highlight 
data items that show a particularly strong, unusual or unexpected 
relationship with behavior.

 2. A preliminary results meeting. At this meeting the data scientists 
talk about the models that they have developed. In many situations it is 
appropriate to discuss what predictor variables feature in the model and 
how much they contribute to the final score. 

 3. An evaluation/usage meeting. To discuss the cut-offs that could be 
employed and how this will impact on the business.

Business validation of data and the final model is important. This is because 
data is often inaccurate or not appropriate for use in decision making, and 
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often this knowledge is only in the minds of business users. A piece of data 
may show a clear relationship with behavior, but this relationship is erroneous 
for one reason or another.

A classic case from financial services is the variable “Credit insurance taken 
out: Y/N.” If you examine the relationship between this variable and the 
likelihood of loan default, then what you find is that on the face of it, it 
looks incredibly predictive. People who took out credit insurance have a much 
higher propensity to default on their loans than people who didn’t take it out. 
However, what you usually find is that insurance is only sold to people after 
the initial decision to grant credit has been made, and it is those who only 
just passed the cut-off score that tend to take it up, i.e. the least creditworthy 
customers. Therefore it’s something that cannot be used to predict default 
before the lending decision is made. If you include it in your model then the 
model will appear to work well when evaluated off-line, but won’t perform 
optimally when you put it live.

Following business acceptance of the model, good practice is for the project 
to be written up. If the business requirements have been kept up to date, the 
final model documentation should be just the business requirements, plus 
details of the model(s) that have been constructed, how they performed and 
any other significant results and findings. The key test of good documentation 
is whether the documentation provides enough information for another data 
scientist, called in at a later date, to be able to replicate the model building 
process that has been undertaken.

7.5 Implementation

The implementation path for predictive models is something that should 
be considered right at the start of the project as part of the requirements 
stage. Many models have been delayed or never implemented due to a lack 
of foresight when it comes to a plan for implementing them. I remember the 
horror on the face of one project manager who had been expecting the data 
scientists to provide a mechanism that would deliver scores into the business, 
when all he got was an Excel file detailing the structure of the model. Another 
time I recall a group of data scientists ranting at a software vendor because the 
model implementation software that they had purchased only implemented 
linear models and decision trees. They had spent months developing a complex 
neural network solution and had no way of implementing it. This was not the 
vendor’s fault: the model developers should have asked the right questions at 
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the requirements stage. This is a great example of data scientists running free, 
without considering the constraints that they had to work within.

If a model is for a one-shot or ad hoc purpose, implementation may mean 
an additional ELT process to extract details of the people you need scores 
for, and these scores are generated using the same analytical server and 
software used to construct the model. The scored file is then handed over to 
whoever in the business needs it. If we are talking about a response model 
that is going to be used to select cases for a mail shot (similar to the Booles 
case study in Chapter 2), those with high response scores are selected and 
their details loaded into the organization’s customer contact system. The 
marketing department then provides the content and formatting of the mail 
shot, and the contact system prints it and dispatches the mail shot to those 
that have been selected.

This type of approach is fine when one is using models infrequently, in an 
ad hoc type of way. If, on the other hand, the model is going to be used to 
score people as part of an operational system, then the model needs to be 
integrated into that system. This is to allow the scores to be calculated as and 
when they are needed, without any requirement for people to be involved in 
the scoring process.

In the early days of predictive analytics, the implementation of a model within 
an operational system such as an airline booking system or a loan application 
system would have been undertaken as an IT project. A programmer would 
code up the logic for calculating the model scores as a sub-routine, using 
popular programming languages of the time such as Cobol or Fortran. 
Whenever a score was required the sub-routine would be called by the system 
that required it. In theory, there is nothing wrong with this approach and 
many organizations still implement their models in this way. However, what 
one tends to find is that this approach is slow and error-prone. The project will 
need to be put into the IT work queue and it may be months before the work 
gets done. It is also very common for the programmer to write logically correct 
code that works, but which contains errors in terms of the assigned scores. For 
example, coding 10 as 100 or +27 instead of –27.

Another problem is when it comes to upgrading the model or changing the 
cut-off rules and other decision logic around the use of the model. If the 
marketing department wanted to change the cut-off of a response model 
to increase the number of people being targeted, or the credit department 
wanted to increase the credit line for some people, then it might take weeks 
or even months to get the necessary IT resource to change the relevant code 
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module. To overcome these problems many organizations now implement 
their models using decision engine technology, as shown in Figure 7.2.

Some operational systems have decision engine capability built in. In other 
situations the decision engine is purchased as a standalone piece of software. 
A decision engine usually contains two parts. The first part, the interface 
application, sits on a PC/server which is not directly connected to the 
operational environment. The interface application is where the model, cut-
off rules, override rules and terms of business are maintained. It is important 
to appreciate that the interface application captures much more than just the 
logic for calculating scores. It will contain the entire decision-making logic 
around the use of the model. A decision engine that is used to assess credit 
card applications, for example, will allow the user to specify all the terms of 
business for the product, such as the credit line (credit limit), the interest 
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rate, when the card expires and so on. This is done using IF THEN type logic. 
For example:

IF Credit Score < 750 THEN DECLINE
ELSE IF Credit Score < 800 and Income < = $70,000 THEN Credit Limit = 
$3,000
ELSE IF INCOME > $70,000 THEN Credit Limit = $5,000
And so on.

The decision-making logic maintained within the decision engine can run to 
hundreds of rules, covering all sorts of different scenarios. When a new model 
is developed, the person responsible for maintaining the decision-making 
process loads the model, cut-off scores and associated decision rules into the 
interface application. The interface application is designed to be easy to use 
and does not require the user to have specialist knowledge or the ability to 
write code. It’s very much a point and click type tool that has been deliberately 
designed to circumnavigate the need to get specialists involved. In this way a 
business user with very little IT or analytical training can control how models 
are applied operationally.

Models can be entered manually into a decision engine, but a key strength of 
a good decision engine is that it allows models to be automatically transferred 
to it from the analytical software used to build the model. This speeds up 
implementation and reduces (although not entirely removes) the potential 
for human error.8

Predictive Model Markup Language (PMML) is a set of protocols that 
standardize the representation of many common model types. If the analytical 
software used to construct the model and the decision engine used to 
implement the model both support PMML, then this allows models to 
be automatically transferred between the analytical environment and the 
operational environment, even if one vendor’s software is used to construct 
the model and a different vendor’s software is used to implement it.

Once all the models, cut-off rules, override rules and terms of business have 
been set up in the interface application, testing functionality allows the user 
to pass samples of data through the decision engine on their PC to check 
that scores are being calculated correctly, to see how many people hit various 
override rules, and the expected impact of the chosen cut-off strategies. Many 
decision engines also include test and learn capabilities. This allows the user 
to explore the business impact of different models, cut-offs and decision rules 
in order to optimize the full decision making process. Once the user is happy 
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with the decision-making logic it is uploaded to the implementation module, 
where final testing occurs prior to go live.

Whenever a decision is required, the operational system calls the imple-
mentation module. The implementation module calculates scores, applies 
cut-offs and business rules, and returns decision codes that specify what action 
should be taken. So for our credit card example, the decision engine not only 
supplies a score, but also a decision code (accept or decline the application) 
plus the credit limit, APR and any other information required to open the 
account for those that have been accepted. These decisions are then used 
by the operational system to drive the actions that are taken in relation to 
the application. For those that have been declined, a communication will be 
dispatched explaining the decision. For those that have had their application 
for a credit card accepted, the terms of business are used to generate a credit 
agreement that is then sent to the customer to be signed, and so on.

7.6 Monitoring and redevelopment

The performance of predictive models decays over time. There comes a point 
when a model needs to be replaced with a new, more up-to-date version. 
Some models last for years before a new model is required. Others decay 
very quickly and need to be redeveloped on a much more frequent basis. If 
a predictive model is being used for a tactical one-off purpose, then model 
decay is probably not that much of an issue, but you should still evaluate 
how well the model performed and incorporate what you learn into future 
projects.

If you are going to be using the model every day to drive a business-critical 
decision-making processes, then model decay is a very important issue indeed. 
Model decay is often a neglected issue, but is one of the most important 
aspects of model implementation. “A model is for life, not just Christmas” 
is a mantra I repeat to my clients, who are often more focused on getting 
predictive models in place, rather than developing long-term plans to deal 
with what comes after implementation.

With regard to model decay, the questions I get asked time and time again are:

“How long will our model(s) last?”
“With all this data changing so rapidly, surely my model will decay very 
quickly?”
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“As the speed of change increases won’t I need to redevelop more often?”
“How will I know when it’s the right time to redevelop?”

My first response to these types of question is: “Don’t get confused between 
data change and relationship change.” It’s only when the relationships between 
the predictor variables and behavior change significantly that a model loses its 
ability to predict. Just because data has high velocity and/or volatility does not 
in itself mean that a new model is required more frequently than in a stable, 
slow-moving environment where data changes less often.

To give an example, if one day all cases scored by your response model are young 
people, and then next day it’s all middle-aged people, this doesn’t necessarily 
mean that the relationship between age and response has changed – only that 
the numbers of people with different ages have altered. Maybe yesterday’s 
marketing activity was targeted at university students (aged 18–22) while 
today the focus is on parents with teenage children (aged 35–55). If the two 
age groups were both considered when the model was originally constructed 
then that should be sufficient to enable the model to treat both age ranges 
appropriately. A new model is not required.

Let’s look at another example. Consider a model that predicts the risk of heart 
attack in the next six months. The model is based on patients’ medical records 
and uses data such as blood pressure, age, gender, alcohol consumption, 
cholesterol levels and so on to make its predictions. When the patient visits 
their doctor, their information is updated and a revised risk prediction is 
generated for the next six months. A model that predicts heart attack should 
take a very long time to decay, and still be working well many years after it 
was developed. Why? Because human physiology doesn’t change much. The 
factors that predicted heart attacks ten years ago are probably the same today. 
So as long as those factors were included in the model when it was originally 
built, the model will remain optimal.

Now imagine that instead of visiting their doctor every six months, all the 
patients have a biometric sensor implanted in their arm that measures the 
same things that the doctor did, but dynamically refreshes the data every 
few seconds. Suddenly there is orders of magnitude more data available 
than before. Having the data available more frequently does not in any way 
invalidate the existing model. It will continue to work as well as it ever did. 
However, the extra data provided by the sensor creates some exciting new 
possibilities. One is that the model can be used much more dynamically. 
Model predictions can be updated in real time, and if the risk predicted by 
the model rises very dramatically the doctor can contact the patient, rather 
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than waiting for them to come in for their next appointment. You could even 
implement the model as a phone app, linked to the sensor, which alerts the 
patient of a potential problem if their risk of a heart attack exceeds a certain 
threshold. If you take this idea to its logical conclusion then you could program 
the phone to automatically call an ambulance in expectation of the heart 
attack that is about to happen.

As a rule, a predictive model only needs to be redeveloped in one of four 
circumstances:

 1. New/better data becomes available. The additional data allows more 
predictive models to be constructed.

 2. Relationship change. There is a paradigm shift in how individuals 
behave or the environment they inhabit that results in a significant 
change in the relationships between the predictor data and the outcome 
being predicted.

 3. Data scarcity. When data that the model needs to calculate scores 
becomes unavailable.

 4. When the organization changes its objectives. The model no longer 
predicts what the organization wants.

With regard to new data, the more timely data provided by the sensor enables 
new predictor variables to be considered. You might find that large jumps/falls 
in blood pressure in a very short time, or the difference between daytime and 
nighttime readings, are important predictors, i.e. things that the doctor could 
never have measured without the sensor. The existing model still works as well 
as it ever did, but it may be possible to build a much better model using the 
new predictor variables that are now available.

As to the second point, I’ve argued that the heart attack model should last 
for a long time, but that’s not to say the model is immortal. Suppose that 
all adults in the population are now given statins to reduce their cholesterol 
levels – a proposal that has received serious consideration in several countries.9 
Consequently, almost no one in the population has high cholesterol any more, 
and therefore cholesterol level is something that no longer needs to feature 
in the model.

The heart attack scenario demonstrates a relatively stable and slow-moving 
environment. In other situations things are much more dynamic. This is 
particularly true when there is interaction between fast moving-data streams. 
One example is the take-up of financial services products from online 
comparison sites. What’s important is the relative differences between the 
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offers available, which change all the time throughout the day. A model that 
was very good at predicting product take-up first thing in the morning may 
be out of date by the afternoon.

Another fast-moving area is fraud. Fraud is somewhat unique in the predictive 
analytics world because it is the one behavior that people deliberately seek to 
mask in order to avoid detection. You don’t see much evidence of this in other 
areas, like healthcare or marketing. I’ve never heard of anyone changing their 
day-to-day activities in an attempt to outwit direct marketing campaigns! 
Fraudsters will use a given behavioral pattern for as long as it works, and once 
detected will change tack. In the “good old days,” before the Internet, when a 
fraudster found a new way to deceive it would take a while to filter out into 
the wider criminal community and what they found often didn’t go far, staying 
a small-scale local affair. These days, new scams can be worldwide in minutes.

One common type of fraud is to seek funds from a bank using a stolen 
identity, knowing that the bank only carries out detailed identify checks 
when the funds requested are more than, say, $2,500. The fraudster will have 
tried different amounts, had some requests refused, some accepted, swapped 
information with other fraudsters and come to the conclusion that the bank 
is good for a hit of between $2,400 and $2,500. Once the bank has had a few 
hits like this it will react to the problem. Maybe it responds by setting a lower 
value threshold for performing detailed identity checks, or by changing its 
verification procedures for low-value withdrawals. In response, the fraudsters 
will change their behavior, adapting to the new checks and procedures that 
the bank has put in place – it’s a continual game of cat and mouse. What this 
means is that fraud models need to be redeveloped more frequently than 
many other types of predictive model used in financial services.

Another reason for redeveloping a predictive model is when data used by the 
model is no longer available. Sometimes an operational process changes, and as 
a consequence that data is no longer captured within the organization’s systems. 
The marketing team may decide that asking insurance applicants ten questions 
about their lifestyle is too many, and this must be reduced to eight, so that 
there is less incentive for them to abandon their purchase part way through. If 
the discarded information features in the organization’s predictive models, then 
those models will no longer be able to calculate accurate predictions and will 
require redevelopment. Similarly, sometimes changes in the law make it illegal 
to use certain types of data, or require changes to the way data is gathered and 
used. This is what happened in the insurance industry in the EU, when in 2011 
it became illegal to differentiate insurance premiums on the basis of gender, 
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which is one of the most predictive items of data for many types of insurance. 
Consequently, most insurers had to rebuild their models with gender excluded.

The final reason for redeveloping a predictive model is when the organization 
is no longer interested in predicting that behavior. If we continue with the 
heart attacks scenario, maybe the doctor decides that, given that the patients 
all have a sensor that is taking biometric readings on a real-time basis, what 
is really needed is a model that predicts if someone is going to have a heart 
attack in the next 24 hours. This will allow them to be admitted straight to 
hospital, before the heart attack occurs, based on the model’s predictions. The 
six-month forecast is therefore no longer required.10

How can you tell when it’s time to redevelop a model? The usual way is to 
instigate a monitoring regime that determines what, if any, decay in model 
performance has occurred since the model was originally developed. At regular 
intervals the performance of the model is assessed and compared with the 
model’s performance when it was originally constructed, and also with previous 
monitoring results to allow trends in model performance to be observed.

For traditional applications of predictive analytics, such as credit scoring 
models and actuarial models used to predict life expectancy, monitoring often 
occurs on a monthly or quarterly cycle. Each monitoring period a data scientist 
spends a few hours poring over various reports to see where and how the 
performance of the model has changed, and it’s often just as important to 
understand why a model is no longer predictive as it is to know that it isn’t 
working in the first place. In more dynamic environments monitoring needs to 
occur more frequently, and will often be driven by automated alert systems. 
A data scientist only gets involved when the model’s performance moves 
outside of agreed tolerances.

A current trend is to remove the data scientist all together once an initial model 
has been constructed, and automate the monitoring and redevelopment 
process. If model performance falls outside of agreed tolerances then the 
parameters of the model are automatically adjusted to bring it back into line.

This approach has some merits, but is only really suitable for a small minority 
of environments where data quality is guaranteed, the data feeding the model 
is relatively stable, and there is no requirement to evolve the model beyond 
its original design parameters. In the vast majority of cases, the risks and 
limitations of an automated update process for predictive models does not 
make it a viable option – any short-term efficiency savings are outweighed by 
longer term risks and lost opportunity costs. However, having the monitoring 
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system automatically generate models that the data scientist can examine and 
compare to the live model is something that does have its uses and is a practice 
that I recommend.

7.7 How long should a predictive analytics 
project take?

How long is a piece of string? For a new application of predictive analytics, the 
time and effort required to plan, build and implement the model will depend 
on the scope and context of what you are trying to do and the industry one 
is working in, along with the cultural approach to project management, risk 
and regulatory oversight. Once you have predictive analytics in place, then 
redeveloping the model for the nth time is a much less time-consuming 
process than doing it for the first time. All the infrastructure should be in place 
and all you may be doing is replacing one set of parameters with another,11 
which can be done very quickly.

To try to put this into perspective let’s consider some different scenarios. 
Hopefully, this will be of some practical use when it comes to planning 
your own projects. We’ll start by thinking about something close to the 
ideal. Imagine you have a good data scientist working for you who is fully 
conversant with the data that is going to be used to build the model. The 
data is near perfect and only a few hundred megabytes in size. Maybe you 
already have a great data set that has been used to build a response model, a 
revenue model and so on, which are about to be used to target people as part 
of a marketing campaign. Just before the campaign goes out, somebody says, 

Hey, any chance you can just knock me up another model that predicts the 
expected response time – i.e. how long after we target someone can we 
expect a response? We can then align staffing levels at our call center with 
the expected response pattern to maximize call center efficiency.

The response time model does not need to be implemented as such. All the 
data scientist needs to do once the model is finished is to score up their model 
development sample, and use it to produce a table or graph showing the 
response profile over time. This is passed to the call center manager to aid with 
planning their staff roster. So something like:

On day 1 we expect to receive 20 calls
On day 2 we expect to receive 140 calls
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On day 3 we expect to receive 490 calls
On day 22 we expect to receive 7 calls
On day 23 we expect call volumes to drop to zero.

That’s it. The model has served its purpose and can be discarded. Given this 
“ideal” scenario, a good data scientist should be able to produce a workable 
model in a few hours, including a relevant (1–2 page) summary report that 
show the expected response profile over time with confidence limits and other 
relevant metrics.

In a similar vein, a developing trend is towards the use of in-database analytics. 
Analytical tools are incorporated into the fabric of the organization’s data 
warehouse, making it unnecessary to extract data and load it onto a separate 
analytical server. This functionality was originally conceived as a mechanism 
for speeding up the production of standard business reporting, but vendors 
are increasingly putting forward their in-database analytics systems as a 
way to speed up the production of predictive models. If all you are doing is 
refreshing the parameters of an existing model that isn’t particularly business 
critical, then again we could be talking about hours, rather than days or 
weeks, to redevelop the model.

That’s the best case. Now let’s consider something at the other end of 
the spectrum. Imagine that you are now working in a large bureaucratic 
government department that is developing predictive models for the first 
time. They are going to use predictive analytics to identify benefits claimants 
that are most likely to make an incorrect claim. These people can then be 
targeted with tailored help/support before they make a claim, which will 
reduce the incidence of error further down the line and generate a huge cost 
saving.12 Being government there will probably be a big project management 
culture and lots of hoops to jump through. It may take anything up to six 
months before everyone is on board, the stakeholders have been identified 
and the business requirements produced. Data is spread all over the place 
and there is little in the way of explanation as to what the data means, or of 
its validity or stability. Lots of people understand their own little part of the 
organization’s data, but no one understands it all. In this type of scenario, 
expect to spend 3–4 months gathering, extracting and preparing the data 
and another 2–3 months to analyze it, understand it and build some models. 
There is then another 3–6 month period to load and test the models within 
the benefits system before the models are finally put live. So there is a total 
end-to-end time of between 14 and 18 months, with 5–7 months to build the 
model once the business requirements have been agreed.
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Take another example. In retail banking, the vast majority of consumer lending 
decisions are made using predictive models. A bank will have rebuilt its credit 
scoring models many times, and the types of data that feature in its models will 
be fairly consistent from one generation of the model to the next. However, 
to redevelop a credit scoring model you are probably looking at anything from 
3–12 months from the day the project kicks off to when the model finally goes 
live. A huge amount of this time will be spent on documentation and validation 
to satisfy auditors and regulators that the models are stable and robust, and 
that you understand the effect that the model will have on the bank’s capital 
position. Only a few days or weeks will actually be spent on data analysis and 
model construction. Move to the bank’s marketing department and many of 
the audit/regulatory requirements don’t apply. Consequently, models tend to 
be built and implemented in days or weeks rather than months.

A common mistake when discussing timescales for predictive analytics projects 
is to confuse:

 1. The time required to develop a model once you have the data in a nice, 
clean, well prepared format.

 2. The time required to gather and prepare data and then develop a model.
 3. The time required for the full end-to-end project lifecycle, from project 

initiation through to model implementation.

If all your data is in perfect condition, nicely formatted and so forth (Scenario 
1), then in theory you can build a model in just a few minutes – it’s just a case 
of hitting the right button in your software and then casting your eye over the 
model diagnostics. However, if you have to go through a large data-gathering 
exercise, where you need to clean and prepare the data (Scenario 2) then that 
could easily take 2–3 months. A full end-to-end project (Scenario 3) can often 
take six months or more. 

It is very common to see these differences when a business is talking to an 
external developer. A standard quote from a solutions supplier is that it will 
take 2–3 months to deliver a model.13 That’s true, but they are usually only 
talking about Scenario 2, which covers the data analysis and model building 
phase after you have initiated the project, gathered data and supplied it 
to them. Once they have built the model you then have to implement it. 
Therefore be careful when comparing the timescales quoted by internal and 
external developers – make sure that both quotes cover the same range of 
deliverables.
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Once you’ve decided what your objectives and timescales are, who needs to be 
involved, and how you are going to implement and use the model, the data 
scientist can get on with the task of building the model. Figure 8.1 (which 
expands upon Step 4 in Figure 7.1) shows the steps required.

Model building is an iterative process. A lot of the work involved in building a 
predictive model is about getting the best out of the data and then squaring 
this with business requirements and any constraints that exist (such as 
limitations on what can be implemented operationally and legally). A data 
scientist may build dozens of interim models during this process before a final 
model is decided upon.

In describing the model-building process I’m not going to provide any 
code or formulas. This is partly because it’s not that sort of book, but also 
because there is loads of good specialist training out there if you need it, 
lots of Internet resources and many great books if you want to get into 
the nitty-gritty (see Appendix B for some references). Instead, I’m going 
to take you through the principles that data scientists should follow when 
constructing a model to ensure that it predicts well and satisfies any business 
constraints.

You don’t need to be a data scientist to get involved in the model-building 
process. Likewise, if a data scientist has any wits about them, then they will 
always make sure that they identify key business people and draw upon their 
knowledge of data and systems to enhance what they do.

How to Build a 

Predictive Model

chapte
r 
8
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8.1 Exploring the data landscape

One of the first tasks that a data scientist needs to undertake is understand 
what data is “out there” and what data can be considered for use in the 
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figure 8.1  Model construction process
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predictive analytics process. In an ideal world an organization will have 
detailed documentation (metadata) describing all of the data it holds, what 
it means, how it’s formatted and where it comes from. In practice, metadata 
is patchy. Some data is well documented, but a lot of information is only held 
in the minds of people that use it on a day-to-day basis. It’s also unfortunate 
that many organizations hold data that they no longer understand, but they 
are afraid to get rid of it just in case it’s something important that a business-
critical process relies upon. There is also the issue of new data sources, both 
internal and external, that could be considered in a predictive model, but 
are not well understood because the organization has never looked at them 
before. What this means is that a good deal of effort is required to explore the 
data landscape from which data will be gathered. Some avenues to explore 
include:

Existing metadata. One should seek out any documentation that exists 
about the data that an organization holds.
Current decision-making systems. If data is already used for decision 
making or features in existing predictive models or other types of prediction 
system, then there is a good chance that it will also prove useful for your 
problem.
People working in operational areas. These people know what types of 
data the organization uses when dealing with people on a day-to-day basis, 
and will have a view about what data is important.
External data sources. For example: credit reference data, web pages and 
so on.
Internet search/peer discussion. Try to find out what people have done 
for similar problems in the past, and then try to match that back to what 
is available to you.

If time/resources are short and if there is a lot of data to consider, think about 
things in terms of which data sources are most likely to provide information 
about primary, secondary and tertiary behaviors and so on (as discussed in 
Chapter 4) and prioritize accordingly.

8.2 Sampling and shaping the development sample

It’s very rare for a predictive model to be built using information about 
every individual that you know about. For many problems, only a relatively 
small sub-set (a sample) of available cases are suitable. Consequently, one 
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undertakes sampling to create the development sample that is used for model 
construction. There are three reasons why sampling occurs:

 1. To create a representative development sample. The data used to 
create a predictive model should be representative of the operational 
environment. Otherwise the model won’t work very well. If historical 
data exists for people of all ages, but the model is only going to be applied 
to people aged over 30, the model development sample should only 
contain people aged over 30.

 2. To create a recent and timely development sample. Relationships 
between data and behavior change over time. The more recent the data 
used to build a model, the more likely it is that the relationships captured 
by the model still hold true when the model is deployed. Therefore only 
recent cases are included in the model development sample. Older cases 
are excluded.

 3. To create a manageable development sample. Historically, computers 
did not have the storage and processing capabilities to analyze populations 
containing millions of cases. Consequently, common practice was to take 
a sample: say 1 in 10 or 1 in 100 of the available cases. The capabilities of 
modern computers mean that much larger samples can now be taken, but 
there are still times when sampling is advisable for this reason.

Take the case of a car manufacturer wanting to develop a classification model 
to predict which potential customers are likely to make a claim against the 
car’s warranty within 24 months of buying the vehicle. They want to do this 
because they can then offer bigger discounts to customers who are unlikely to 
claim (who get a low score).

The ideal situation would be for the manufacturer to gather predictor data 
about people who bought cars exactly 24 months ago on one particular day, 
and see which of them claimed under warranty in the 24 months following 
their purchase. In this way they would have the most up-to-date sample 
possible when building their model.

One problem with this sampling strategy is that even popular makes of car 
don’t sell many units in a single day. In the UK, sales of the bestselling model 
average only about 300 a day.1 Of these, only a minority of buyers, perhaps 
1 in 4 (25%), claim under warranty in the first two years. As discussed in 
Chapter 4, 75 warranty claims is far too few to construct a predictive model. 
You need at least several hundred, and ideally several thousand, cases of each 
behavior (claim and no claim).
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To overcome the numbers issue, the manufacturer doesn’t just take cases from 
one day but looks at sales over a longer sample period (sample window). 
What an established manufacturer, such as Ford or BMW, could do in theory is 
look at warranty claims going back decades. However, taking a sample period 
that is too long also has its problems. This is because cars (and driving habits) 
have evolved considerably over the years. The reliability of new cars today is 
much better than it was in the 1980s or 1990s. In addition, some of the things 
that can go wrong in a car today just didn’t exist back then. Air-conditioning, 
central locking, start-stop engine systems, dynamic suspension, electronic 
engine management systems and so on didn’t exist or were confined to a few 
high-end brands. Likewise, people in the UK had different attitudes to things 
like speeding and drink driving. If data about all these old warranties was used 
to build the model, then the model would be a poor one because it wouldn’t 
be representative of cars and their drivers today.

Based on 300 sales a day and a warranty claim rate of 25%, the manufacturer 
would probably have enough cases to build a model using one month’s data. 
However, car sales are seasonal. There are peaks at certain times of the year, 
reflecting different buying patterns and behavior. Therefore taking car sales 
data from just one month isn’t ideal either. What would make more sense is 
to gather data over a period of a year or so to cover the seasonality issue, i.e. 
the model development sample contains examples of sales made between two 
and three years ago. This is a bit of a compromise in terms of the recency of the 
data, but it provides a large stable sample that should allow some reasonable 
models to be constructed. These sorts of trade-offs, between recency, sample 
size and the representativeness of the sample, are something that need due 
consideration by the data scientist.

Having decided upon the sample window, further shaping of the sample 
is required. In particular, cases in the development sample that won’t be 
representative of the operational environment need to be excluded. Typical 
model exclusion reasons include:

Out of context cases. The population contains cases that aren’t relevant 
to the problem at hand. Perhaps the manufacturer’s discount strategy is 
only going to be applied to personal buyers. However, the manufacturer 
sells a considerable number of fleet cars to companies, which involves a 
completely different pricing model. Therefore all company car sales are 
excluded from the model development sample.
Change of customer populations. Certain types of people that the 
organization dealt with in the past won’t be assessed by the predictive 
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model going forward. Perhaps the manufacturer used to target first-time 
drivers, but no longer offers finance to this group. Therefore there is no 
point including first-time drivers in the sample population. 
One-off events. If some behaviors can be attributed to specific one-off 
events that won’t occur again, then it is prudent to exclude these cases. If 
one batch of cars all had a specific fault due to an error in the manufacturing 
process then it would be prudent for the manufacturer to exclude these 
cases from their model development sample.

8.3 Data preparation (data cleaning)

Data is dirty, filthy, messy stuff. Often it’s incorrect, missing or badly 
formatted, particularly where humans have been involved in creating and/
or collecting it. Sometimes numeric data is held as text, or text data is forced 
into fixed-length fields resulting in some data being truncated, and so on. 
Consequently, a lot of the time and effort involved in a predictive analytics 
project can be spent “cleaning” the data before it’s ready to be used. The main 
data cleaning tasks include:

Coding missing values. Data is often missing for some cases. Maybe 
family details are collected by the online version of a form, but the 
questions are not asked on the paper version. The fact that data is missing 
and the reasons why it is missing can be useful predictors. Good practice is 
to assign default values to missing data, and different default values if the 
data is missing for different reasons. A ratio variable, for example, may be 
“missing” because the denominator is missing, the numerator is missing, 
both the numerator and denominator is missing or the denominator is zero. 
Each type of missing tells you something different.
Consolidation. Maybe a field holds different values to mean the same 
thing. For some people, marital status is described by “M,” “D” and “S” for 
married, divorced and single respectively, but for others these attributes are 
coded “1,” “2,” “3.” Work is required to convert all the cases of “1” to “M,” 
every “2” to “D” and so on.2 Similarly, data may be spread across different 
records which need to be merged together. If a credit card is lost or stolen, 
standard practice is to freeze the account and create a new one. To get a 
complete view of the customer you need to merge information from the 
old and new accounts.
Standardization. Good practice is to have all data of a similar type in a 
similar format. If time living at an address is held in months and time in 
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current employment held in years, then consider changing the format of 
one of the variables.

The above list applies mainly to structured data such as customer account 
records, but similar data cleaning issues are also relevant for unstructured data 
such as text and images. Consequently, a whole range of procedures have been 
developed to clean up this type of data. For example, some data cleaning 
tasks that one would apply to natural language (letters, web pages, phone 
transcripts and so on) include: correcting spellings, removing punctuation 
and stop words (e.g. “an,” “it,” “is,” “the”), and “stemming” to standardize word 
endings (e.g. replacing “started,” “starting,” “starts” with “start”).

8.4 Creating derived data

Whatever data you have, wherever it has come from, whether it’s structured 
or unstructured, data in its raw form is not often very useful for prediction. 
Usually, there is far greater merit in deriving new types of data from it rather 
than using it as it is. There are several types of derived data that one should 
consider when constructing predictive models:

Ratio variables. Height and weight are useful for predicting certain 
medical conditions, but Body Mass Index (BMI)3 is more predictive than 
either weight or height in most cases. The balance and spending limit on 
a credit card are interesting data items, but when it comes to predicting 
future spend, the ratio of card balance to credit limit is always a better 
predictor than card balance and card limit on their own.
Accumulated variables. This is where you begin with data items of a 
similar type, which are combined together in some way, for example by 
taking the sum, average, minimum or maximum. A good example is the 
items on a shopping list. You can sum up the prices to calculate total 
spend, calculate the average spend per item, the cheapest item, the most 
expensive, the ratio of cheapest to most expensive item and so on.
Time-based variables. It is common to have data about the timing of 
specific events. Some events are a one-off, such as date of birth, which is 
used to derive age. Other events occur more than once. If you know when 
someone shopped in your store, then you can calculate measures such as 
time since last shop, average time between shops, number of times they 
shopped in the last three months and so on.
Extracted variables. Language, text, pictures and video often contain 
useful information, but cannot be used directly to build a predictive model. 
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First, it needs to be transformed into a numeric or categorical format. If you 
are trying to predict financial crime, then you may want to create counters 
for the number of times key words and phrases are used in e-mails, such as: 
“fraud,” “off-shore” and “off the books.”

For many projects there are potentially millions of derived variables that could 
be considered – far more than any analytical system can deal with. Therefore 
an important part of the model-building phase is using business knowledge 
to come up with ideas as to what types of ratio, accumulated, time-based and 
extracted variables one should consider.

8.5 Understanding the data

A golden rule of predictive analytics is that you shouldn’t build models using 
data that you don’t understand or about which there are doubts concerning 
its source, stability or validity. This is particularly relevant for models that are 
going to be used for many months or years as part of an operational decision-
making system. From a user perspective, if a data scientist presents you with 
a model and can’t explain what the data is or where it comes from, then that’s 
a cause for concern. It’s therefore important for a data scientist to examine:

The distribution of data. Does the spread of data conform to common 
sense and business expectation? If “Number of children” is a predictor 
variable that takes values in the range 100–1,000, with an average value 
of 252, then something is clearly amiss, either in the data itself or the 
metadata that describes it.
How well the data is populated. If you only know the residential status for 
1% of people, and its missing for the other 99% – then what does this tell you 
about the relationship between residential status and behavior, if anything?4

The relationship between the predictor variable and the modeling 
objective. If I’m building a model to predict heart attacks, and my data shows 
a negative correlation between blood pressure and heart attack (high blood 
pressure = low chance of heart attack) then that’s a relationship that goes 
against all other medical evidence and therefore must be treated with caution.

In all these cases, understanding the nature of the data is a key task for the 
project team. Sometimes it will be easy to explain away something unusual. 
If I have a variable called Monthly Household Income that has typical values 
such as 456556, 176434 and 1000045 then that’s suspect because the values 
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are far too high to be true. However, this may be because the data is stored 
without a decimal place – the real values are $4565.56, $1764.34, $10000.45, 
and maybe someone who works with this data on a regular basis can confirm 
if my assumption is true, in which case that’s fine. In other cases the reasoning 
might be more subtle and a data scientist may need to do extensive “forensic” 
work to determine exactly why the data has the values it does.

What can cause real problems are those rare times when the data throws up 
something genuine that is really strange, surprising or new. The initial reaction 
will be that the data is suspect and should be excluded from further analysis, but 
this is the wrong action to take. A great example of this type of issue was a credit 
scoring project that I worked on with a retailer that provided credit to people 
with very poor credit histories, who couldn’t get credit elsewhere. In every credit 
scoring project I or other members of the project team had ever worked on, the 
variable “Number of County Court Judgments”5 was massively predictive. If you 
had been taken to court for an unpaid debt in the past, then this was hugely 
predictive of future repayment default and the more court cases against you and 
the more recent they were, the worse the credit risk the individual represented.

However, this wasn’t the case for this project. Having a County Court Judgment 
indicated good repayment behavior. This seemed crazy. However, when we 
explored the problem we realized that the relationship was a genuine feature 
of the customer population. The retailer was operating in the most sub-prime 
of sub-prime credit markets, where almost everyone had a history of bad credit, 
and default. One reason that a court judgment was a positive indicator was 
that it acted as a proof of identity – the person was who they said they were. 
In this type of sub-prime market there are a lot of opportunist fraudsters who 
submit fake applications in the hope of making a quick buck at the lender’s 
expense. A judgment also demonstrated at least an ability to get credit (even 
if they didn’t repay it!). Those without a Country Court Judgment were so 
uncreditworthy that they had no recent credit history at all.

8.6 Preliminary variable selection (data reduction)

If you only have a few hundred potential predictor variables, then it’s probably 
worthwhile examining the relationship between each one and behavior in turn, 
using appropriate visualization tools (graphs and/or tables) and discussing 
what you find with the project stakeholders. However, as the richness of 
datasets increases, with many thousands of potential predictor variables 
becoming the norm, it’s just not feasible to explore everything manually.
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Many popular methods of model construction also struggle to create models 
in realistic time if presented with more than a few hundred variables, even if 
the number of cases in the sample is relatively small (a few tens of thousands). 
Therefore, once you have an analytical dataset containing all of the potential 
predictor variables, it’s usual to do some preliminary work to reduce this to 
a manageable sub-set before further analysis and model construction are 
undertaken.

There are two types of tool that are used to perform variable selection:

Filters. These examine each predictor variable in turn. A numerical measure 
is calculated, representing the strength of the correlation between the 
predictor variable and the modeling objective. Only predictor variables 
where the correlation measure exceeds a given threshold are retained.6

Wrappers. A wrapper takes a group of predictor variables and considers the 
“value add” of each variable compared to other variables in the group. If two 
variables tell you more or less the same thing (e.g. age and date of birth) then 
one will be discarded because it adds no value. Stepwise linear regression and 
principal component analysis are two popular wrapper methods.

Filters are the easiest, quickest and most commonly applied approach to 
variable selection, but they do have some limitations. In particular, they don’t 
consider correlation between predictor variables. As discussed previously, 
variables such as Age and Date of Birth are perfectly correlated, and therefore 
you don’t need both in a model. However, a filter will consider each on its 
own. If Age is ranked highly by the filter, Date of Birth will also rank highly.

Wrapper approaches are often superior to filters, but take considerably more 
time and effort to apply. One way to apply a wrapper is to do it as a two-stage 
process. First, you take small sub-sets of predictor variables (maybe 50–100 at 
a time) and examine each sub-set in turn. All of the variables that are retained 
from each sub-set are then examined together by the second stage wrapper.

8.7 Pre-processing (data transformation)

By this stage in the model-building process there should a nice clean, well-
formatted development sample which contains:

All potential predictor variables. These are the data items that are going 
to be considered for inclusion in the predictive model. 
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The modeling objective. This is a clear representation of the behavior 
that we want to predict. For a classification problem this will be a binary 
indicator (0/1 or Y/N). For regression problems this will be the quantity 
that you want to predict.

If unstructured data such as text or images have been considered for inclusion, 
then suitable text/image analytics will have been applied to extract the useful 
bits, so as to create a suitable structured representation of that data.

If we are talking about text, then this might be predictor variables which 
represent the number of times certain words and phrases appear in documents 
and/or flags indicating if the text captures positive or negative opinions 
(sentiments). If we are talking about images, then predictor variables will 
exist to represent key features that have been identified from that image. 
For example, if we are talking about medical imaging (scans and X-rays), 
then there will be variables to indicate unusual features, such as scarring, odd 
lumps or textual differences in tissue. If we are talking about images from 
social network sites, then you might have indicators for things like gender, 
estimated age, eye color and so on that have been generated from face 
analysis/recognition software. 

By this stage all of this data will be in the form of a single table (a dataset), 
similar to that shown in Table 8.1.

Table 8.1 relates to the warranty claim model. As well as standard data items 
to allow the data to be matched to other sources (the two leftmost columns), 
the development sample also contains a whole host of predictor variables 
that will be considered for inclusion in the model. The two rightmost columns 
contain behavioral (outcome) data. Given that this is a classification model, 
Time to Claim has been used to derive a 0/1 indicator variable that will be 
used as the modeling objective.

The final step before pressing the button on the modeling software is 
pre-processing (transformation) of the predictor variables. Different model 
construction techniques display varying degrees of sensitivity to the way data 
is presented to them and many work better if pre-processing is undertaken to 
achieve the following:

Linearization. Transformations are applied so that the relationships 
between the predictor variables and behavior are (approximately) linear. 
Having linear relationships is important for methods such as linear regression 
and logistic regression. If the relationships in the data are highly non-linear 
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then poor models will result when using these methods. Linearization is less 
important for techniques such as CART and neural networks, but linearizing 
the data often improves the performance of these methods also.
Standardization. If one predictor variable takes values in the range 100 to 
1,000,000 and another takes values in the range 0.001 to 1, then the model 
weights will be very different, even if the two variables contribute equally 
to the model. It is good practice to transform numeric variables (such as 
income and age) so that they all take values that lie on the same scale.

The easiest way to pre-process data, which linearizes and standardizes the 
data, is binning and the use of indicator (dummy) variables to represent each 
bin – as discussed in Chapter 6.

Two common questions that arise during the binning process are:

 1. How many bins should there be for each variable? Too many and 
the model will not be robust and over-fitting is likely. Too few and the 
resulting loss in the granularity of the data will reduce the predictive 
performance of the model.

 2. Where should the boundaries between bins lie? For example, is it 
better to create an indicator for ages 18–24, 18–25 or 18–26?

With regard to the first question, one rule of thumb is that each interval 
should contain at least 100 cases in total (and a minimum of 30 of each 
class for classification problems), but ideally each bin should contain several 
hundred cases to minimize over-fitting. Another observation is that in many 
cases just a few bins usually works very well – sometimes just two or three is 
sufficient. Even with very large data sets, containing millions of cases, there 
is often little benefit to having more than 20–30 bins to represent numeric 
variables such as age or income.

With regard to the second question, the easiest approach is to create equally 
sized bins, each containing the same number of observations, and this will give 
good levels of performance. However, there are a number of algorithms that 
can be applied to optimize bin definitions in line with your modeling objectives.

For many problems in predictive analytics it also makes sense to define bins 
to align with common sense and business knowledge. So you might run an 
automated binning algorithm to start with, and then manually tweak the 
intervals that are created. If you are looking at the variable “age,” then 65 is 
a common retirement age and retirement is a life event that affects many 
behaviors. Therefore, it makes sense to ensure that 65 is an interval boundary. 
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Similarly, for a credit card, negative and zero month-end balances often 
indicate very different card usage behavior than a positive balance. Therefore 
whatever the automated binning procedures tell you, it makes sense to 
consider splitting out negative and zero balances.

Binning and the use of indicator variables is the most popular data pre-processing 
approach, but there are others.7 One is to use the bins to define the weights of 
evidence variables.8 Other pre-processing methods involve functional transforms 
(log and power functions) and the use of curve fitting (splines). However, in 
general these methods don’t significantly outperform indicator based models.

8.8 Model construction (modeling)

Model construction is where the magic occurs. A data scientist will set up their 
specialist analytics software, point it at the data and let it crunch the numbers. 
These days most analytical software has many automated features and there is 
no need for users to do any calculation themselves. There are even cloud-based 
tools, such as Google Predictive API, that will build you a model for free, as 
long as you have some data to upload to it.9

Many packages also provide facilities that simplify the cleaning and preparation 
of the data, and have the functionality to create derived variables and pre-process 
the data to create indicator variables. So in some senses you don’t need a degree 
in math or statistics, or be a whizz programmer, to build a predictive model. 
However, the software needs to be controlled and the outputs interpreted in 
the right way, and this is where the knowledge and experience of a good data 
scientist is vital if you want an optimal model, rather than a “will do” model.

An understanding of the mathematics underpinning the various algorithms 
used to create predictive models isn’t essential, but having this knowledge 
gives a data scientist important insights into why the software has created 
the model that it has and allows them to fine tune the model to improve its 
performance. In particular, if the model isn’t right in some way, then the data 
scientist will know which parameters of the software to tinker with that will 
hopefully correct the problem and deliver a better quality model.

There are all sorts of things that the data scientist will do with the analytical 
software, but the main tasks that are required to set up the software include:

Specifying which variable captures the behavior to be predicted (represents 
the modeling objective).
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Specifying which predictor variables to consider in the model and which 
to exclude.
Deciding which type of predictive model to construct and the method that 
should be used to generate it. For example: construct a linear model using 
minimized least squares, or a decision tree using CHAID.
The algorithm’s parameters. Most algorithms have several parameters that 
control how they generate a model. It takes experience and a lot of trial and 
error to find the best parameters for any given problem.

As part of the model construction process, the software will generate all 
sorts of outputs describing the evolution of the model, together with various 
statistics and standard measures of performance. The data scientists will then 
evaluate the outputs. If they think that the model is a good one, they will 
move on to the validation stage. If not, they will tweak the parameters of the 
software, maybe try a different type of model or algorithm, and try again. 

8.9 Validation

A major problem when building predictive models is that it’s quite easy to 
find relationships that are the result of random patterns in the development 
sample, but which don’t exist in the wider population. The result is that if 
you measure the performance of the model using the development sample 
the results will be over-optimistic. They will not be a true representation of 
how the model performs when presented with new cases when the model is 
deployed. This problem is called over-fitting.

To assess the true performance of a predictive model and to determine if 
over-fitting has occurred, the model needs to be tested on an independent 
sample of data that was not used to construct the model. Good practice is for 
a data scientist to have two samples when building a model. The development 
sample is used to construct the model and the validation sample is used to test 
it. By comparing the model’s performance on the development and validation 
samples it is possible to determine if over-fitting has occurred and by how 
much. A small amount of over-fitting is quite common (i.e. slightly worse 
performance is observed on the validation sample), but this is not necessarily a 
problem if the model still performs well. However, if the degree of over-fitting 
is large and the model’s performance is poor, the model developer will need 
to go back to the drawing board and build a new model using a different set 
of parameters.
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Model building is an exploratory process. Lots of different models get built 
and tested using the same validation sample. As a result, after many cycles 
of model building and testing, a degree of over-fitting to the validation 
sample is likely to occur. Therefore best practice is to maintain a third 
sample – a holdout sample – that is used to perform the final analysis of 
model performance. Any improvement figures, results, estimated benefits 
and so on, that are reported back to business stakeholders should always be 
based on the holdout sample – otherwise one runs the risk of over-stating 
the benefits case for the model.

For an operational model with a long forecast horizon (such as credit 
scoring models), it’s also good practice to take additional holdout samples 
from different time points. These “out of time” samples are used to test the 
long-term stability of the model’s performance. This is important because the 
performance of most predictive models decays over time. It is quite probable 
that a predictive model developed on a sample of data that is several months 
or years old won’t perform quite as well as initially indicated from validation 
and holdout samples taken from the same time period as the development 
sample. If some deterioration in performance is observed this does not 
necessarily mean that the model is useless, but the benefits case needs to be 
revised downwards to reflect any deterioration that is observed.

8.10 Selling models into the business

After a model has been built and validated, that’s not the end of the story. 
Often the stakeholders need to be convinced that the model is fit for purpose 
before they’ll authorize its use. How much do non-technical “business people” 
need to know about the predictive models that have been developed for 
them? If all we are talking about is a regular update to refine an existing 
model then maybe very little, but somebody somewhere will want to know 
what impact the new model will have on the bottom line before it goes live. 
Similarly, not many people may need to know about a marketing model used 
to target people with an offer, but the marketing director will still want to 
want to know how many extra sales will result from using the new model.

At the other end of the spectrum, if the model is the first of its kind to be 
developed for your organization, and you are trying to convince a group of 
skeptics that the model is sensible and makes predictions in a logical way, then 
yo u probably want to know quite a lot about the model in order to be able 
to win them over. Likewise, if you are staking your professional reputation 
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on implementing predictive analytics then you’d be crazy not to demand to 
know something about the model structure, how it performs, what type of 
individuals tend to get high scores and which get low scores. The last thing 
you want to do is implement what seems to be a great model only to wake up 
one morning and find some press story about how your organization mainly 
targets women or never deals with people from certain ethnic groups. This is 
not because the model deliberately allocates certain people high or low scores, 
but because of some indirect effect that creates a statistically valid, but socially 
unacceptable, bias in the model.

Just like human experts, all models have strengths and weaknesses and it 
makes sense to know what these are. Otherwise, you put yourself and your 
organization at risk. Consider a model that gives higher scores to people with 
higher incomes. This will mean that on average women will score lower than 
men even if gender is not in the model.10 Is that a problem? If it’s a model used 
to set insurance premiums in EU countries then you would be acting illegally if 
you used this model without addressing the gender issue. On the other hand, 
if the model predicts response to direct marketing activity for a particular 
make of car, then that’s probably not an issue at all.

For a large-scale modeling project, where the model is going to be implemented 
within a strategically important operational decision-making system, then at 
the very least the stakeholders need to be given some sort of information 
pack and/or presentation about the model and how it performs. The data 
scientist(s) may have done all the hard work of developing the model, but 
it’s up to you (the business) to decide how to use it, i.e. what type of cut-off 
strategies should be employed to meet your business objectives, what level of 
risk you are willing to accept and so on.

Often there won’t be one single best cut-off. Instead, there are a range of options 
allowing trade-offs between different costs and benefits. For an insurance claim 
model, one cut-off may result in the same number of new customers, but a 15% 
reduction in claims. Another cut-off may mean that you can increase the number 
of profitable customers by 10%, but there will be a corresponding 10% rise in the 
value of claims, and so on. A data scientist should not aim to provide you with 
every detail of the project in minute detail, but they should be able to demonstrate 
to you that the project has delivered what was intended, and present the options 
for implementation in a way that is easy for you to understand, and hence make 
an informed decision about how the model should be deployed.

Standard practice for communicating model results to non-technical business 
stakeholders is for a meeting/presentation to be held once the model has been 
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developed, but prior to model implementation. At this meeting, the data 
scientist needs to explain to relevant stakeholders what they have done and 
provide assurance as to the quality of the deliverables. In particular, they need 
to demonstrate that the objectives and success criteria specified at the start 
of the project have been achieved (or if not, why not). This is to enable the 
stakeholder group to decide whether or not the finished model can be signed 
off and put to use.

There is much advice that can be given about presentation style and format, 
but most things that lead to a good presentation are based on common sense 
principles. Perhaps the most important thing to bear in mind is: what do the 
people in the audience want to hear? The data scientist should put themselves 
in the audience’s shoes. They should focus on the key points that they need 
to get across and avoid digressing into minor technical details or irrelevant 
subject matter that result in a loss of audience attention. Following a KISS 
(Keep It Simple Stupid) philosophy isn’t a bad idea.

If a data scientist is dealing with people with different backgrounds and 
experience, then they should identify who is important and tailor their 
material to those people’s objectives and level of understanding. If they 
don’t know someone’s background, then it is generally a good thing to err 
on the side of caution and pitch to the intelligent (but naïve) layperson. 
The data scientist should not assume any technical knowledge, but should 
not talk down to the audience either. Unless dealing with an exclusively 
technical audience, a good data scientist will leave all formulas, equations and 
acronyms out of the discussion. However, they should have at their disposal 
more detailed technical material that they can call upon if necessary. A key 
thing that a data scientist should bear in mind is that someone is unlikely to 
judge something a success if they don’t understand what’s been achieved or 
whether or not their objectives have been met.

I remember (with some discomfort) sitting with a group of senior managers 
and listening to a presentation from a data scientist who was very bright but 
had little experience of talking about predictive models outside of their peer 
group. Consequently they were very naïve when it came to presenting models 
to a non-technical audience. The data scientist opened their presentation with 
the immortal lines of: “Following the application of a filter approach to variable 
reduction, we generated tree ensembles using our chosen variable subset and a 
maximized entropy measure …” to an audience with no background in model 
development. The poor analyst was almost laughed out of the room before 
their more senior colleagues managed to pull things back from the brink.11
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What a good data scientist remembers when presenting models is that the 
goal isn’t to show off their technical expertise or to bamboozle the audience 
with buzzwords and clever terminology, but to convey an understanding of 
what has been achieved in terms that the audience understands. If, as more 
often than not, the primary goal of the project is to reduce costs, increase 
profits and/or increase the size of the customer base, then this is what the 
primary focus should be.

My own preferred method of proceeding in such situations is to have three 
levels to the material I present. To begin, I present a short (two to three 
minute) summary, using a single slide/sheet of paper. This contains only the 
most important information about the project, what has been achieved and 
how this meets the business objectives and success criteria specified in the 
project requirements. For a credit scoring project to develop a model to assess 
the creditworthiness of new loan applications, the summary may be presented 
as a few bullet points stating the benefits that implementation of the model 
will deliver. For example:

Implementation of the new model will deliver the following 

benefits:

•  An annual increase in annual net profit of between $5m and 

$6m.

•  An annual reduction in bad debt write-off  of between $0.9m and 

$1.1m per annum.

•  No signifi cant change to the volume of new loans granted.

•  A 15–20% reduction in underwriter referrals.

After the summary I cover other things that are important from a business 
perspective: for example what the model looks like if it is a linear model or a 
decision tree, and when the new model can be expected to be implemented. 
Risks and issues around implementation and the schedule for monitoring 
the model once it goes live are also covered if necessary, as are impacts to 
the operational areas of the business. Finally, I’ll have a technical appendix 
included with the slide deck or as an attached document covering some of the 
more specialist aspects of the project in detail. Usually this won’t be presented 
in full, but will be used to address any technical questions about the project 
that are raised.
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8.11 The rise of the regulator

In the good old “Wild West” days of predictive analytics only those who had 
some direct interest in the model (i.e. the project stakeholders) concerned 
themselves with the quality of the model and the impact it would have 
on their part of the organization. This was great from the data scientists’ 
perspective because it meant that they could spend their time on all the 
interesting analytical stuff and not spend too much time worrying about 
boring things like documentation and audit trails. However, as predictive 
analytics becomes increasingly important to what organizations do and 
has ever more influence on peoples’ daily lives, so governments, industry 
regulators and auditors are increasingly turning their eyes towards the 
predictive models that organizations employ. 

One reason for the increasing interest in predictive models is the risks to 
an organization should they get their models wrong. Imagine if an insurer 
accidently inverted all the points in a claim propensity model. As a consequence, 
very low insurance premiums would be offered to very high risk people and 
vice versa. The impact would be disastrous for the insurer, given that once a 
policy had been taken out it can’t be rescinded. Another concern is the impact 
of model usage on private individuals, in particular, the risk that an automated 
decision-making process creates some sort of bias, resulting in unfair treatment 
for some people. How do I know that organizations aren’t using illicit things 
like gender, race, religion and so on in their decision-making processes?

Government interest in the dangers of predictive analytics dates back to 
the 1970s, when the USA enacted the Equal Credit Opportunity Act 1974, 
forbidding the use of certain types of data in credit scoring models. The Act 
also gave individuals the right to demand to know the reasons why their credit 
applications were declined, i.e. the factors in the credit scoring models that led 
to them getting a low credit score.

In the 2000s, international banking regulators encouraged financial services 
organizations to use their credit scoring models as key inputs to their capital 
calculations, as required by the international BASEL II/III capital accords.12 As 
a consequence, banking regulators expect credit scoring models to be built to 
a high standard and to be rigorously validated and tested before being put to 
use. I know of several UK banks that have teams of more than 20 predictive 
analytics experts whose sole role is model validation. These people don’t do 
any data analysis or model building themselves – all they do is question, 
challenge and evaluate models built by other people in the organization.
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This requirement for validation of predictive models by independent third 
parties is not confined to banking. The International Solvency II insurance 
regulations are designed to bring stability to the insurance industry. As a 
result, many types of insurance models are subject to similar levels of scrutiny 
as those in banking. Government audit functions are increasingly interested in 
the workings of predictive models that are used to protect billions of dollars’ 
worth of tax revenues. Likewise, any health authority that uses predictive 
analytics to make decisions about patient care, or to prioritize waiting lists, 
needs to be absolutely sure that those models are working as intended and 
do not display bias.

As predictive analytics becomes ever more pervasive, then one can expect 
greater scrutiny to be applied to predictive models used in all sorts of 
applications, and particularly those areas, such as healthcare, criminal 
investigation and national security, where the consequences of getting a 
model wrong could be very serious indeed.

This is not to say that all predictive models in all industry sectors will end up 
being vetted to the same standards or subject to the same level of scrutiny. 
A model to target customers for a particular brand of car will never be subject 
to the same audit requirements as capital models employed by the major banks. 
However, internal/external audit requirements are something that should 
always be discussed as part of the business requirements process, lest you risk 
being tripped up later down the line when your models are found wanting.

Unlike business stakeholders, when discussing models with regulators and 
auditors the expectation should be that the audience is technically expert and 
will want to understand in detail the technical aspects of model construction. 
A regulator who is doing their job will challenge many of the decisions 
made about the way the project was undertaken and want to understand 
the decision-making process that led to the models being developed in the 
way that they were. One therefore needs to be well prepared prior to such 
meetings. In financial services, many organizations spend days, if not weeks, 
preparing for a regulatory review meeting that might last just an hour or two.

Some typical pitfalls that an organization can fall into when presenting their 
models to regulators include:

Over emphasis on financial benefits. A regulator has no interest in how 
much the model adds to your bottom line. What they want to explore is 
the risks the model exposes the organization to and/or the impact on the 
wider public.
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Production of separate documentation just for the auditor/
regulator. Auditors want to see an organization’s internal documentation 
that they use themselves because it gives them additional insight into that 
organization’s approach to predictive analytics.
Poor understanding of data. Building models without understanding 
the nature of the data that supports the model is a potential risk. You 
should be able to explain where the data has come from, what it means and 
what (if any) issues there are with it.
An incomplete strategy for implementation and monitoring. 
Building a model is one thing, using it is another. An organization needs 
to assure regulators that rigorous testing of the model implementation has 
occurred, that scores are correctly calculated, and that post-implementation 
a monitoring regime will be in place to monitor the performance of the 
model on an ongoing basis.
Insufficient senior management understanding. Regulators in some 
industries expect senior managers to have an understanding of the models 
employed by their organizations. This doesn’t mean managers need a 
degree in statistics, but they should know why a model was constructed, 
how it is used and any risk or issues associated with it. Regulators take a 
dim view of senior managers who shirk their responsibilities by delegating 
regulatory responsibilities to junior members of staff.

No model is perfect. Given more time, more money, better data and so on, a 
superior model can always be built. Regulators know this and do not expect 
every model to be perfect. However, what they do want to see is evidence 
that a logical and well thought-out approach to the predictive analytics 
process has been adopted. This includes consideration of the risks that any 
weaknesses in the model creates, the impact of those risks if they are realized, 
and the organization’s plans to mitigate those risks should they occur. Good 
practice is to include a section on the model’s strengths and weaknesses within 
project documentation to show that you have thought about them.
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Text mining and social network analysis have both come to prominence in 
conjunction with increasing interest in Big Data. Both deal in large quantities 
of data, much of it unstructured, and a lot of the potential added value of Big 
Data comes from applying these two data analysis methods. We shall begin by 
discussing some of the ways in which text mining can be applied to predictive 
analytics, before moving on to discuss social network analysis.

9.1 Text mining

All of the methods used to create predictive models require data to be well 
structured, and the data must be categorical (e.g. occupation, marital status 
and gender) or numeric (e.g. age, income and time at address). A predictive 
model can’t be built if the data is not in one of these two formats. At first 
sight this seems to rule out the use of written correspondence, the spoken 
word and so on, which is highly unstructured and does not appear to be 
numeric or categorical in nature.

Until the early 2000s this wasn’t really a problem. Organizations didn’t 
have the facilities to store large amounts of natural language data (speech, 
letters, magazine articles, scientific papers, web pages and other types of 
verbal/written information) in electronic format. Even the most advanced 
organizations were still focusing their efforts on getting more value out of 
well-formatted numerical/categorical data held in their account management 
and customer relationship management (CRM) systems. The idea of applying 
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analytical techniques to this type of unstructured data was very much the last 
thing on people’s minds.

These days, things are very different. Organizations are awash with textual 
and other types of unstructured data. All sorts of customer correspondence, 
which until the late 1990s would have been held in racks of filing cabinets, is 
now stored in electronic format; and then there is all that Internet data, such 
as tweets, blogs and web pages, to think about. So it would be a real shame if 
we couldn’t do something with all that data to infer things about people and 
improve the quality of the predictive models that are available.

Text mining (text analytics) is the process of extracting information from 
natural language and distilling it into a structured format that can then be 
used for analytical purposes. A lot of text mining activity is backward looking. 
It’s about understanding what has just happened so that a response can be 
formulated to it, or to improve an organization’s response the next time 
something similar occurs. Governments, for example, want to monitor Twitter 
and other popular media following a policy announcement to gauge public 
opinion. If the policy is proving very popular then they will seek to maximize 
the media attention that it gets over the next few hours and days, but if the 
public doesn’t like it then they will initiate damage limitation, and/or try to 
focus the public on something else.

In the past, a government would have had to wait until the evening news 
reports/morning papers to obtain an initial opinion of how the policy was 
being received, and the only practical way to get a representative view of 
voter opinion would have been to carry out a survey, asking a relatively small 
sample of people (a few hundred) their views on the policy via face-to-face or 
phone-based interviews. It may well have taken several days to carry out the 
survey, and then several more days to analyze and interpret the results. These 
days, reactions to political announcements can be monitored in real time as 
people post their views online, meaning that the politicians can respond to 
trending public sentiments in minutes rather than hours or days.

Marketing departments are also interested in text analytics to gauge customer 
opinions about their products and services, reactions to new product launches, 
the impact of price changes and so forth. Likewise, security services and law 
enforcement agencies have huge lists of suspects that they want to monitor, 
but they just don’t have the time or resources to carry out detailed surveillance 
on everyone. Text analytics is one tool they use (amongst others), to scan the 
e-mails, texts, phone calls and websites of those on their suspect lists, looking 
for indicators of criminal/terrorist behavior. This allows them to narrow their 
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focus to a few specific individuals. In a similar manner, internal fraud teams 
apply automated text analytics to internal e-mails to identify potentially 
fraudulent behavior by employees. On a slightly more upbeat note, the same 
techniques can be used to flag up topics/issues that are causing employees 
problems in their work, which can then be addressed. If several people in 
different departments independently comment on the “slow server today” 
then the IT department can be notified that there might be a problem before 
it is formally reported to the IT help desk.

9.2 Using text analytics to create predictor variables

When it comes to predictive analytics, the same text mining tools that are used 
to identify views or sentiments expressed in documents can also be used to 
extract relevant predictor data from those documents and represent it in a well-
structured format (going forward we will use “document” as a general catch-all 
term to mean any type of natural language, whatever its nature or source). The 
procedures that create predictive models can then use the structured data that 
has been extracted. Typically, the predictor variables will be of one of two types:

Within document predictors. These indicate that a document contains 
certain features – for example, yes/no flags to indicate if the text expresses 
positive or negative sentiments about the subject under discussion. 
Similarly, flags are created to indicate whether certain words or phrases 
are explicitly mentioned, or to identify what the topic of discussion is 
within the document – for example, to identify which of an organization’s 
products a document refers to.
Across document predictors. These provide measures of correlation/
similarity with other documents. If an e-mail contains very similar text 
to other e-mails that are known to have come from fraudsters, then this 
is probably a good indication that the e-mail is also fraudulent. Likewise, 
documents can be grouped based on the topics to which they refer.

9.3 Within document predictors

One way to create predictor variables from a set of documents is to use 
indicators to represent how often individual words or phrases appear within 
each document. Let’s imagine that I am an industry regulator looking to 
identify individuals who may be carrying out illicit financial transactions within 
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their organizations. In addition to all the standard stuff about employees, such 
as their pay grade, how long they have been working for the company, what 
department they work in, any previous misdemeanors and so forth, I also have 
access to all e-mails sent to the employees of the company. Imagine that one 
of the e-mails contains the following text:

After transferring the assets to the Bahamas, I waited until the audit had 
been completed before moving them back to the UK. Later that month I 
shipped the assets back to the Bahamas again. I think I managed to move 
them without any issues.

So what I could then do is to create predictor variables for each word as follows:

Word Variable Name Variable value (Word count)
After Text1 1
transferring Text2 1
the Text3 5
Assets Text4 2
To Text5 3
Etc. 

One thing to remember is that we are dealing with large numbers of people, 
words and e-mails. If your model development sample contains details of 
10,000 employees, and on average there are 1,000 emails from each employee, 
then that’s ten million documents. All those documents will contain tens of 
thousands of different words. If you adopt the approach of creating a predictor 
variable for each unique word, then what you find is that you need thousands 
of predictor variables: one to represent each word that appears in any of the 
documents. You will also find that many of the words appear in only a few 
documents and therefore the predictor variables that represent those words 
are set to zero most of the time. This is not a very efficient approach to text 
analytics, and life would be a lot easier if the problem could be simplified in 
some way. Thankfully, in most cases you don’t actually need to consider every 
single word. Many words add very little information value to a document and 
therefore there is no point considering them. Likewise, similar words are used to 
mean the same thing. To help with this process, a standard pre-processing step 
applied during text analysis is “normalization.” Typical normalization involves:

Removal of stop words. A stop word is text that appears very frequently 
in prose, but adds very little to the overall meaning. There is no definitive 
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list of stop words in any given language, but common examples of English 
stop words include: “The,” “a,” “is,” “to,” “of,” “as,” “and,” “which,” “on,” and 
“that.” A typical stop word list contains around 1–200 words.1

Stemming. This is the process of removing the inflection from words, replacing 
them with their root. For example, “complete,” “completed,” “completes” 
and “completing” have “complet” as their common root. Some stemming 
procedures use simple rules to identify the root, such as removing “ed,” “ing,” 
“s” and “es” from all words in the document.2 Other approaches use look-up 
tables or probabilistic algorithms to infer what the probable root is.
Standardization. In many languages there are several words that all mean 
the same thing. For example: “I transferred the assets,” “I moved the assets” 
and “I conveyed the assets” are all different ways of saying the same thing. 
Sometimes it also makes sense to replace pronouns such as “it” and “them” 
with the object to which they refer. “Tell Simon if you see him again” 
becomes “Tell Simon if you see Simon again.”

So when you put these things together, the previous sentence is normalized 
to something like:

Transf assets Bahamas wait audit complet transf assets UK later month 
transf assets Bahamas think manag transf assets without issues.

Normalization has reduced the number of different words from 30 to 13. The 
result is not easy reading, but you can just about infer the gist of it from the 
normalized form. Some information has been lost, but not that much, and 
the data is much more amenable to common text analytics procedures in this 
normalized form.

Following normalization, further words can be discarded if they appear 
very infrequently. If you cast your mind back to Chapter 4, I stated that one 
typically needs at least 30–50 cases to be able to say with confidence if a 
predictor variable is predictive of behavior. So what this means is that if a 
word appears only a few times in your development sample, there is no point 
creating an indicator variable for it. By removing these rarely used words (say 
where they feature in fewer than 30 documents) the number of predictor 
variables can be substantially reduced.

An alternative approach is to start with a list of target words/phases and 
see which if any of them feature in the documents. If I was interested in 
identifying tax evasion, I would create a predictor variable to indicate if any 
well-known tax havens, such as “The Bahamas,” “The Cayman Islands” and 
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so on were mentioned. This approach works well if you are dealing with a 
well-defined domain and you know what words are likely to be of interest. 
Often there will be only a few dozen key words or phrases that you need 
to scan documents for. Therefore you only need that number of predictor 
variables – which makes the problem much more manageable.

9.4 Sentiment analysis

A development on basic text analysis is Sentiment Analysis. Sentiments are 
people’s thoughts, opinions and feelings about things. Admiration, approval, 
affinity, pity, hatred, disdain and so on are all sentiments. In an ideal world one 
would seek to identify precisely which sentiments were being expressed in a 
given document, and these could then be used to generate predictor variables. 
However, most forms of sentiment analysis are relatively crude in this respect. 
They simply attempt to classify people’s feelings in terms of whether they 
represent a “positive” or “negative” view of the subject about which the 
sentiment is being expressed. Consequently, most approaches to sentiment 
analysis would not make any distinction between admiration, approval and 
affinity (positive sentiments) or hate, disdain and pity (negative sentiments).

A common approach to sentiment analysis is to combine word counts with a 
lexicon of words/phrases associated with positive and negative sentiments. 
Within the lexicon, each word is assigned a positive or negative rating. So 
words/phrases such as “Nice,” “Loved it,” “Perfect,” “Fantastic” and “Best” will 
have a positive rating, whereas words such as “Despise,” “Hate,” “Terrible,” 
“Bad” and “Nasty” have a negative rating. In a typical system, words might get 
a rating from +10 to indicate a very strong positive association, to –10 for a 
very strong negative association. Words such as “Adore” and “Despise” would 
get very high positive and negative rating respectively, whereas less emotive 
words such as “Nice” and “Inadequate” would get lower ratings.

To create an overall sentiment rating for a document, the individual ratings 
for all the words from the lexicon that appear in the document are added 
together. The overall sentiment rating is then used as a predictor variable 
within the predictive analytics process.

Sentiments don’t exist in isolation. A person expresses a sentiment about 
something. This can be yourself, a product, another person, the government, 
a press article or a whole host of other things. Often, as part of sentiment 
analysis, one needs to identify both the sentiment and the thing to which the 
sentiment refers. Sometimes this is obvious. For example, if a product website 
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accepts customer feedback, then it is reasonable to assume that if someone 
provides a comment then it’s going to be about that particular product. 
However, if one is analyzing more general text, work needs to be done to 
determine what the subject of the document is.

Named entity extraction is a methodology used to determine who, what 
or where is being discussed within a document, i.e. the subject(s) under 
discussion. It is possible to determine with a high degree of certainty which 
words in a document describe subjects, and which do not. Some approaches 
use probabilistic methods, based on a large database of similar documents. 
Others consider the structure of sentences and paragraphs in order to pick 
out the relevant subject(s). This leads to additional predictor variables to 
indicate whether a document refers to a particular subject or not, together 
with the sentiment that is being expressed about that subject. So in a complex 
document there may be several subjects and several sentiments.

One application of named entity extraction is in the security services. They 
will scan e-mails, texts, blogs and so on, seeking documents about certain 
subjects – such as terrorist events or other matters of national security. Once 
these have been identified, sentiment analysis is applied to try to determine 
whether those topics are being discussed in a positive or negative manner.

9.5 Across document predictors

As well as looking for features within documents, such as the frequency with 
which words appear, the subject matter or the sentiments being expressed, 
a very popular and successful text analytics approach is correlation analysis. 
The starting point for correlation analysis is to have a set of benchmark 
documents that are already labeled to indicate whether they do or don’t relate 
to the behavior you are interested in predicting. For instance, with the fraud 
example, the benchmark set would be created using e-mails that are known 
to have been associated with previous fraud cases involving asset transfers, 
together with examples that are known to be completely innocent. An 
example of what this might look like what is shown in Table 9.1.

Even if the Fraud/Not fraud labels in Table 9.1 had been kept hidden, you 
would probably have been able to have a good guess at which ones referred 
to fraudulent transactions and which did not. In doing so you would have 
picked out phrases that seem similar to the e-mail in question. For example, 
a common theme in three of the fraudulent examples is the movement of 
assets. The other common theme that applies to the fraudulent cases is secrecy 
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and the withholding of information. Algorithms that perform correlation 
analysis look at how similar each document in the development sample are to 
those in the benchmark set in terms of word usage and/or sentence structure.3 
The procedure allocates each document in the model development sample a 
correlation measure ranging from zero to one (low to high correlation). The 
correlation measure is then used as a predictor variable.

Another approach is clustering: grouping together documents that have 
similar features in terms of their structure, the words they contain and the 
subjects to which they refer. This is very similar, in theory, to the clustering 
approaches discussed in Chapter 6. An attractive feature of document 
clustering is that it can be done without reference to the behavior that one 
is trying to predict. Documents are assigned to clusters purely on the basis 
of their similarity to other documents within those clusters. After assigning 
documents to clusters, the cluster number is then used as a predictor variable 
in the predictive analytics process.

9.6 Social network analysis

Network analysis is the study of how groups of things are connected and 
the interactions that occur between those things. The road network that 
links cities together, electricity grids that connect generators and consumers, 

Table 9.1 Class labels for documents

Benchmark text Behavior
I have successfully moved the assets abroad without anyone knowing. Fraud

Whatever you do, don’t say anything to the finance department, if they get 
even a whiff of what’s going on they will be all over us like a rash.

Fraud

I can think of three possible locations to move them to. The Bahamas, the 
Cayman Islands and Cyprus.

Fraud

I have deleted all correspondence and no one should ever be able to trace the 
asset transfer back to us.

Fraud

As long as we keep things quiet we should be able to make a lot of money 
from this deal.

Fraud

I’ll pop in and see you tomorrow. Are you free around 10? Not fraud

Have you seen Bob’s new haircut – it’s like something from the 1970s! Not fraud

Can I remind everyone that we operate a clear desk policy. Not fraud

Sorry, but I can’t make the meeting because I’ll be on holiday. Not fraud

I think that we need to resolve the problem by the end of day. Not fraud
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and the wiring between the transistors on a microprocessor are all networks. 
Network analysis is important, because by understanding the nature of a 
network you can anticipate the impact of changes to that network, such as 
what happens to traffic flow if a new connection is made between two cities 
(a new road is built between them), the impact on consumers if a power 
line goes down (a connection is broken), or the impact on performance of 
alternative wiring schemas between the transistors of a microprocessor.

Social network analysis relates specifically to entities and the relationships 
(connections) between them. It can be applied to all sorts of entities, 
including people, companies, countries, academic institutions, charities and 
so on, but for our purposes we shall limit the discussion to the relationships 
between individuals. It’s also worth pointing out that although people often 
talk about social networks and Internet services such as Facebook in the same 
breath, social network analysis is about our relationships in general – it’s not 
confined to social network sites or online interactions.

My family is one network I’m part of. I also have a network of peers via 
LinkedIn, fellow employees at work and my friends that I socialize with. 
There are also criminal networks, support networks, customer and supplier 
networks and so on. These networks are also interconnected with each other. 
I can be a relation, friend, peer, criminal and so on all at the same time, with 
some connections appearing in several networks, while others are unique to 
just one.

So how would someone go about using information about my family, friend 
or peer group network? One application is political campaigning. Politicians 
have only limited resources at their disposal, and want to concentrate their 
campaign efforts where they are likely to have greatest impact. They don’t 
want to waste their time on people who are solid Republicans or staunch 
Democrats and who will always vote for their favored party – they want to 
identify the floating (swing) voters who are open to persuasion. 

A key influence on voting behavior is peoples’ family and friends. If all my 
family are lifelong Democrats, then I am a probably a lifelong Democrat too 
(same for Republicans). However, if my family all have different political 
allegiances, then that suggests that I might be more open to different 
perspectives and opinions, and therefore more likely to be a swing voter. So 
how could a politician make use of this type of information?

One thing they could do is to create a measure of the overall “Leftness” or 
“Rightness” of my family network. They assign people in my network a rating 
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of +1 if there is evidence that they are a Democrat and –1 if there is evidence 
of Republican tendencies. An average rating across my family network 
is then calculated. An average rating close to +1 or –1 indicates a strong 
family preference for Democrat or Republican respectively. A figure near to 
zero indicates my family are a mixed bunch: some Democrats and others 
Republican. If this is the case, then I’m probably open t o persuasion one way or 
another and therefore the sort of person that it’s worth spending time trying 
to convince to support a particular party. Consequently, if a political party can 
only afford to visit say, 10,000 people in a voting region containing 250,000 
voters, then they will visit the 10,000 people whose scores are closest to zero.

Marketing is another area where social network analysis is used. In particular, 
to target key individuals within a network. A core concept in network analysis 
is centrality. It is possible to examine the connections between different 
entities and use this to identify the individual that is the “most connected,” 
i.e. is most central to the network. A communication targeted at someone at 
the center of a network will spread out across the network far more effectively 
than if the communication is delivered to someone at the edge. Let’s use my 
extended family network4 as an example, as shown in Figure 9.1

As you can see from Figure 9.1, in my family my mother-in-law, Angela, is the 
person at the center, connected directly with almost everyone. That makes 
sense to me, because she is the one who acts as the go-between, talks to 
everyone all the time, arranges family get-togethers and so on. This is in stark 
contrast to myself, at the edge of the family network (as are Grant, Cathy and 
Mark). I rarely talk to anyone except my immediate family, and my mother-in-
law is the one who lets my wife and I know what Bob, Grant and others (who 
I’m not directly connect to) are up to and vice versa. If a marketing company 
wanted to promote a new brand of chocolate (or whatever), then a good 
strategy might be to send a free sample to my mother-in-law, who, if she liked 
it, would be far more likely to tell everyone about it than I would.

A somewhat similar (and controversial5) application which builds on this 
idea of centrality is marketing products to children. Marketing organizations 
try to identify those with large networks of friends, and who are seen as 
trendsetters and influencers amongst their peers. Companies then send them 
free products: t-shirts, caps, posters and the like. The idea is that if they are 
seen to endorse a particular product, it will encourage the rest of their peer 
group to adopt that product too.

The examples presented so far demonstrate two different ways in which 
social network data is used. The political example was focused on the 
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network around me, whereas the marketing examples were more about how 
the network could be used to promote products more effectively across the 
network. More generally, we can categorize these two perspectives as:

 1. Ego-centric. The focus is on the individual. The purpose of understanding 
a network is to learn more about the individual. Information about the 
network informs your view of someone, what they are like and what they 
do. If all my family are die hard Republicans, then I’m probably a staunch 
Republican too. If all my peers have a history of making lots of insurance 

Bob
(Angela’s
brother)

Grant
(Wendy’s
husband)

Wendy
(Angela’s
daughter)

Simon
(Angelas
husband)James

(Angela’s son)

Ivy
(my wife/Angela’s

daughter)

Amber
(my daughter)

Steve
(me)

Sally
(my mother)

Mark
(my brother)

Jim
(my father)

Cathy
(Bob’s wife)

Angela
(mother-in-law)

figure 9.1  Family network
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claims, then I am probably the sort of person who makes a lot of claims 
as well.

 2. Network centric. The structure of the network is what’s important, 
i.e. the connections between people, rather than the people themselves. 
A network centric view is all about understanding relationships: who 
exerts influence across the network and who does not. The company 
marketing chocolate didn’t want to know anything in particular about my 
mother-in-law or me. The important information was that she was more 
central to the network than I was.

A key difference between ego-centric and network centric views is how 
the network is constructed and analyzed. If we are interested in inferring 
information about someone, then this is an ego-centric view. The most 
important features of the network are the characteristics of other individuals 
within the person’s network, because this can be used to infer something 
about that person. The connections in the network are only useful in so far 
as they provide the links to other people. For example, the medical history 
of people in my family network can be used to infer something about my 
medical history. If all my friends on Facebook are male and aged 25–34, then 
there is a high probability that I am also male, aged 25–34 and so on.

If, on the other hand, we are more interested in the nature of the network, 
rather than the specific individuals that comprise the network, then it’s the 
connections that are of primary importance. If I know who is carrying a 
particular disease, then I can use network analysis to understand how that 
disease will spread through the population from one individual to the next. 
Likewise, I can target marketing communications at people in the center of 
dense networks (where there are many connections between individuals) 
rather than wasting time on individuals at the edge of sparse networks (where 
each person is only connected to one or two others). Another application 
is using ideas such as centrality to identify those at the center of crime/
terrorist networks and target them, rather than picking off the small fry at 
the periphery.

In a predictive analytics context, ego-centric and network centric network 
views both have their uses, but it is the ego-centric view that is usually 
most important: it is information about someone’s associates (their geo-
demographics and primary and secondary behaviors) which provides the 
greatest value when developing predictive models. The connections in the 
network are the means by which the associates are identified. Information 
such as the number of connections someone has, whether someone is in a 
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large or small network, in the center or at the edge and so on, usually adds 
far less to predictive models of individual behavior than associate information. 
However, there are some exceptions to this rule. For example, the connections 
are often very important predictors in fraud/crime models. The fact that an 
individual’s credit card account is linked to 50 other card accounts, because 
they all have the same phone number, is a very strong predictor of fraudulent 
behavior.

9.7 Mapping a social network

Before you can do any social network analysis you need to establish who is 
in the network and how the people in that network are connected, i.e. you 
need to map the network. Unlike the connections in a microprocessor or a 
road network, it’s not always easy to identify who is linked to who, how they 
are related or the strength of that connection. Creating a network view of a 
large population also requires a lot of computing power, particularly if one is 
taking an ego-centric view of individuals and their networks. This is because 
an ego-centric view requires that you examine the network that surrounds 
each and every individual, rather than building a network across a population, 
and then examining the properties of that network.

One reason why social network sites such as Facebook and LinkedIn have 
attracted so much attention, particularly from marketing organizations, is 
because they provide a ready-made network that the person themselves 
has created and shared – it provides a pretty good view of their family and 
friends, peers and other associates. Other types of network are more diffuse 
and difficult to map. In practice, what you usually end up with is a partial or 
incomplete view of a network based on the limited number of connections 
that you have been able to find, some of which may be more dubious/
uncertain than others. This doesn’t invalidate the network; it just means that 
you might not be able to infer quite as much from it as you could if you had 
a more accurate and complete view.

So how do organizations identify connections between people? Social network 
sites aside, the most common way to identify connections is via “shared 
interests” and “common bonds.” Some examples of shared interests/common 
bonds are:

Phone number(s). These include the individual’s number(s) plus numbers 
that they have recorded on mobile devices or elsewhere.

9781137379276_10_cha09.indd   191 5/12/2014   8:55:27 PM



Predictive Analytics, Data Mining and Big Data19
2

Addresses. Current and previous residence, business addresses etc.
Family name. This includes current surname, maiden name and other 
previous names.
Shared ownership. For example, joint ownership of a property or having 
a joint bank account.
Shared responsibility. This includes: being directors of the same company, 
signatories on an official document (e.g. insurance policy or marriage 
certificate), parent of the same child, convicted for the same crime and so on.
Transaction. When someone gives or receives, buys or sells something 
from someone, it creates a connection between them.
Affiliation. People who are members of a club, society or other organization, 
and in particular, if they are involved in the management or governance of 
that organization (i.e. shared responsibility).

So going back to Figure 9.1, my connection to my wife can be ascertained 
by our shared surname, because we live at the same address, have a joint 
mortgage, have a daughter together, have each other’s numbers in our phones 
and so on. Given that there are multiple items of information providing 
evidence of a connection between us, this is gives a pretty strong guarantee 
that my wife and I are indeed part of the same network and are closely 
associated. However, not all types of connection are 100% guaranteed to 
provide a genuine link between individuals. Surname is a useful link item, 
but does not on its own guarantee that two people are from the same 
family. Likewise, two individuals may live in the same building, but rent their 
apartments from different landlords. Therefore it’s often prudent to consider 
the strength of the connections in a network in addition to the fact that a 
connection exists. My link to my mother-in-law, for example, is more tenuous 
than to my own parents because I don’t share the same surname and have 
never lived at the same address as her. So, if I were to map my family network 
again using only the strongest connections between individuals, most of the 
links with my wife’s side of the family would disappear from Figure 9.1.

A key issue when mapping a network is the number of degrees of separation 
between individuals. Everyone is connected to everyone else eventually, 
and you need to draw a line somewhere to say where the boundaries of a 
particular network lie. Otherwise, you end up with huge networks that are 
difficult to understand and use. A network that describes one degree of 
separation contains information about people who have a direct connection 
with the individual in question. A network that considers two degrees 
of separation also contains information about people who are indirectly 
connected via someone else, i.e. there is an intermediary between those two 
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people. In Figure 9.1 there is one degree of separation between myself and my 
wife, my daughter, my parents, my brother Mark and Angela. However, I am 
only connected to my wife’s brothers and sisters (James and Wendy) via Ivy 
or Angela, i.e. there are two degrees of separation between James and myself 
and Wendy and myself. There is also one link in the family network with three 
degrees of separation from myself: my most direct connection with Grant is 
via Angela and then Wendy.

From a predictive analytics perspective, what you tend to find is that the 
information about people with one degree of separation is by far the most 
important, and the greater the strength of that connection the more useful the 
information about the associated individual will be. Sometimes information 
from two degrees of separation adds a little value, but in my experience not 
much, and it’s rare for more distant connections (three or more degrees of 
separation) to provide any real value: one’s nearest and dearest provide much 
more useful information than distant relations, friends of friends and such like.
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All large consumer-facing organizations maintain a number of different 
systems that hold data about people. A standard setup will include:

Operational systems. These hold information that is directly relevant 
to managing the relationship that an organization has with its customers. 
Examples of operational systems include: seat reservation systems, power 
dialers,1 insurance quotation systems and customer contact systems used for 
direct marketing. Most operational systems provide only limited analytical 
and reporting capability; usually just enough to allow the operational status 
of the system to be assessed: for example, how many cases were processed 
that day, total value of transactions in the system or number of calls waiting 
to be answered.
Enterprise (corporate) data warehouse(s). A data warehouse contains 
all of the information that an organization deems to be important. It is 
used to drive analytical and business reporting functions. Ideally, all of an 
organization’s data will be stored in a single data warehouse.
Reporting and analytical systems. These extract data from the data 
warehouse and/or operational systems. The data is then available to be 
analyzed. The analytical systems are typically integrated with specialist 
software that enables predictive analytics and other types of data analysis 
to be performed.

Data within operational systems is sacrosanct. It can only be changed 
or altered in a very controlled way, lest the operation of the system is 
compromised – imagine the mayhem that would result if a data scientist 
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working for Visa or MasterCard managed to delete even a day’s worth of 
transactions or brought the system grinding to a halt because they had a big 
analytical job running. A data scientist may be given permission to extract 
copies of certain data from an operational system in certain circumstances 
(read-only access), but would never be allowed to alter, amend or change the 
data in such a system under normal circumstances.

All key data from the operational systems which needs to be maintained long 
term will be transferred to the data warehouse where it is maintained for as 
long as deemed necessary – which may be years or even decades for some 
types of data (e.g. account records and health records). As well as updates 
from all of the organization’s operational systems, the data warehouse 
will also receive external feeds from organizations such as credit reference 
agencies, database marketing companies and affiliate organizations with 
whom they share data.

Some data warehouses are updated in (near) real time, but many are still 
updated in batch, either overnight or at month end, depending on the 
system. The data warehouse is an organization’s key data resource, and like 
operational systems there will be controls in place to ensure that data cannot 
be overwritten and that people don’t do “silly” things like fill up all of the 
available disk space with junk or set jobs running that never finish.

The management and control structures around corporate data warehouses 
are necessary but extremely frustrating to data scientists, whose job is to 
explore and experiment with the data. Consequently, standard practice is to 
have a separate analytical system that takes extracts of data from the data 
warehouse whenever analysis is required; if necessary, the data can be loaded 
on to standalone PCs or laptops for people to work with. A key feature of 
analytical systems is that they are removed from the day-to-day workings of 
the organization. Therefore data scientists can play and experiment to their 
heart’s content without creating any operational risks.

In many organizations a key part of the analytical environment is the “sandpit.” 
A sandpit is ideally a full copy of the organization’s data warehouse, but in 
practice often contains only a sample of data in order to keep costs down. 
Data scientists can play to their heart’s content in the sandpit to develop and 
refine their ideas and then, if necessary, run their code against the full data 
warehouse (in a controlled environment) to obtain the data and/or results 
that they need.

Traditional data warehouse solutions are good at moving data around, 
matching data and extracting it, and often have a lot of computer power 
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to enable them to do this quickly with many users able to process jobs at 
the same time. However, they are not so good at providing analytical tools 
to understand the data or carryout predictive analytics. As discussed earlier, 
there is also the issue of protecting the data against accidental corruption 
or deletion, which means that data scientists can’t operate as flexibly or 
efficiently as they would like within the data warehouse environment. On the 
other hand, analytical systems and sandpits are great for doing data analysis 
and building predictive models, but are often inferior in terms of their data 
processing and storage capabilities. In addition, there can often be bottlenecks 
and delays when data scientists want to transfer large quantities of data from 
the warehouse to the analytical environment.

A recent development2 in data warehouse technology is in-database analytics. 
These systems seek to address these problems by combining the size and 
data processing capabilities of the warehouse with the flexibility of the 
analytical environment. These systems enable users to develop predictive 
models without needing to extract data to a separate analytical environment, 
but also provide the necessary safeguards to prevent the core data within 
the data warehouse being deleted or corrupted. Keeping all the data in the 
warehouse environment has a number of advantages:

 1. It supports good data governance. Data is not distributed around 
the organization. This makes it less likely that data will be released 
unintentionally and means that everyone is working from the same base 
data. Often different versions of the data will sit with different people on 
different analytical servers/PCs, which can cause problems when it comes 
to reconciling results derived from different business areas.

 2. Speed. There are potential savings in terms of the time it takes to 
complete analytical jobs. This is in part due to removing the requirement 
to extract data from the warehouse and in part to faster processing of the 
data within the warehouse environment. 

 3. Scalability. The warehouse is naturally a good place for Big Data analytics 
due to the scalability of the warehouse.

The main drawback of in-database analytics systems is that they don’t yet 
offer the full range of functionality of specialist analytical software. However, 
vendors of in-database analytics continue to enhance their products, and 
analytical software providers such as SAS are adapting their software to 
work with in-database solutions. Consequently, the gap between in-database 
analytical systems and standalone analytical environments will no doubt 
continue to narrow.
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10.1 Relational databases

There are many different types of database, but for many decades the business 
world has been dominated by relational databases. New technologies such 
as Hadoop are in the limelight, but most organizations still rely on relational 
databases to provide the backbone of their data strategies for managing 
customers. This is a situation that is likely to continue for the foreseeable 
future given the fundamentally different approaches to data management 
adopted by relational database management systems (RDBMS) and mass 
storage systems such as Hadoop.

Relational databases emerged in the early 1970s in response to inefficiencies in 
data storage at a time when even a few megabytes of storage cost thousands 
of dollars. This was in the days before smartphones and the Internet, and any 
customer correspondence would have been held in hardcopy format in rows 
of filing cabinets. There was no real concept of useful data that could not be 
stored in a “spreadsheet like” format of rows and columns. Consequently, most 
databases at that time maintained their data in a collection of unconnected 
tables – conceptually not dissimilar to a set of disparate spreadsheets. Each 
table was maintained independently of the others, which meant that data 
was often duplicated, creating a significant and unnecessary cost burden. 
A data table for a retailer of electrical goods, for example, might have looked 
something like the one shown in Figure 10.1

Figure 10.1 seems sensible enough – it’s easy to see who bought what, when 
and so on – but there is a lot of duplicated information. A much more efficient 
way to store this data is to normalize the data and split it into two tables, as 
shown in Figure 10.2

In Figure 10.2, the Sales table from Figure 10.1 has been modified. The five 
fields containing product details (Manufacturer, product category, model, RRP 
and warranty period) have been removed and replaced with a single “Product 
ID” field. A second table has then been created containing product details. 
The Product ID field can be used to cross reference between the two tables, 
allowing the product details for any sale to be obtained.

Having two tables considerably reduces the amount of data held. For the 
purpose of this example, imagine that there are details of one million sales in 
the Sales table and the store stocks 20,000 different electrical products. In this 
case, the Sales table in Figure 10.1 would contain 5,000,000 cells of product 
data (1,000,000 sales × 5 pieces of product data). In Figure 10.2, there are only 
1,120,000 cells containing product data.3 Product ID is held for each purchase 

9781137379276_11_cha10.indd   197 5/8/2014   11:40:27 AM



19
8

S
al

e 
ID

  
P

u
rc

h
as

e 
d

at
e 

N
am

e 
D

at
e 

o
f 

b
ir

th
 

M
an

u
fa

ct
u

re
r 

 
P

ro
d

u
ct

 
   

M
o

d
el

  
R

R
P

   
 

 W
ar

ra
n

ty
 

an
d

 t
im

e 
 

 
 

ca
te

g
o

ry
 

 
 

p
er

io
d

 00
00

00
01

  
29

/0
5/

20
13

. 
S

co
tt 

04
/0

8/
19

78
  

G
oo

gl
e 

 
Ta

bl
et

  
N

ex
us

 7
  

$1
99

.9
9 

 
12

 m
on

th
s

 
09

.0
4 

K
at

er
m

an
 

 
 

 
 

 

00
00

00
02

  
29

/0
5/

20
13

. 
R

os
em

ar
y 

12
/0

7/
19

60
  

P
an

as
on

ic
 

Te
le

vi
si

on
  

42
G

T
60

  
$1

,3
99

.9
9 

 
5 

ye
ar

s 
 

09
.5

9 
Le

e 
 

 
 

 
 

00
00

00
03

  
29

/0
5/

20
13

. 
S

te
ve

n 
10

/1
2/

19
74

 
S

am
su

ng
 

B
lu

-r
ay

  
B

D
-F

75
00

  
$2

39
.9

9 
 2

 y
ea

rs
 

10
.2

2 
F

in
la

y 
 

 
pl

ay
er

 
 

 
 

...
.. 

...
.. 

...
.. 

...
. 

...
.. 

...
.. 

...
.. 

...
.. 

...
. 

 00
99

99
98

  
25

/0
4/

20
14

. 
C

ha
rlo

tte
 

31
/1

0/
19

59
  

P
an

as
on

ic
  

Te
le

vi
si

on
  

42
G

T
60

  
$1

,3
99

.9
9 

5 
ye

ar
s

 
17

.2
0 

ki
d

00
99

99
99

  
25

/0
4/

20
14

. 
P

et
er

 
21

/1
1/

19
65

  
D

el
l  

La
pt

op
 P

C
  

In
sp

iro
n 

 
$5

49
.9

9 
12

 m
on

th
s

 
17

.2
8 

H
ar

ve
y 

 
 

17

01
00

00
00

 
25

/0
4/

20
14

. 
R

ut
h 

06
/0

9/
19

87
  

S
am

su
ng

  
B

lu
-r

ay
 

B
D

-F
75

00
 

 $
23

9.
99

 
2 

Ye
ar

s
 

17
.2

9 
B

ur
to

n 
 

 
pl

ay
er

S
al

es
 T

ab
le

fi
gu

re
 1

0.
1 

 
Sa

le
s 

ta
bl

e

9781137379276_11_cha10.indd   198 5/8/2014   11:40:27 AM



Hardware, Software and All that Jazz 19
9

Sales Table

Sale ID Purchase 
date and time

Name Date of Product ID
birth

00000001 29/05/2013. 
09.04

Scott
Katerman

04/08/1978 00000001

00000002 29/05/2013. 
09.59

Rosemary 
Lee

12/07/1960 00019999

00000003 29/05/2013. 
10.22

Steven
Finlay

10/12/1974 00000002

..…..…..…..…..…

00999998    25/04/2014. 
17.20

Charlotte
kid

31/10/1959 00019999

00999999    25/04/2014. 
17.28

Peter
Harvey

21/11/1965 00020000

Many

1

01000000 25/04/2014. 
17.29

Ruth
Burton

06/09/1987 00000002

Product Table

Product
ID

Manufacturer Product 
category

Model RRP Warranty 
period

00000001 Google Tablet Nexus 7 $199.99 12 months

00000002 Samsung Blu-ray BD-F7500 $239.99 2 years
player

….. ….. ….. ….. ….. ….

00019999 Panasonic Television 42GT60 $1,399.99 5 years

00020000 Dell Laptop PC Inspiron
17

$549.99 12 months

figure 10.2  Many to one relationship

in the Sales table, and in the Product table there are five fields for each of 
the 20,000 product types. Given that many sales are for the same product, 
there is said to be a “Many to one” relationship between the Sales table and 
the Product table. In this example, there are just two tables, but in real life a 
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relational database may contain many hundreds of different tables, all holding 
different types of data.

Storing data across multiple tables in this way enables it to be held and 
managed efficiently and avoids duplication. Duplication is something all 
database managers seek to avoid, and within a well-constructed database 
any given piece of information is only ever held in one place. As well as 
being inefficient in terms of storage space, what you also tend to find is that 
if an item of data is stored in several different tables, perhaps across several 
different databases, differences arise. This occurs because when people make 
amendments to the data or change the way it’s processed, they usually only 
update the table of immediate interest to them.

To make use of information across tables there must be at least one field 
(or combination of fields) in each table that has a unique value for each 
observation. This is referred to as a match key (or primary key in database 
terminology). In Figure 10.2, a primary key for the Sales table is Sale ID 
because each sale has a different Sale ID. The primary key for the Product table 
is Product ID. The Product ID field in the Sales table is referred to as a “foreign 
key.” This means it is not a primary key for the Sales table (it’s not unique for 
every row), but is a primary key for another table. Therefore it is possible to 
match records in the two tables together.

The most popular (although some would say not the best) tool used to 
manipulate relational databases is the programming language SQL (Structured 
Query Language). SQL was designed specifically to manipulate data in this 
format, making it easy to match, extract and manipulate customer data across 
several different tables. Using SQL it is very easy to access specific data items 
in a relational database, and to do all sorts of complex processing very quickly. 
One problem with SQL is that it’s not the best tool for dealing with data that 
isn’t nice and structured (e.g. text) or for matching data that is fuzzy (similar, 
but not an exact match).4 That’s not to say that you can’t do these things 
using SQL, but SQL is not optimized for these types of application.5

10.2 Hadoop

Hadoop was the first popular Big Data environment and has become the 
tool set of choice in the Big Data community. The original version of Hadoop 
was developed by Doug Cutting and Mike Cafarella in 2005. It grew out of 
research by Google into mechanisms for storing and processing data from 
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millions of web pages in a timely and efficient manner that was easily scalable 
as the amount of information grew. Cutting named it Hadoop after his son’s 
toy elephant.6

The first thing to say about Hadoop is that it is not a single piece of software. 
Just as Microsoft Office is made up of Excel, Word, PowerPoint, Outlook and 
so on, so the Hadoop family encompasses a number of tools. The second thing 
to say about Hadoop is that you should not think about it as a database in the 
traditional sense, where the data is nicely prepared and formatted, processed 
and indexed to make it fit the requirements of the relational model. Instead 
you should view it as a way of storing massive amounts of diverse data and 
processing it quickly.

The foundation software you can’t do without is the Hadoop Database Core 
tools (The Hadoop Common) and the Hadoop Distributed Filing System 
(HDFS). The HDFS manages the storage of data across any number of 
commodity servers. A commodity server simply means that it’s an off-the-
shelf computer that typically costs anything from a few hundred to a few 
thousand dollars.7 There is nothing special about the hardware. If you want 
to increase your storage and data processing capabilities you just buy a few 
more servers.

A key feature of the HDFS is that you shouldn’t think about any particular 
piece of data being stored on a particular server. One of the jobs of the HDFS 
is to maintain multiple copies of the data on different servers so that if one 
server fails, the data is not lost and a replacement copy can be generated and 
placed on another server. This is a very different way of protecting against 
server failures and data loss compared to the standard RAID8/regular backup 
model used with most relational databases.

The second core Element of Hadoop is MapReduce. MapReduce was developed 
by Google in 2004 as a way to split very large processing jobs into a number 
of smaller bits. Each bit is then processed by a separate server and the results 
combined together to deliver the final result. Versions of MapReduce can be 
used with other software, but it has become synonymous as the primary tool 
for interrogating Hadoop databases.

Hadoop has attracted so much attention, and has become very popular, very 
quickly, for the following reasons:

The software is open source. You don’t need to go out and haggle with 
vendors. If you want a copy to play with then you can download it onto 
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your PC for free in a few minutes. Having said this, there are all sorts 
of specialist tools that vendors are now selling to enhance the Hadoop 
experience.
Hadoop runs on commodity servers. Just like the Hadoop software, 
you aren’t tied to one vendor’s hardware. Any standard PC/server will do.
It’s fully scalable. Some organizations are running Hadoop across 
thousands of servers. If you need more storage you simply buy more, cheap, 
commodity servers.
It’s very fast (for some things). For some types of data processing, such 
as sorting large files, Hadoop runs amazingly quickly. If you have enough 
servers, some tasks can be processed 10–100 times faster compared to a 
traditional RDBMS installation.
It’s designed to deal with structured and unstructured data. Traditional 
RDBMSs are very efficient when it comes to processing structured data in 
rows and columns, but don’t deal well with things like web pages and 
customer correspondence. That’s not to say these things can’t be managed 
within a RDBMS, but most RDBMSs are not very efficient at processing 
data in this format.

When it comes to Big Data Hadoop currently rules the roost, but there are 
alternatives. Two well-regarded competitors are HPCC,9 and Storm.10

10.3 The limitations of Hadoop

Make no mistake, Hadoop is great, but everyone agrees that it’s better 
at some things than others. Hadoop works best in write once, read many 
environments, i.e. once you’ve got data, Hadoop is a great at running 
analytical jobs across large swathes of it, to do things like sorting, counting 
and summarizing the data.

What Hadoop is less good at is real-time data processing on lots of small 
sub-sets of the data. Likewise, if you need to update customer records in real 
time, or need to retrieve specific data items quickly, then Hadoop is not the 
best tool for the job. This is because the greatest strength of Hadoop is also 
its greatest weakness. Being spread across many different servers, possibly 
on different sites at different geographical locations, one encounters the 
problem of latency. Programming jobs run very quickly once they get going, 
but there is a time overhead involved in splitting up the problem into chunks, 
distributing those chunks across all the different servers, and then pulling 
all the results together. Even if you have a job that requires only a fraction 
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of a second of processor time, you may be waiting several seconds (or even 
minutes) for Hadoop to deliver the results. This is a significant issue for real-
time data processing environments, such as call centers, transaction processing 
systems or web page interaction.

To improve the performance of Hadoop for certain tasks, products such as 
Hadoop Hive and Hbase have been developed. Hive mimics the features 
of traditional relational database management systems, using an “SQL like” 
language to manipulate data, and is designed to reduce the latency problem. 
However, the performance of Hive still lags behind a traditional RDBMS when 
it comes to real time customer interaction. This is because it still relies on the 
core HDFS, with data distributed across many different servers, making it 
better suited to large-scale batch processing.11

HBase, on the other hand, is designed to deal with data stored in massive tables 
and provides real-time read/write capability. HBase utilizes features of columnar 
databases to provide rapid performance, across columns of data, which for some 
tasks is a much more efficient mechanism than processing data in rows, as is 
common in relational databases. The downside of Hbase is that it lacks many 
of the data manipulation tools of relational databases. In particular, there is no 
concept of key fields within tables to allow matching across tables. Therefore it 
works very well if you can get all your data into one big table, but is less useful 
if data is spread across many different tables which you need to cross reference.

10.4 Do I need a Big Data solution to do predictive 
analytics?

The short answer is no. Big data solutions such as Hadoop, HPCC and Storm are 
pretty cool and I’m sure every data scientist wants their own implementation 
to play with, but the truth is that most business problems don’t require Big 
Data solutions. There are far more “small” problems out there than big ones.

The majority of data analysis jobs (including predictive modeling) can be 
processed perfectly well using a traditional relational database linked to an 
analytical server. Even if you have petabytes (thousands of terabytes) of data, 
it does not mean you need to be processing all of that data all of the time. 
Even organizations with large and fast-moving databases, such as Amazon and 
Facebook, are typically only looking at relatively small sub-sets of what’s available 
at any one time (a few gigabytes), in order to answer specific business questions. 
More often than not, they are doing this using laptops and desktop PCs.12
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If the analysis database used to construct a model contains only a few 
gigabytes of mainly structured data, then there is not a huge business case for 
enhancing a traditional relational database solution with something massively 
parallel in order to do predictive analytics. It’s only when your analytical 
databases get into the terabyte range and you have a lot of unstructured data 
that solutions like Hadoop come into their own.

To illustrate just how much data this is, let’s imagine I’ve been asked to build 
some models for the largest supermarket in the UK. The objective is to predict 
which items customers are likely to purchase the next time they visit the 
store and when their next visit is likely to be. The idea is to e-mail and/or text 
them with tempting offers 1–2 hours before we think they will visit. If we have 
real time GPS information available then we can contact them as they arrive at 
the store, and if the GPS data tells us that they are en route to a rival supermarket, 
we may even text them with a fantastic discount offer to make them change their 
mind. A database containing the following information is put at my disposal:

 1. Details of every purchase made by every customer at the supermarket 
in the last year (ten million customers buying an average of 50 items a 
week). This includes which store was visited, the date and time of each 
shopping trip, what items were purchased at what price and how much 
each customer spent.

 2. 1,000 lifestyle variables about each of the supermarket’s customers. So 
this is everything from their age and income, through to whether they are 
vegetarian or vegan, and where they like to go on vacation.

This equates to about 150 GB of data.13 Make no mistake: this is a pretty 
big dataset. It contains lots of predictor variables that can be used to build 
some excellent models, but it is a dataset that can be stored, manipulated and 
analyzed using a single desktop PC. If processing time is a problem, then very 
little will be lost by using a 1:10, or even a 1:100, sample to do the analysis. 
However, if I now decide I want to consider ten years’ worth of customer 
purchase data instead of one, and I want to start looking at all the websites 
that those ten million customers have visited in the last few months, plus 
information that I’ve obtained from loyalty card associates (other stores that 
share data with the supermarket) then that’s the time things move into the 
terabyte range and beyond. If I want to use all of this data in its entirety, 
then a traditional relational database configuration is going to struggle, and 
it makes sense to consider a massively parallel database/analytics architecture 
such as Hadoop – at least for some of the heavy lifting during early stages of 
model development that involve collation and cleaning of the data.
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I’ve mentioned it a number of times already, but one thing to remember is that 
when it comes to predictive analytics, most of the Big Data out there is fairly 
useless. If there are large swathes of your data landscape that have never been 
explored before, then it is well worth doing an audit of everything you have, 
and that will take a lot of resources the first time around. However, for almost 
all applications of predictive analytics there are two golden rules:

 1. You can always establish what the important predictor data is using 
samples. My own rule of thumb is that no matter how large the dataset, 
if I can’t determine whether a predictor variable is significant by looking 
at 100,000 cases, then it can’t be that important.14

 2. Once you’ve established which predictor variables are the important ones 
for predicting behavior, these tend to remain the important ones for a 
long time. You don’t need to reassess each and every data item again – at 
least not very frequently.

There are always going to be some exceptions to these rules, but there aren’t 
many. In Chapter 4 I said it’s rare for a predictive model to contain more than 
20–30 variables. What is also true is that for most applications of predictive 
analytics, and particularly those that deal with predicting consumer behavior, 
is that once you’ve found the important variables these continue to be the 
ones that are most predictive of that behavior.

The weights allocated to each variable will change over time and occasionally a 
new piece of data becomes available that can improve the quality of your models, 
and/or one data item may be substituted for another. However, even if data 
velocity is high, the relationships between data items change far less frequently. 
Blood pressure, age, weight and cholesterol have always been predictive of heart 
attack and probably always will be – regardless of how frequently you monitor 
the data or what other data becomes available. Your default history on past 
credit agreements is always going to be the most important predictor of future 
repayment behavior, previous claim history will always feature in an insurance 
claim model, when you last bought a product will always be an important 
predictor of when you next buy that product, and so on.

Having said this, it’s important to appreciate that it’s not a case of one or 
the other when comparing relational databases to something like Hadoop. 
Implementing Hadoop doesn’t mean that you must throw away your existing 
databases – anything but. There is a growing trend towards hybrid solutions, 
utilizing relational databases for the most important and immediate data 
(such as maintaining customer account records and implementing predictive 
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models) and Hadoop for mass storage of more diffuse and unstructured data 
sources, to be analyzed and used when required.

One thing you can do is use Hadoop tools to do the preliminary leg work, 
to identify any important data amongst all the chaff and then shift the small 
proportion that is actually useful to your existing relational databases and 
operational systems to be used in real-time decision making. Off course what 
that means is that while Hadoop is relatively cheap, it’s not going to reduce 
your IT costs because it’s an add-on, not a replacement.

Suppliers of relational databases are also adapting their offerings to make them 
better able to deal with large unstructured data sources. Some are approaching 
this by creating better interfaces with Hadoop, while an alternative approach 
is to integrate Hadoop like functionality into existing database products 
and providing enhanced versions of SQL. Consequently, there is increasing 
overlap between the old and the new when it comes to storing, processing 
and analyzing data. At some point in the not-too-distant future it may no 
longer make sense to differentiate between the two. Hadoop is also massively 
scalable, and you can start small. So if you want to be ready to move into a 
Big Data world there is no reason why you can’t start running Hadoop on a 
single server and then scale up as and when you need to.

10.5 Software for predictive analytics

There are lots of software packages that can be used to develop predictive 
models. Some of the most popular packages are SAS, R, IBM SPSS, Stata and 
RapidMiner. Most of these were originally designed to work on an analytical 
server or standalone PC/laptop once data had been collated from various 
sources. However, the vendors of these solutions now provide their software 
with the functionality to integrate with Big Data solutions such as Hadoop, 
and/or provide in-database analytical capability. There are also a number of 
new and emerging tools aimed specifically at Big Data analytics, such as 
Apache Mahout and Revolution R.

Most analytical software can apply a range of analysis and modeling techniques 
and is generally quite flexible, but each has its own strengths and weaknesses. 
Consequently, there are a number of factors to consider when deciding what 
software to use to do predictive analytics:

Data input/output. How easy is it to get data into and out of the 
software? Can you, for example, load data directly from your organization’s 
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data warehouse, construct a model using the software and then export the 
results to another package or a spreadsheet? 
Capacity limitations. Does the software have any restrictions on the size 
or number of the data sets that can be processed? How many observations 
(rows) and variables (columns) can it handle? Some software is limited to 
the physical memory (RAM) of the server. Other software is more flexible 
and allows datasets to be spread across several hard drives and servers, and/
or integrated with distributed architectures such as Hadoop.
Data Formats. What data types can the software deal with? How well 
does it deal with unstructured data such as text, sound and images?
Data manipulation and variable creation. Good software provides 
comprehensive and flexible tools to clean, sample and format data prior to 
modeling. It should also be possible to derive new variables (as discussed 
in Chapter 8), exclude observations that are not required and split the data 
into different sub-sets for model construction and reporting. Are tools for 
text mining and (social) network analysis provided?
Data transformation (Pre-processing). How does the software format 
data prior to it being used to create a predictive model? A good package 
provides binning tools that automatically apply indicator (dummy) variables, 
weight of evidence or other transformations. For binning approaches, one 
should be able to manually adjust the binning and/or join together non-
contiguous bins for business reasons.15 Check that the software allows this.
Data visualization. Does the software allow you to explore the data 
dynamically, using graphs and tables, to gain an understanding of the 
relationships that exist? Can these graphs be transferred to other packages 
such as Microsoft Excel or Word for inclusion within reports? Does the 
software allow you to produce reports in bulk? For example, if you have 
1,000 predictor variables, can you produce analysis of all the variables in one 
go, sort them in priority or alphabetical order, and then export them into a 
report for people to refer to?
Variable reduction. The software should provide tools to evaluate which 
variables are important, and which add no value and can be discarded prior 
to model construction. Good software allows the user to adjust the list of 
selected/rejected variables to ensure that certain ones are excluded (even if 
they appear to be predictive) and to force variables to feature in the model 
(even if there is little statistical evidence of their predictive ability).16

What types of model can be built? Can many different types of model 
be constructed, such as linear models, decision trees, neural networks, 
clustering and support vector machines, or are you limited to one or two 
specific methods?
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Scoring. A common requirement is to apply the model to a new set of 
data that was not used to construct or validate the model. How easy is it 
to do this?
Model implementation. After constructing a model, how will it be 
implemented? Some packages produce code in Java, SQL, C++ and so on, 
allowing the models to be inserted directly into the relevant operational 
system. A fast-growing trend is the use of Predictive Modeling Markup 
Language (PMML). This allows a model built using one package to be 
automatically implemented by another. PMML is currently supported by 
over 20 leading software vendors.17

Reporting. Does the software facilitate the production of documentation 
required to satisfy any audit and/or regulatory requirements? Can reporting 
be provided for multiple holdout/out-of-time samples as well as the 
development and validation samples?

Cost is also something to bear in mind. Some modeling packages cost tens 
of thousands of dollars per annum in license fees. Others, such as R and 
RapidMiner, are open source and free, and my experience is that those that cost 
the most are not necessarily the best. R, in particular, has become the package 
of choice for many, with lots of add-on modules, supplied by a host of software 
vendors, providing all sorts of general and specialist analytical functions.

Another recommendation is always to look beyond the visuals of the 
package. Just because a piece of software has a nice graphical interface does 
not necessarily mean it’s any better than a product with a more traditional 
code-based interface. If you want to do complex cutting edge analytics, 
then flexibility is key. One question that you should ask vendors is: does 
the software allow sufficient customization and data scientist interaction? 
Many packages provide highly automated features, allowing models to be 
constructed very quickly, but this can limit your options.

It is still the case that code-based model development software provides the 
most extensive and flexible toolsets, allowing data scientists to do far more 
than that offered by even the most advanced point and click interface. The 
downside is that considerable time is required to learn the coding language, 
and model development may take longer. A lot of modern software combines 
the best aspects of each approach. There is a nice user interface that people 
can start using with very little training, which is supported by a more in-depth 
coding side to the software for use by more experienced users.
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Accuracy. One measure of how well a model predicts. For classification, model 
accuracy is calculated as (A + B)/(C + D). A is the number of times the model correctly 
predicted an event, B the number of times the model correctly predicted a non-event. 
C and D are the total number of events and non-events respectively. Accuracy is 
only one measure of model performance. There are many others including GINI 
(AUC), Somers’ D, R-squared, Adjusted R-squared, Likelihood, Aitkin’s Information 
Criteria (AIC), Maximum Absolute Percentage Error (MAPE), Absolute Percentage 
Error (APE), Average Error and Root Mean Squared Error (RMSE), to name but a 
few. (Note that many of these measures are also used to assess the performance 
of regression models, in particular R-squared, Adjusted R-squared, MAPE, APE 
and RMSE.)

Algorithm. A set of instructions, executed one after another, to solve a particular 
problem. In predictive analytics many different algorithms are used to derive the 
parameters of predictive models. Most of these algorithms are iterative. The algorithm 
starts with an initial set of model parameters (chosen by the user or assigned 
randomly), which are then modified by the algorithm at each iteration until a final 
solution is arrived at. Back-propagation, for example, is an iterative algorithm that 
can be used to derive the parameters of a neural network. However, not all predictive 
models are created using algorithms. For example, least squares, which is one of the 
most popular methods for finding the parameters of a linear model, is based on 
calculus (simultaneous equations).

Balancing. Many real-world data sets are imbalanced. This means that they contain 
far more events than non-events, or vice versa. Balancing is the process of modifying 
an imbalanced data set so that the numbers of events and non-events are equal. 
Certain algorithms used to generate predictive models perform much better when 
data sets are balanced, for example popular decision tree algorithms such as CHAID 
and C4.5. Others, such as logistic regression, are less sensitive to imbalance.

Big Data. Any data set that is too large and/or complex to be easily processed using 
a single PC/server; typically, at least a terabyte in size, and comprising a mixture of 
data types from a range of internal and external data sources.
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Binning. The process of grouping cases into a number of groups or ranges. The 
properties of each bin are then used for analytical purposes, rather than the raw data. 
For example, a variable such as income can take many different values. For analytical 
purposes incomes are grouped into 20 ranges, each containing 5% of the population. 
Additional bins may also be created for missing cases, outliers or natural breaks in the 
data, such as at zero and 100% for ratio variables.

Categorical imperative. Immanuel Kant defined the categorical imperative as: “Do 
unto others as you would have done unto you.”

Causation. The reason why something occurred. Not to be confused with correlation.

Class imbalance. See Balancing.

Classification and regression tree. A type of predictive model, created by 
recursively segmenting a population into smaller and smaller groups. Popular 
decision tree algorithms include CHAID, CART, and C4.5 and C5.0.

Classification model. A classification model generates a prediction as to whether a 
given event is likely to occur or not. For example, will someone make an insurance 
claim in the next 12 months, will someone die from a heart attack in the next five 
years or if you are likely to buy a particular book. The score from a classification model 
usually represents the probability of the event occurring.

Cluster. A set of cases that are grouped together on the basis of having similar 
characteristics.

Correlation. Two variables are said to be correlated if a change in one occurs in 
tandem to a change in another. This does not mean that one thing causes the other. 
Not to be confused with causation.

Credit scoring. Credit scoring was the first commercial application of predictive 
analytics and remains one of the most popular. It is used to assess the likelihood of 
an individual repaying what they borrow, i.e. their creditworthiness. In the credit 
industry distinctions are made between application scoring used to assess new 
customers applying for a credit product, behavioral scoring used to reassess existing 
customers for additional credit (credit line increase), and collections scoring, to assess 
the likelihood that a customer in arrears will repay what they owe.

Cut-off score. The decision boundary at which different decisions are made. Those 
scoring above the cut-off are treated one way, those scoring less than the cut-off are 
treated another way. In direct marketing, for example, people are only contacted 
about a product or service if their score exceeds the defined cut-off. Those scoring 
below the cut-off are not targeted.

Database. An organized collection of data. There are various different types of 
databases and different schema as to how the data is organized. Relational databases 
are the most popular type of database in everyday use, with data held in a number of 
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separate tables (relations). Data in the tables is linked together using match keys such 
as account numbers, customer identifiers or other pieces of information that can be 
used to uniquely identify records within each table.

Data cleaning. The process of correcting, removing and codifying data that is 
incorrect, missing or incomplete. For example, removing test records from a dataset, 
coding missing values to default values or applying imputation algorithms to make 
an educated guess at what a value might have been where that item is missing.

Data mining. The analysis of large and complex datasets. The goal of data mining 
is to find interesting patterns in data that a human would be unable to identify 
easily from visual inspection. Data mining encompasses a wide range of automated 
procedures from statistics, computing and artificial intelligence/machine learning.

Dataset (dataset). A collection of data. The term is usually used to mean data 
that has been collated from one or more separate sources and held in a single file. 
For example, data extracted from several different tables in a relational database. The 
dataset is then used to perform various types of analysis. For example, the production 
of management information or the creation of predictive models. The major difference 
between a database and a dataset is that a dataset is usually a single file/table and 
is intended for a single specific purpose, whereas a database is a more strategic 
collection of data that may be distributed across many different tables/files.

Data scientist. A rebranding of a job role that for many years has been undertaken 
by data analysts, applied statisticians, data miners, operational researchers and 
management scientists, amongst others. A data scientist is someone who can combine 
knowledge of data, IT and analytics to deliver value-added business solutions. Good 
data scientists are pragmatic and practical in their outlook – focused on delivering 
useful solutions that work, rather than worrying too much about theory.

Decision tree. See Classification and regression tree.

Dependent variable. This is a representation of the behavior or thing that one is 
trying to predict, using a set of predictor variables. For classification problems the 
dependent variable must be a binary indicator, i.e. 1 or 0, yes or no. For regression 
problems the dependent variable is a numeric value that can take a range of values.

Decision engine. A software tool for implementing predictive models and decision 
rules.

Development sample. The set of cases (a dataset) used to construct a predictive 
model. Usually there will be at least two (and ideally three or four) different samples 
used when a model is constructed. Predictive analytics is applied to the development 
sample to determine the structure of the model. The model will then be tested on 
a separate validation (test) sample to obtain an unbiased estimate of how well the 
model performs. Ideally, the model will also be tested on additional holdout and 
out-of-time samples.

9781137379276_12_appA.indd   211 5/8/2014   11:40:57 AM



Appendix A. Glossary of Terms212

Discretization. See Binning.

Dummy variable. See Indicator variable.

ELT. An acronym for Extract Load Transform. For many analytical tasks a subset of 
data is extracted from an organization’s data warehouse and loaded into a separate 
analytical server. The transform step is required to put the data into a suitable format for 
processing by the analytical software. Note that for some analytical tasks the transform 
process is performed before the load, in which case the acronym becomes ETL.

Ensemble. A collection of predictive models that all predict the same thing. A final 
assessment (prediction) is made by combining the predictions from the individual 
models.

Expert system. A rule-based prediction system. An expert system comprises a rule 
base (knowledge base), a user interface and an inference engine. The user interface 
gathers information from the user, which is then used by the inference engine to see 
which rules fire in order to come to a conclusion/make a prediction.

Forecast horizon. Most (but not all) predictive models forecast future unknown 
events or quantities. The forecast horizon is the time period over which a model 
predicts. For example, insurance claim models typically forecast claim behavior over 
a 12 month forecast horizon. The forecast horizon for a mortgage default model is 
typically 18 or 24 months.

Gain chart. A popular tool for demonstrating the benefits of a model. See Appendix 
C for further details.

Gigabyte. A gigabyte is 1,000 megabytes (see below). A gigabyte of storage can hold 
around one billion characters of text. This is enough for more than 1,000 books, several 
hundred pictures or about an hour of standard definition film.

Hadoop. A family of open source tools for storing and processing Big Data 
using cheap, off-the-shelf “commodity” computers. Hadoop is highly scalable, fault 
tolerant and relatively cheap compared to traditional “super computer” approaches 
to processing huge amounts of data.

Holdout sample. An independent sample of data that has not been used to 
construct a predictive model. The holdout sample is used to test the model and 
provide a representative picture of how the model performs. Not to be confused 
with validation sample.

HPCC. High performance computing cluster. An alternative to Hadoop, providing 
a mechanism for storing and analyzing large datasets which are distributed across 
many different PCs/servers.

In-database analytics. A system that fuses together the data storage and processing 
capabilities of a data warehouse, with analytical tools for analyzing and reporting on 
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the data. This removes the need to extract the data to separate analytical servers or 
standalone workstations.

Indicator variable (dummy variable). A common approach to transforming 
categorical data, and complex non-linear data, into an easy to use linear form. For 
categorical variables, such as residential status, a separate indicator variable is created 
for each category (home owner, renter, living with parents etc.). For numeric data 
such as “Value of property” the variable is split into a number of ranges (bins), and a 
different indicator variable used to represent each range.

Latency. The wait time between a task being requested and it being carried out. 
Latency can be a problem for some Big Data solutions (such as Hadoop) because of 
the time required to split jobs into chunks, distribute the chunks across the network 
of servers and then wait for the results to be fed back.

Lexicon. A collection of words. Lexicons are commonly created to contain words 
that relate to a specific topic. For example, legal, mathematical and management 
lexicons contain only words about those disciplines. In sentiment analysis, lexicons 
are widely employed that contain lists of words commonly associated with “positive” 
and “negative” sentiments.

Lift chart. A popular tool for demonstrating the benefits of a model. See 
Appendix C for further details.

Linear model. A very popular type of predictive model that is easy to understand 
and use.

Linear regression. The most popular method for creating regression models. Linear 
regression is based on the principle of least squares. The model is chosen (using 
simultaneous equations) that minimizes the sum of the squared error; where the 
error is the difference between what the model predicts and what actually happened.

Logistic regression. The most popular method for creating classification models. 
Logistic regression is based on the principle of maximum likelihood.

Machine learning. Machine learning algorithms are based on research into artificial 
intelligence and pattern recognition in order to learn from data. Examples are the 
algorithms used to train neural networks and support vector machines. Machine 
learning is often considered to be a sub-set of data mining.

MapReduce. A programming paradigm for segmenting computational problems 
and using different computers to solve each segment of the problem. The segments 
are then brought back together again to deliver the complete solution. Sorting large 
lists of data is a classic problem that benefits from this type of segmented/parallel 
processing approach. MapReduce and similar software is often applied in conjunction 
with Big Data solutions such as Hadoop and HPCC.

Megabyte. A megabyte is a measure of digital storage capacity. One megabyte is 
sufficient to store about one million characters of text or a single photo.
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Metadata. Information about data. Metadata describes what type of data a 
database holds, together with detailed information about each piece of data within 
the database – what it contains and how it is formatted. 

Model. See Predictive model.

Modeling objective. See Dependent variable.

Neural network. A type of model that is well suited to capturing complex 
interactions and non-linearites in data.

Neuron. The key component of a neural network, analogous to a neuron in the 
human brain.

Odds. A way to represent the likelihood of an event occurring. The odds of an event 
is equal to (1/p) – 1 where p is the probability of the event. Likewise, the probability 
is equal to 1/(odds + 1). So, odds of 1:1 is the same as a probability of 0.5, odds of 
2:1 a probability of 0.33, 3:1 a probability of 0.25 and so on.

Open source. Software is open source if the programming code is made freely 
available (often at no charge), allowing anyone to make changes to it. With popular 
open source software a standards board is usually set up to control updates to approved 
release versions of the software. The Apache  Software Foundation is one of the leading 
organizations providing open source software solutions, including Hadoop.

Outcome period. See Forecast horizon.

Outlier. A value that lies outside the usual or expect range. There are no hard and 
fast rules for identifying outliers. However, in traditional statistics, one (simplistic) 
definition of an outlier is an observation that lies more than 2–3 standard deviations 
from the mean.

Out-of-time sample. This is a holdout sample, taken from a different time period 
to the model development sample. The performance of the model is tested on the 
out-of-time sample to see how the model performs over time. Usually (but not 
always) the out-of-time sample is taken from a period just before or just after the 
model development sample.

Over-fitting. This is when the predictive analytics process finds patterns that exist 
only in the development sample and which are not replicated in the wider population. 
Over-fitting can be identified by comparing model performance on the development 
sample against an independent holdout sample. If model performance is significantly 
worse on the holdout sample, then this is a strong indication that the model has 
been over-fitted. As a rule, over-fitting becomes more likely as the ratio of parameter 
coefficients (weights) in the model to the number of observations in the development 
sample increases. One rule of thumb for linear models is that over-fitting is very likely 
if the ratio is greater than 0.1. However, this is only a very rough guide, and significant 
over-fitting can occur in samples where the ratio is much lower than 0.1.
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Override rule. A rule used to decide upon a course of action, regardless of the 
prediction made by the model. For example, always decline credit applications from 
people aged under 18, no matter how good their credit score.

Over-sampling. A method for creating a balanced data set by replicating cases 
of the minority class. Over-sampling generally yields better results than under-
sampling, particularly when there are relatively few examples of the minority class.

Parameter coefficient. A weighting that is applied to a variable within a predictive 
model. The larger the parameter coefficient, the more that variable contributes to 
the model score.

Petabyte. 1,000 terabytes. The largest commercial databases in existence today 
(as at 2014) are around 30 petabytes.

Predictive analytics (PA). The process of determining important relationships 
between items of data to aid in the prediction of future (or otherwise unknown) 
outcomes. The relationships that are found by the predictive analytics process are 
captured in the form of a model. The model can then be used to make new predictions.

Predictive model. A predictive model captures the relationships between predictor 
data and behavior, and is the output from the predictive analytics process. Once a 
model has been created, it can be used to make new predictions about people (or 
other entities) whose behavior is unknown.

Predictive Model Mark Up Language (PMML). PMML is a set of standards 
about how predictive models are coded. This is to facilitate automatic transfer of 
models from the analytical system used to create them to the operational system 
where they are deployed.

Random forest. A very popular ensemble method. Random forests are usually 
constructed from a large number of small decision trees, with each decision tree 
constructed under a slightly different set of conditions. Although most commonly 
applied to decision trees, the same principles can be applied to most forms of 
predictive model.

Regression model. A popular tool for predicting the magnitude of something, such 
as how much someone will spend or how long they will live. This is in contrast to a 
classification model which predicts the likelihood of an event occurring: for example, if 
someone will survive another five years, or whether they buy a particular product or not.

Relational database. A popular way of storing data efficiently across many tables 
(relations). Unique match keys (primary keys) allow information to be matched 
across tables as and when required. 

Response (choice) modeling. A response model predicts the likelihood that 
someone will respond to a prompt, typically a marketing communication trying to 
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sell them a product or service. Response modeling and credit scoring are probably 
the two most widely used applications of predictive analytics in the world today.

Sampling. The process of creating a sub-set of the available data. Sampling is 
applied for several reasons. One reason is to create a manageable dataset that can be 
analyzed quickly and easily. Another is to create a dataset that is representative of 
the operational environment where the model is going to be deployed.

Sandpit. A standalone system or an isolated part of a data warehouse, where 
analysts can do whatever they want with data, without any risk to the operational 
environment or data held within the organization’s data warehouse.

Score. A number generated by a predictive model that represents the behavior that 
the model predicts.

Scorecard. A scorecard is a popular type of (linear) model that is widely used in 
many industry sectors. A scorecard describes which predictor variables are important 
and how many points should be allocated to each attribute of a variable. A predictive 
score is calculated by simply adding up the points that apply.

Sentiment analysis. Analysis to determine people’s attitude towards something: 
for example, if someone likes or dislikes a particular product, is a supporter of left or 
right political parties, if they had a positive or negative experience when talking to 
a customer services representative. Traditional sentiment analysis is carried out using 
questionnaires and surveys. In a Big Data/predictive analytics context, sentiment 
analysis involves extracting information from text or speech to create data items that 
can then be used to construct a predictive model.

SQL. Structured Query Language. The most popular programming standard for 
manipulating data within a relational database.

Storm. An open source Big Data alterative to Hadoop, promoted as offering 
superior real-time data processing capability.

Support vector machine. An advanced form of non-linear model that has some 
similarities with neural networks.

Target variable. See Dependent variable.

Telematics. The use of wireless technology to gather data about people’s movements. 
One well-known application of telematics is in “black box” recorders, placed inside a 
vehicle to capture information about the speed, acceleration, braking patterns and 
so on. Insurers use telematic data to improve the accuracy of their claims models, 
and hence what premiums to charge. Telematics can also be used in conjunction 
with other mobile technology (e.g. smartphones) to track people’s movements, 
independent of their means of transport.

Terabyte. A terabyte is 1,000 gigabytes. A terabyte of storage can hold around 1,000 
billion characters of text. This is enough for more than one million books, several 
hundred thousand pictures or about 1,000 hours of standard definition film.
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Under-sampling. A method for creating a balanced development sample from a 
highly imbalanced population, i.e. a population that contains far more events than 
non-events or vice versa. With under-sampling, a balanced sample is created by 
randomly removing some of the more frequently occurring cases. As a rule, under-
sampling is usually inferior to over-sampling, particularly when there are relatively 
few cases of the minority class. 

Utilitarianism. An ethical philosophy that puts forward the view that an ethical 
action is one that leads to an increase in the overall happiness of the population.

Validation (test) sample. An independent data sample that is “put to one side” 
when constructing predictive models, i.e. the data is not used to construct the 
model. The validation sample is then used to test how well the model performs. 
A validation sample is usually used during model development to test interim 
models before a final model is agreed upon. Once the model has been finalized, 
final validation checks and performance metrics are calculated using holdout and/or 
out-of-time samples.
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Information

Non-technical/introductory resources

The following sources are suitable for the general reader. They are relatively jargon 
free and make very few assumptions about the reader’s prior knowledge. There is also 
very little in the way of mathematics/statistics/formulas or technical gobbledygook.

Siegel, E. (2013). Predictive analytics: The power to predict who will click, 
buy, lie, or die. Wiley. This is not in any way a technical book, nor in my opinion 
does it provide much in the way of practical advice about how to develop and use 
predictive models. However, that’s not what it’s about. It gives a real flavor of the art 
of the possible in a lively and entertaining way. You can’t help but feel the author’s 
enthusiasm for the subject. 

Hurwitz, J., Nugent, A., Halper, F. and Kaufman, M. (2013). Big data for 
dummies. Wiley. I found this to be one of the more accessible introductions to Big 
Data. It also provides simple descriptions of the Hadoop family of Big Data tools and 
how Hadoop can be applied to business problems.

Silver, N. (2012). The signal and the noise: Why so many predictions fail. 
Penguin. This is a great book about forecasting, which provides a lot of invaluable 
advice about the weaknesses in our understanding of prediction systems. Although 
not specifically about predictive analytics or Big Data, there is a lot of wisdom here 
that anyone dealing with predictive analytics can learn from.

Kahneman, D. (2012). Thinking, fast and slow. Penguin. This book provides a 
lot of insight into how people think when making decisions. It gets to the heart of 
some of the reasons why people find it difficult to accept decision-making tools such 
as predictive analytics, and discusses a host of other interesting questions about the 
thought processes people go through when deciding what to do.

Information commissioner’s office (2012). Anonymisation: Managing data 
protection risk code of practice. Information Commissioner’s Office. http://ico.
org.uk/for_organisations/data_protection/topic_guides/~/media/documents/library/
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Data_Protection/Practical_application/anonymisation-codev2.pdf. This is an online 
publication published by the UK data protection regulator. It describes a pragmatic 
approach to creating anonymized data sets in compliance with EU data protection law. 

Franks, B. (2012). Taming the big data tidal wave: Finding opportunities in huge 
data streams with advanced analytics. Wiley and SAS Business Series. Wiley. 
This provides a gentle introduction to Big Data and Hadoop. There is a little bit of 
discussion around predictive analytics, but it’s really a Big Data book that introduces 
the reader to some of the key ideas behind Big Data solutions such as cloud computing 
and massively parallel approaches to data. You can probably read this in a couple of 
hours, making it ideal for the train or plane.

Cukier, K. (2013). Big Data. A revolution that will transform how we live, work 
and think. John Murray. This is another easy-going and very readable introduction 
to the world of Big Data and the opportunities for leveraging it.

Chryssides, G. D. and Kaler, J. H. (1993). An introduction to business ethics. 
Chapman and Hall. This book may have been written before the Internet revolution, 
but for a book about ethics it’s relatively easy to read and contains a good number 
of case studies. Despite its age it continues to provide a comprehensive overview of 
ethics and its application to business. Used copies are cheap to come by these days. 
My copy cost less than $5!

The middle ground

These books/websites have some specialist content – maybe some math and a few 
formulas, or some IT technical speak, but not an overwhelming amount. Even if you 
avoid the technical stuff, then there is probably still a good deal that you can get 
from these books.

Linoff, G. S. and Berry, M. J. (2011). Data mining techniques: For marketing, 
sales, and customer relationship management. 3rd Edition. Wiley. This is a broad, 
well-rounded, and not overtly technical book that describes the most popular data 
mining techniques applied to direct marketing.

Finlay, S. (2012). Credit scoring, response modeling and insurance rating. 2nd 
Edition. Palgrave Macmillan. This is one of my earlier books. It expands upon the 
themes discussed in Chapters 6–8, focusing on the process of building, implementing 
and using predictive models. The focus is very much on the use of predictive models 
in financial services and retailing. However, the methods and principles of model 
construction that it describes are widely applicable across very many industry sectors.

Witten, I. H., Frank, E. and Hall, M. A. (2011). Data mining: Practical machine 
learning tools and techniques, 3rd Edition (The Morgan Kaufmann series 
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in data management systems). This is a detailed reference manual for those 
interested in practical data mining. I found it provided a nice blend of theory and 
practice, with many good examples. 

Scott, J. G. (2012). Social network analysis. 3rd Edition. Sage. A relatively short 
and concise introduction to social network analysis.

Easley, D. and Kleinberg, J. (2010). Networks, crowds, and markets: Reasoning 
about a highly connected world. Cambridge University Press. Provides a blend 
of practical and theoretical material about the application of social network analysis 
in a number of environments.

Wasserman, S. and Faust, K. (1994). Social network analysis: Methods and 
applications. Cambridge University Press. Provides a good grounding of the basic 
principles of network analysis in the early chapters, with more detailed theoretical 
material featuring in the later part of the book.

White, T. (2012). Hadoop: The definitive guide. 3rd Edition. O’Reilly Media. 
There are not many books that provide a solid introduction to Hadoop, but this is a 
reasonable place to start. The Hadoop environment is still evolving rapidly and this 
edition may be a little out of date by the time you read it, but I look forward to a 
new, fully updated edition in due course.

Analytic bridge. http://www.analyticbridge.com/. This is a great resource and 
discussion forum for people with questions about predictive analytics and data 
science. Anyone can become a member and post questions/answers, as and when 
they wish. Discussions range from the very theoretical/technical, to practical 
application and discussions around “mundane” but essential aspects of predictive 
analytics such as data cleaning. 

LinkedIn. http://www.linkedin.com/. Another free resource that anyone can 
signup to for free. If you don’t know about LinkedIn, the best way to describe it is 
as a “Facebook for professionals.” There are several predictive analytics forums on 
LinkedIn that discuss topics relating to predictive analytics and Big Data.

Menard, S. (2002). Applied logistic regression analysis. 2nd Edition. Sage. This 
provides a short practical guide to using logistic regression. There are many newer 
algorithms that are theoretically superior to logistic regression when it comes to 
constructing classification models. However, logistic regression remains the most 
popular method employed in practice.

Zikopoulos, P. C., Eaton, C., DeRoos, D., Deutsch, T. and Lapis, G. (2012). 
Understanding big data. Analytics for enterprise class Hadoop and streaming 
data. McGraw-Hill. This a relatively short e-book about Big Data that you can 
download for free from IBM. Given that it’s written by IBM staff, there is inevitably 
a focus (bias?) on IBM’s own Big Data solutions. However, I can forgive the fact that 
I counted more than 300 references to IBM in its 166 pages because it’s not badly 
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written, contains a lot of simple material that can be read in a couple of hours, and 
it’s free. Just remember that there are other providers of analytical and Big Data 
solutions out there! 

Meys, J. and de Vries, A. (2012). R for Dummies. 2nd Edition. John Wiley & Sons. 
R has grown to be one of the most popular statistical programming languages. It’s 
widely used in academia and increasingly in the private/public sector. It’s open source 
and free, so if you want to do predictive analytics at home you can be up and running 
in a few minutes (http://www.r-project.org/). This is not as in depth as “The R Book” 
by Crawley (in the next section), and you need to look further afield to get fully up 
to speed with using R to do predictive analytics. However, it provides a good simple 
introduction to the R package and is aimed firmly at the beginner who wants to get 
to grips with the fundamentals. As these types of book go, it’s not that expensive at 
around $20/£15/€20.

Academic/technical resources

My recommendation is that you’d benefit from a good grounding in mathematics 
or statistics, prior knowledge of data mining and/or have some knowledge of IT 
systems and/or programming languages if you want to tackle the material in this 
section.

Hosmer, D. and Lemeshow, S. (2013). Applied logistic regression (Wiley series in 
probability and statistics). 3rd Edition. Wiley. This book provides a detailed look 
at the theory and application of logistic regression, which remains the most widely 
applied method for generating classification models. 

Bishop, C. M. (1995). Neural networks for pattern recognition. Clarendon Press. 
This is one of the few definitive guides to the theory and application of neural 
networks. Although it was originally published back in the 1990s, most of the 
material remains as relevant as it was when it was first published.

Hastie, T., Tibshirani, R. and Friedman, J. (2011) The elements of statistical 
learning: Data mining, inference, and prediction, 2nd Edition. Springer. This is a 
heavy weight guide to many of the data mining tools used in predictive analytics, 
written by three world-leading academics.

Bishop, C. M. (2007). Pattern recognition and machine learning (Information 
science and statistics). Springer. This book covers a lot of the theoretical material 
underpinning many of the tools commonly used for data mining and predictive 
analytics.

Crawley, M. (2012). The R book. 2nd Edition. Wiley. This book is comprehensive, 
but also suitable for relative beginners (with some rudimentary experience of 
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programming languages – maybe Visual Basic, C++, SAS, Java or Python), as well 
as more experienced statistical programmers who wish to learn how to use the 
R programming language. 

Edmond, R. and Wilson, J. (2012). Seven databases in seven weeks: A guide to 
modern databases and the NoSQL movement. Pragmatic Bookshelf. As the title 
says, this book provides a great introduction to seven types of database that are 
available as open source products (so no product tie-ins – unlike many other books). 
The emphasis is on some of the “new” database technologies that are proving to 
be of real benefits to organizations looking to manage their data in a different way 
to the traditional relational/SQL model. However, PostgreSQL is one of the seven 
database technologies that is covered (a popular open source relational database 
supporting SQL).
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Appendix C. Lift Charts and 

Gain Charts

Two of the most popular graphical tools used to assess classification models are lift 
charts and gains charts. To illustrate these, let’s start with an extended version of the 
score distribution table used in the Booles case study from Chapter 2, as shown in 
Table C.1.

The score distribution now includes descending cumulative columns – and for 
expediency only columns relating to the full contact list have been retained, i.e. the 
columns relating to the test campaign have been removed. 

A lift chart is produced by plotting the proportion of the population scoring above 
the cut-off score, against the overall response rate for those cases above the cut-off 
(Columns H and I in Table C.1). This lift chart is shown in Figure C.1.

The solid line on the lift chart is the base rate: the response rate that one would 
expect from a completely random direct marketing campaign or (to put it another 
way) the response rate that would be expected from mailing the entire contact 
list. The dotted line shows the trade-off between the proportion of the contact list 
that is targeted, and the response rate that would be expected from targeting that 
proportion.

As you would expect, the smaller the proportion targeted, the higher the response 
rate. To put it another way, if you only target a few very good cases then you will get 
better response rates than targeting a larger population. If you want to target more 
cases, then you have to include worse groups, resulting in a lower overall response rate. 
One way that the lift chart is used is to compare different cut-off strategies such as: “If 
we target the top 10% of the population, then the expected response rate will be 4.6%. 
However, if we target the top 30% of the population, then the expected response rate 
will be 3.3%” and so on.

A gain chart is similar to a lift chart. It is produced by plotting the proportion of the 
population scoring above a given cut-off score against the proportion of the total 
responses scoring above that score (Columns H and K in Table C.1). The gain chart 
generated from Table C.1 is shown in Figure C.2. 
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The gain chart is useful for determining the proportion of events that will occur in 
the highest scoring X% of the population. For example, Figure C.2 can be used to 
determine that 30% of  all responses can be achieved by targeting just 10% of the 
population.
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figure c.1  A lift chart
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Notes

1 Introduction

 1. The first credit scoring research was commissioned by the US government. 
Durand, David. (1941). Risk Elements in Consumer Instalment Financing. 
National Bureau of Economic Research. Durand used discriminant analysis (still a 
popular method today) to derive models to predict credit risk, using a sample of 
more than 7,000 historic loans. This was no mean feat given that the electronic 
computer hadn’t even been invented in 1941.

 2. The precise range depends on which FICO score is used. There are different 
versions for credit cards, loans, mortgages and so on.

 3. A scorecard like this is created by doing some simple transformations (calibra-
tions) on the output from standard statistical procedures for generating linear 
models. This includes, amongst others: logistic regression, Tobit and probit 
models, survival analysis, linear regression and least angle regression (LARS).

 4. See Thinking, Fast and Slow, by Daniel Kahneman (2012), for some great 
examples of this type of behavior.

 5. Eric Siegel lists 127 different applications of predictive analytics in his 2013 
book, Predictive Analytics: The Power to Predict Who Will Click, Buy, Lie or Die, 
and even this is only a subset of the applications to which predictive analytics is 
being put.

 6. Odds and probability are different ways of saying the same thing. To swap 
between the two: odds = (1/Probability) – 1. Probability = 1/(Odds + 1). For 
example, a probability of 0.25 is the same as odds of 3:1 and odds of 9:1 = a 
probability of 0.1.

 7. In most countries regulators require models to be independently validated by 
someone other than the model developer. Regulators will also probe very deeply 
into how data was gathered, how the model was constructed and how it is going 
to be used. A very significant amount of effort therefore goes into documenting 
models and ensuring that they satisfy the regulator’s requirements.

 8. The first three of these properties of Big Data are often referred to as “The 
three Vs” and were originally formulated by Doug Laney in his 2001 paper “3D 
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Data Management: Controlling Data Volume, Velocity and Variety.” http://
blogs.gartner.com/doug-laney/files/2012/01/ad949-3D-Data-Management-
Controlling-Data-Volume-Velocity-and-Variety.pdf. Accessed 24/03/2013.

 9. A decent PC can store this amount of data easily. However, trying to manipulate 
and analyze a terabyte of data is another story altogether, even using the best 
PCs currently available (as at 2014).

 10. The first three of these form the traditional definition of Big Data. Some 
commentators also talk about the veracity (accuracy) of data, which is particu-
larly relevant to externally sourced data where an organization has little control 
over its form and content. IBM was one of the first organizations to talk about 
the veracity of data as an issue for Big Data.

 11. It’s only when one starts to process data sets in the terabyte range that distrib-
uted systems such as Hadoop start to demonstrate superior performance to 
traditional IT systems. Hadoop is also suited to certain types of data processing 
tasks. It’s not so good when it comes to rapid transactional processing, such as 
maintaining credit card account records.

 12. This is generally the case, but if the data is of poor quality then extra data may 
not add much value over what you already have.

 13. Another way in which Big Data is used is identifying data that is related in 
some way. For example, the intelligence community is interesting in finding 
all information that relates to specific threats to national security. They want 
to look for common patterns across large numbers of documents, web pages, 
transcripts and so on to identify those that relate to the threat. In a similar vein, 
academics are interested in document search methods (text mining) to produce 
lists of papers relating to specific research topics that produce better lists than 
those generated from using simple keyword searches. Another application is 
predicting stock market movements, based on sentiments being expressed in 
blogs, tweets and so on.

 14. I can’t claim to be the first to use a gold analogy for data mining/Big Data. For 
example, see: Zikopoulos, P. C., Eaton, C., DeRoos, D., Deutsch, T. and Lapis, 
G. (2012). Understanding Big Data. Analytics for Enterprise Class Hadoop and 
Streaming Data. McGraw-Hill.

 15. Estimates about how much gold is in seawater vary. The most recent studies 
now put it at a few thousand tons: Falkner, K. and Edmond, J. M. (1990). Gold 
in seawater. Earth and Planetary Science Letters. 98(2). 208–221. Some previous 
estimates put the figure at more than a million tons. The amount of gold mined 
in all of human history up to 2011 is about 171,000 tons. http://en.wikipedia.
org/wiki/Gold. Accessed 17/01/2014.

 16. This isn’t a dig at Big Data evangelists. Whenever a new technology comes 
along it tends to get over-hyped and the benefits overstated. As the technol-
ogy becomes established people begin to realise the downsides as well as the 
upsides and a more balanced picture emerges. The Gartner Hype cycle captures 
this concept exceeding well. http://www.gartner.com/technology/research/
methodologies/hype-cycle.jsp. Accessed 17/01/2014.
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 17. This is the reduction in the error rate, not the absolute improvement in accuracy. 
For example, if you predictive models are 80% accurate, then this might increase 
to 82%. The error rate drops 10% from 20% to 18%.

 18. The value of implementing a Big Data approach across government is estimated to 
be 2.5–4.5%: Yiu, C. (2012). The Big Data Opportunity. Making government faster, 
smarter and more personal. The Policy Exchange. http://www.policyexchange.
org.uk/images/publications/the%20big%20data%20opportunity.pdf. Accessed 
17/01/2014. Companies that combine Big Data with analytics, and who adopt 
a data-driven strategy, can expect to see increases in productivity/profitability of 
about 5–6%: MacAfee, A. and Brynjolfsson, E. (2012). Big Data: The Management 
Revolution. Harvard Business Review. October 2012.

 19. Since 2011 the LA Police department has been using its PredPol system to 
predict areas (500 feet square) where a crime is most likely to happen in the 
next few hours. http://www.predpol.com/. Accessed 6/04/2013. 

2 Using predictive models

 1. This is often for political reasons, because someone has a stake in certain data being 
required. Alternatively, people may feel reassured if the same type of data that was 
used in the previous decision-making system also features within the model.

 2. Also known as leaf nodes or terminal nodes.
 3. Often the score is taken to be the average value of cases that fall into each end 

node. For example, if 1,000 cases fall into node one, and five of these bought 
wine, then the response score would be 0.005 (5/1,000). This means that for 
classification problems, the score can be taken to be a direct estimate of the 
probability of an event. Likewise for regression: by taking an average, the score 
is then a direct estimate of the quantity being predicted.

 4. For those of you who know how to build a predictive model, I would of course 
have used an independent holdout sample to produce the score distribution 
(or applied a more robust validation method such as leave-one out, K-Fold or 
bootstrapping), but for the sake of simplicity I have not discussed this here. 
Validation and holdout samples are discussed in Chapter 8.

 5. This is calculated as the average profit per case (Column F) multiplied by the 
expected number of responders (Column I).

 6. Don’t forget that this is only a prediction. It is very unlikely that the campaign 
will generate exactly 23,407 sales. 23,407 is our best guess. In practice, the actual 
number will probably be a few more or a few less than this because all predic-
tions of this type have a degree of error. In the real world one would use some 
standard statistics to calculate confidence limits, showing what the expected 
range of sales would be.

 7. Gross profit is $1,875,525 ($75 × 25,007). Total marketing spend was $1,198,898 
($200,000 + $998,898). Therefore, net profit is $1,875,525 – $1,198,898 = 
$676,627.
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 8. The actual model generates more scores than this, but for the sake of simplicity 
they have been grouped into three coarse categories.

 9. This can be a bit confusing. The model built by the marketing team at Booles 
predicts the margin for those that respond. It does not predict the margin prior 
them responding. Therefore you can’t use this model on its own to select who 
to target. You must also have an estimate of the likelihood of response as well in 
order to make accurate estimates of profitability.

 10. Rapaport, Lisa (2012). Amazon Tries Selling Wine Online For Third Time. Forbes. 
http://www.forbes.com/sites/ups/2012/11/16/amazon-will-try-selling-wine-
online-for-third-time/. Accessed 17/01/2014.

 11. European Data Protection Directive 95/46/EC. At the time of writing this direc-
tive is under review and is likely to be superseded by revised legislation.

 12. This is a fraud prevention measure to stop repeated applications from fraudsters who 
learn from each application and then modify their next attempt to obtain funds. 

3 Analytics, organization and culture

 1. International BASEL II/III regulations require each bank’s assessment of its credit 
risks to be based on the use of quantitative analysis (i.e. predictive analytics) if 
it is to be allowed to use the preferred “Internal Rating Based (IRB)” approach 
to calculating its capital requirements. Similar requirements are contained in 
Solvency II regulations for the insurance industry.

 2. Predictive Analytics World, London 2012.
 3. In theory this is true, but even in academia you often find “positive result 

bias” – a paper is more likely to get published in a good journal if a positive result 
is found rather than a negative one.

 4. This quote and a number of similar ones are attributed to a number of sources, 
but one of the earliest was by Publilius Syrus, a Roman writer and poet from the 
1st Century BCE.

 5. This is a very common practice. With credit card fraud, for example, when an 
individual has their card stolen or used fraudulently, the bank will simply close 
down the card account, refund the customer’s loss and issue them with a new 
card. The only time a card issuer will involve the police is if they think the fraud 
is part of a larger fraud ring, involving many different accounts, and therefore, 
putting large sums (and/or their reputations) at risk.

 6. In the countries in which the organization operated there is a requirement to 
give people an explanation as to why they are under investigation in order not 
to violate human rights legislation.

 7. Or a two-model solution should be adopted, as advocated in Chapter 2. One 
model would predict the likelihood of fraud, the other the value of fraud when 
fraud occurs. The two models would then be combined to generate a single 
estimate of fraud loss.
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 8. In the UK, mortgage providers are required to take all reasonable efforts to 
avoid foreclosure. Before a UK court grants a repossession order, the lender must 
demonstrate that they have considered options for rescheduling the debt and/or 
have taken in to account any repayment options proposed by the borrower.

 9. In most countries there are several steps that a mortgage company must take 
before foreclosure occurs, for example issuing a final statement and giving a 
number of days or weeks to settle the arrears before the case goes to court.

 10. In the UK, about one third of repossessions are voluntary. Brownie, S. (2010). 
Research into Repossessed Households: Characteristics, Circumstances and Expe-
riences. BSA Seminar “Arrears and Repossessions.” 23/03/2010. http://www.
docstoc.com/docs/82369163/brownie. Accessed 18/01/2014.

 11. In most countries, when foreclosure occurs, if the sale of the property realizes 
more than the borrower’s debt, then the borrower receives the balance of funds 
once their debt, plus legal costs, has been repaid. However, if the sale of the 
property does not cover the outstanding debt, the mortgage provider can 
continue to pursue the borrower for the outstanding amount.

 12. GINI statistic (Sumer’s D) of 0.84, KS-statistic of 0.62.
 13. In 2012, the average foreclosure rate in the UK was about 0.4% (one in every 250) 

mortgages per year. The company in question had a somewhat better than average 
mortgage portfolio, with an annual foreclosure rate of around 0.2% (one in 500).

 14. The actual review would take about an hour. The other hour and a half was 
required to prepare for the interview, review the paper work and undertaking 
any follow-up actions after the interview.

 15. The model is built in stages. The preferred data items are allowed to enter the 
model before other, less desirable data items. This works because there is often 
some degree of correlation between variables, meaning that the variables that 
are allowed to enter the model first will feature more strongly (have more points 
or feature higher up the decision tree) than those that are considered later. 

 16. In some situations it is possible to allow overriding, but it has to be done in a 
controlled, well-managed way.

 17. Much of this is based on “SWOT” analysis, where one considers the Strengths, 
Weaknesses, Opportunities and Threats associated with a project or business 
process. The development of SWOT analysis is attributed to Albert Humphrey, 
who developed the approach in the 1960s and 1970s.

 18. The way the model was used would, of course, affect the volume of new 
customers, with some potential knock-on effects, but would not affect how 
customers where treated in any other areas.

 19. Traditionally, there has always been friction between marketing and credit 
departments in banks. This is because the people most likely to respond to 
marketing activity for loans, credit cards, mortgages and so on tend to be the 
ones that are most risky. So the ones that the marketing department want to 
target (because the response rates are so high) are the people the credit depart-
ment want to decline (because they are high risk).
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 20. The default risk from customers that don’t repay their loans is a key determinant of 
the amount of capital that a bank has to hold to cover losses. Upgrading a bank’s 
credit scoring models or changing the cut-offs used to make lending decisions will 
therefore have a big impact on the amount of capital that the bank must hold.

4 The value of data

 1. A terabyte is 1,000 gigabytes. A gigabyte of storage can hold around 1 billion 
characters of text. This is enough for more than 1,000 books, several hundred 
pictures or about an hour of film.

 2. For many years, the exemplar of data mining was how a supermarket had used 
advanced analytics to find a “hidden” relationship between beer sales and nappy 
(diaper) sales. As a result, the supermarket put these two items next to each 
other on their shopping aisles. The result was a big increase in beer sales. The 
reasoning was that men with young children stayed in at the weekend and 
would therefore also buy beer when sent out to buy nappies. However, this 
most famous of data mining stories is probably more myth than reality and there 
is little evidence to support it.

 3. Kellison, B., Brockett, P., Shin, S. and Li, S. (2003). A Statistical Analysis of the 
Relationship Between Credit History and Insurance Losses, Bureau of Business 
Research. The University of Texas at Austin.

 4. Two notable exceptions are crime, where a common objective is to identify the 
controlling entity at the center of criminal activity, and in marketing, where indi-
viduals at the center of a network are targeted in the belief that they will influence 
those around them to a greater extent than those at the edge of the network.

 5. In the UK this information is held by the DVLA – a government department 
that maintains a register of all vehicles and their registered owners.

 6. Hill, J. (2007). Structuring Unstructured Data. Forbes. http://www.forbes.
com/2007/04/04/teradata-solution-software-biz-logistics-cx_rm_0405data.
html. Accessed 17/01/2014.

 7. This is true for most predictive models, where the objective is to predict future 
behavior. If one is predicting current or past behavior (such as someone’s 
disposable income or who committed a crime) then historical data may not be 
required, or required to a lesser degree. 

 8. You may have a view about whether or not you think this is significant. 
However, if a formal statistical test was applied, the test would not be able 
provide a reasonable level of proof that a relationship existed.

 9. In cases like this, where very little data is available, it’s not possible to use stand-
ard mathematics or statistical techniques, but what you can do is create models 
based on expert opinion. These won’t be as good as a statistical model built on 
a much larger sample, but these types of models can often provide a reasonable 
level of predictive accuracy.
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 10. This is a popular approach referred to as under-sampling. However, better results 
would be obtained from over-sampling. Over-sampling is where you take a larger 
sample of the majority class (say 50,000 in this example) and then balancing the 
population (i.e. weighting up the foreclosure cases). 

 11. This applies to most, but not all types of model construction technique including 
linear and logistic regression, CART and CHAID, which are the most common 
model construction methods. However, for clustering methods, for example, the 
relationship tends to be proportional to the square of the sample size.

 12. This is for procedures like stepwise linear/logistic regression. If one undertakes 
singular (univariate) analysis of predictor variables one at a time, as a precursor 
to using a stepwise procedure, then this tends to show a more linear trend with 
the number of predictor variables.

 13. This translates into a data set that is around 4–5 GB in size, prior to pre-
processing it (which may result in a significantly larger file that is submitted 
to the modelling procedure used to generate the model). You can also do some 
trade-offs between number of variables and number of records. For example, 
if you only have twenty or thirty variables to consider, then a standard PC will 
have no problem constructing models using a few million records.

 14. As at 2014, this would be something like a fourth-generation Intel i7 CPU based 
PC with 64 GB of RAM. 

 15. Crone, S. and Finlay, S. (2012). Instance Sampling in Credit Scoring. An Empirical 
Study of Sample Size and Balancing. International Journal of Forecasting 28(1): 
224–238.

 16. This is for classification problems. When I talk about 10,000 cases, this is 10,000 
cases of each behavior. In this case, 10,000 examples of loans that went into 
default and 10,000 loans that were repaid.

 17. In conjunction with tight entry/exit criteria for your model, i.e. data only 
features in your model if there is a very high degree of certainty (say 99.9% or 
more) that including it will improve the model.

5 Ethics and legislation

 1. Aristotle, Brown, L. and Ross, D. (2009). The Nicomachean Ethics (Oxford 
World’s Classics), Oxford University Press, Oxford.

 2. Chryssides, G. and Kaler, J. (1993). An Introduction to Business Ethics, 1st edn, 
Chapman and Hall. pp. 91–2.

 3. Singer, P., Ed. (1994). Ethics, 1st edn, Oxford University Press. p. 243.
 4. Immanuel Kant (1724–1804).
 5. Boatright, J. (1999). Ethics in Finance, 1st edn, Blackwell. pp. 56–7.
 6. Boatright, J. (1999). Ethics in Finance, 1st edn, Blackwell. p. 57.
 7. It’s interesting that almost no one disagrees with this principle when talking 

about a cake, but scale this up to society at large, apply it to income and assets 
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distribution, and the idea of us all getting the same is not something that many 
people agree with.

 8. Olen, J. and Barry, V. (1989). Applying Ethics, 3rd edn, Wadsworth Publishing 
Company. p. 8. 

 9. Crisp, R., Ed. (2000). Nicomachean Ethics, 1st edn, Cambridge University Press. 
pp. 15 and 23.

 10. Chryssides, G. and Kaler, J. (1993). An Introduction to Business Ethics, 1st edn, 
Chapman and Hall. pp. 101–2.

 11. Olen, J. and Barry, V. (1989). Applying Ethics, 3rd edn, Wadsworth Publishing 
Company. p. 15.

 12. Finlay, S. (2009). Consumer Credit Fundamentals. Palgrave Macmillan.
 13. BBC News (2013). Corruption Getting Worse, Says Poll. BBC. http://www.bbc.

co.uk/news/business-23231318. Accessed 18/01/2014.
 14. Finlay, P. (2000). Strategic Management. An Introduction to Business and 

Corporate Strategy, 1st edn, Pearson Education Limited. p. 75.
 15. Chryssides, G. and Kaler, J. (1993). An Introduction to Business Ethics, 1st edn, 

Chapman and Hall. pp. 249–54. 
 16. This example has been reproduced from one of my earlier books. Finlay, S. 

(2009). Consumer Credit Fundamentals, Palgrave Macmillan.
 17. BBC News. 2013. Street View: Google given 35 Days to Delete Wi-Fi Data. 

BBC News. http://www.bbc.co.uk/news/technology-23002166. Accessed 
11/7/2013.

 18. In April 2011 the Sony PlayStation network was hacked, resulting in Sony closing 
down the network the following day. It was reported that personal information 
from over 70 million customer accounts had been stolen. It took almost a month 
for Sony to get the network back online following the attack.

 19. In 2007 the UK government lost two DVDs containing personal details of all UK 
child benefit claimants – more than 20 million people. Child benefit is a universal 
benefit paid to almost every family in the UK with children.

 20. Guardian, The (2013). Gang Stole $45m from Cash Machines Across Globe in 
Hours, say Prosecutors. The Guardian. http://www.guardian.co.uk/world/2013/
may/10/us-crime-debit-cards. Accessed 18/01/2014.

 21. ICO (2012). http://www.ico.org.uk/news/latest_news/2012/council-fined-250000-
after-employee-records-found-in-supermarket-car-park-recycle-bin-11092012. 
Accessed 18/01/2014.

 22. Department for Business, Innovation and Skills. (2013). Security Breaches 
Survey. Technical Report. Department for Business, Innovation and Skills.

 23. How have I made this calculation? I have assumed that there are 100 million 
active credit cards in the UK. For each card I take the following information: 
Account number (8 bytes) expiry date (4 bytes), 4 digit Pin number (2 bytes), 
Security code on the back of the card (2 bytes), current balance (4 bytes), 
Date of birth (4 bytes), name (32 bytes) and address (100 bytes). Total storage 
requirement 16GB. This calculation is simplistic but reasonably accurate, and 
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in practice this data could be compressed to about a quarter of this amount; 
i.e. 4GB. With a modern USB interface this would only take a few minutes to 
transfer to a portable media device.

 24. Lohr, S. (2010). The New York Times. http://www.nytimes.com/2010/03/13/
technology/13netflix.html?_r=0. Accessed 23/7/2013.

 25. Narayanan, A. and Shmatikov, V. (2008). Robust De-anonymization of Large 
Datasets (How to Break Anonymity of the Netflix Prize Dataset). The University 
of Texas at Austin. http://arxiv.org/PS_cache/cs/pdf/0610/0610105v2.pdf. 
Accessed 23/7/2013.

 26. Information Commissioner’s Office (2012). Anonymisation: Managing Data 
Protection Risk Code of Practice. Information Commissioner’s Office. http://ico.
org.uk/for_organisations/data_protection/topic_guides/~/media/documents/
library/Data_Protection/Practical_application/anonymisation-codev2.pdf. 
Accessed 18/01/2014.

 27. The following is just one (highly cited), academic paper that provides strong 
evidence of positive outcome bias that occurs when medical research is sponsored 
by pharmaceutical companies which have a vested interest in the outcomes: 
Lexchin, J., Bero, L. J., Djulbegovic, B., Clark, O. (2003). Pharmaceutical Industry 
Sponsorship and Research Outcome and Quality: Systematic Review. British 
Medical Journal 326. For an interesting discussion about some of the reasons 
why such bias exists and the unethical practices that the pharmaceutical industry 
has been accused of, see the book Bad Pharma, by Ben Goldacre (2013).

 28. A typical example of this relates to the UK, where payment protection insurance 
was proactively sold to pensioners and people on temporary contracts or who 
would otherwise not be able to make a claim on the policy. The UK banking 
industry has subsequently been forced to pay out billions of pounds in compen-
sation payments to those who were mis-sold these products.

 29. For one such example see: BBC News (2013). SSE Fined Record £10.5m by 
Ofgem. BBC News. http://www.bbc.co.uk/news/business-22011717. Accessed 
18/01/2014.

 30. You may be cynical about doctors making a packet, but regardless of their fees, all 
good doctors put the well-being of their patients at the top of their priority list.

 31. I say mostly, because with almost every type of predictive model there are 
benefits to getting a subject expert to look at the model to spot any weaknesses 
and offer suggestions for improvement.

 32. For example, a general bias correction method is Heckman’s Bivariate Approach. 
Heckman, J. (1976). The Common Structure of Statistical Models of Truncation, 
Sample Selection and Limited Dependent Variables and a Simple Estimator for 
Such Models. Annals of Economic and Social Measures 5(4): 475–92. In credit 
granting (credit scoring) a specific process called “Reject Inference” is applied to 
correct for selection bias.

 33. For an example of a highly cited study of name/race bias in recruitment, see 
Bertrand, M. and Mullainathan, S. (2004). Are Emily and Greg More Employable 
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than Lakisha and Jamal? A Field Experiment on Labor Market Discrimination. 
American Economic Review 94(4): 991–1013.

6 Types of predictive models

 1. It’s important to appreciate that predictive models are used to predict unknown 
events, and it’s not a given that all unknown events are in the future. For exam-
ple, when people use predictive analytics to identify credit card transaction fraud, 
the fraud is occurring now, in the present – it’s not a future event. Likewise, using 
predictive analytics to come up with lists of suspects in a criminal case is looking 
to predict something after the event (the crime) that has already occurred.

 2. Lovie, A. and Lovie, P. (1986). The Flat Maximum Effect and Linear Scoring 
Models for Prediction. Journal of Forecasting 5(3): 159–68. 

 3. Also called a parameter coefficient or parameter estimate.
 4. In practice, there are a number of ways of determining how many bins there 

should be, and what range of values each bin should contain. Often binning will 
initially be performed using an automated algorithm. The resulting bins are then 
reviewed to ensure that the ranges make sense from a business perspective. 

 5. In theory, you only need four indicator variables for a problem like this because 
you can infer from the other indicators what the fifth one would be, i.e. an indi-
vidual has only one income and therefore only one of the five indicator variables 
can take a value of one. All the others must be zero.

 6. Another approach is to apply a cap. For example, for any income greater than 
$500,000 treat it as $500,000 for model building purposes.

 7. Logistic regression is based on the principle of maximum likelihood. The 
likelihood is calculated as:

likelihood = P1*P2*…* PG * (1 – PG+1)* (1 – PG+2) *…* (1 – PG+B)

  where:
   G is the number of events in the development sample.
   B is the number of non-events in the development sample.
   P1, …, PG are the estimated probabilities of events, generated by the model, 

for events in the sample.
   PG+1, …, PG+B are the estimated probabilities of the event for each non-event 

in the sample. 
   Therefore, 1 – PG+1 is the probability of non-event for the first non-event, 

1 – PG+2 the probability of non-event for the second non-event and so on. The 
parameters of the model are chosen so that the likelihood is maximized.

 8. That’s the theory. However, one criticism of stepwise methods is that the assump-
tions upon which the tests of significance are based rarely hold true in practice. 
Therefore it’s questionable as to whether all the variables selected are truly signifi-
cant. Having said this, stepwise procedures work remarkably well in practice.
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 9. This is not absolutely guaranteed. It is still possible for significant correlation to 
exist, but correlation issues are greatly reduced.

 10. This is generally, but not universally, true. Sometimes the contribution made by 
variables that entered at an early stage of the stepwise procedure diminishes as 
other variables enter the model due to correlations between the variables.

 11. In theory, linear regression (least squares) is not appropriate for constructing 
classification models for a variety of reasons. In practice, however, the models 
generated using linear regression are pretty good, and if one is only interesting 
in ranking populations (rather than generating strict probability estimates), the 
performance of linear regression is comparable to logistic regression and other, 
more theoretically appropriate, classification methods.

 12. It gets this name because it was developed after linear regression and shares 
many similar properties.

 13. Quinlan, J. R. (1992). C4.5: Programs for Machine Learning, 1st edn. San Mateo, 
CA, Morgan-Kaufman. 

 14. Breiman, L., Friedman, J., Stone, C. J. and Olshen, R. A. (1984). Classification and 
Regression Trees, London, Chapman and Hall.

 15. Kass, G. V. (1980). An Exploratory Technique for Investigating Large Quantities 
of Categorical Data. Applied Statistics 29(2): 119–127.

 16. This is true, but often better (more predictive) decision trees result if some form 
of data transformation has been applied to standardized the data. Creating 
many indicator variables and then using these to generate a decision tree model 
is not recommended because it limits the splitting criteria that can be applied 
resulting in “sparse trees” that are not very predictive.

 17. Rumelhart, D. E., Hinton, G. E. and Williams, R. J. (1986). Learning Repre-
sentations by Back-Propagating Errors. Nature 323(6088): 533–6.

 18. Common functions used to transform the score include the logistic (sigmoid) 
function and hyperbolic tangent function.

 19. For regression problems it is common to apply the “Identity transformation.” This 
just means that the score is not transformed at all, i.e. the raw score calculated 
by the output layer neuron is the final score, without any transformation being 
applied via the activation function.

 20. With back-propagation the data scientist needs to select two control param-
eters. These are the learning rate and the momentum, with the best values for 
a given problem often found only after much trial and error. Methods such as 
Quasi-Newton and Levenberg–Marquardt optimization don’t require these 
parameters to be set and are many times faster than back-propagation.

 21. With K-means clustering, K cluster centers are defined. Each observation is 
then clustered with the cluster center closest to it. With hierarchical clustering, 
each observation is clustered with its closest associate, i.e. the observation to 
which it is most similar. So at this point you have lots of small clusters. You then 
repeat the process a number of times, each time joining together the clusters 
that are most similar, so that by the end of the process you just have a few large 
clusters.
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 22. Although generating linear type solutions via weighting variables is the most 
common way in which the Delphi method is applied, in theory there is no reason 
why it can’t be applied to other types of model – in particular decision trees, 
with the group deciding which variables to use to segment the population.

 23. In credit scoring, the most widely cited research study of the predictive accuracy 
of different methods, and which finds very little difference between them, is: 
Baesens, B., Gestel, T. V., Viaene, S., Stepanova, M., Suykens, J. and Vanthienen, 
J. (2003a). Benchmarking State-of-the-Art Classification Algorithms for Credit 
Scoring. Journal of the Operational Research Society 54(5): 627–35. Likewise, 
for similar results for direct marketing see: Linder, R., Geier, J. and Kölliker, M. 
(2004). Artificial Neural Networks, Classification Trees and Regression: Which 
Method for Which Customer Base? Journal of Database Marketing & Customer 
Strategy Management 11(4): 344–56. Another such study for the insurance 
industry, which again comes to similar conclusions is: Viaene, S., Derrig, R. A., 
Baesens, B. and Dedene, G. (2002). A Comparison of State-of-the-Art 
Classification Techniques for Expert Automobile Insurance Claim Fraud Detec-
tion. Journal of Risk and Insurance 69(3): 373–421. For a more general study 
that looks across a variety of datasets from a range of different application areas 
see: King, R. D., Henery, R., Feng, C. and Sutherland, A. (1995). A Comparative 
Study of Classification Algorithms: Statistical, Machine Learning and Neural 
Networks. Machine Intelligence 13. K. Furukwa, D. Michie and S. Muggleton. 
Oxford: Oxford University Press.

 24. This is because the things that predict many types of consumer behavior can 
be expressed relatively simply and/or are linear in nature. Using a complex 
algorithm is like using an expensive piano to play “Three Blind Mice,” and can 
introduce what is termed “noise,” i.e. spurious relationships are captured by 
the model resulting in worse performance than a simpler representation of the 
problem. 

 25. Interaction is where the relationship between a predictor variable and behavior 
changes, depending on the values of other predictor variables. For example, 
higher income may be predictive of being more likely to own your own home 
rather than renting it. However, the inverse relationship is seen when we are 
talking about high-value properties in city centers (such as penthouses in New 
York or London).

 26. A model developer would also consider the use of interaction variables – but 
that’s getting into some of the more technical aspects of model building.

 27. Hand, D. J. (2005). Good Practice in Retail Credit Scorecard Assessment. Journal 
of the Operational Research Society 56(9): 1109–17.

 28. This includes linear models where a binning strategy has been applied, even if 
the raw data displays considerable non-linearity.

 29. This is because of the inefficient nature of common splitting algorithms used to 
derive decision trees. Each time the population is split, the resulting segments 
have a smaller number of cases than their parent segment. Therefore, there are 
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only a finite number of splits that can be applied before one runs out of cases. As a 
rule: if the minimum node size to avoid over-fitting is N and there are M variables 
that should feature in the model, then at least N × 2M observations are required 
to fully represent the problem using a decision tree. For example, if we have 20 
variables that are predictive, and the minimum node size is 100 observations 
(which empirically is about the number you need for most predictive analytics 
problems) you would need at least 100 × 220 = 104,857,600 observations to fully 
capture the behavior. This compares to around 2,000 observations that would be 
required to capture the same behavior with a linear model or neural network.

 30. It is generally taken to be good practice to have equal numbers of cases of events 
and non-events, regardless of the type of model being constructed. However, 
decision tree algorithms are far more sensitive to imbalanced data sets than all 
of the other methods discussed in this chapter by a considerable margin. See the 
following paper for some empirical analysis of the effect of class imbalance: Crone, 
S. and Finlay, S. (2012). Instance Sampling in Credit Scoring. An Empirical Study of 
Sample Size and Balancing. International Journal of Forecasting 28(1): 224–238.

 31. The two popular methods for creating a balanced sample are over-sampling 
and under-sampling. With over sampling cases from the minority class are 
replicated a number of times so that the two classes contain (approximately) 
equal numbers. For example, if you are building a model to predict mortgage 
fraud using a sample that contains 1,000 frauds and 250,000 non-frauds, each 
of the frauds would be replicated 250 times. With under-sampling cases from 
the majority class are “thrown away,” i.e. 1,000 cases of non-fraud are selected 
at random to create and equal (balanced) sample. As a rule, models constructed 
using over-sampling outperform models constructed using under-sampling.

 32. If you consider the spend models discussed in this chapter, for the two linear 
models there are hundreds of different scores that can result, based on different 
combinations of the data. However, for the decision tree, there are only twelve  
possible scores.

 33. Regulation B of the Equal Credit Opportunity Act 1974 (Often referred to as the 
ECOA).

 34. With some clustering software you do get quite a lot of information about how 
the cluster was formulated. For example, with hierarchical clustering most soft-
ware will show you how the initial clusters were formed, and then how these 
were merged together to produce the next set of clusters and so on.

 35. For example, most of the world’s credit scoring models are only redeveloped 
every one to three years. 

 36. Hand, D. J. (2006). Classifier Technology and the Illusion of Progress. Statistical 
Science 21(1): 1–15.

 37. I would also recommend the use “tight” entry criteria for the stepwise procedure 
to reduce over-fitting The entry criteria relates to the certainty one has that the 
variable truly contributes to the performance of the model; i.e. the observed 
relationship is not due to random effects. For explanatory models, it is usual to 
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construct models using 90%, 95% or 99% significance. For predictive modeling 
it’s usually better to be more certain than this. My recommendation is to explore 
the use of significance levels of between 99.00% and 99.99% My experience 
is that if you use a lower level of significance then more variables feature in 
the model, but these additional variables don’t add much, if anything, to the 
predictive ability of the model and often results in a degree of over-fitting.

 38. Breiman, L. (2001). Random Forests. Machine Learning 45: 5–32.
 39. The standard process for building a random forest is as follows:

  1.  Create a new development sample, by randomly select cases from your 
original development sample (via random sampling with replacement; i.e. 
Bootstrapping). 

  2.  Randomly select a few (four or five) of the available predictor variables.
  3.  Build a simple decision tree using the development sample and predictor 

variables that were selected in steps one and two.
  4.  Repeat the process several times.
  5.  Combine the outputs (the scores) from all the trees to generate a final 

prediction.

  Due to the randomness of the process, each model is constructed using a slightly 
different development sample and a different set of predictor variables. Most 
applications of random forests develop somewhere between 25 and 200 trees/
models. However, some applications have 10,000 separate trees or more.

 40. Schapire, R. (1990). The Strength of Weak Learnability. Journal of Machine 
Learning 5: 197–227.

 41. Friedman, J. H. (1999). Greedy Function Approximation: A Gradient Boosting 
Machine, Technical report, Department of Statistics, Stanford University.

 42. Siegel, Eric. (2013). Predictive Analytics: The Power to Predict Who Will Click, 
Buy, Lie, or Die, Wiley. p. 148.

 43. For some examples (relating to credit risk) where ensembles did not add value, 
or the value was only very marginal see:

  1.  West, D., Dellana, S., and Qian, J. (2005). Neural Network Ensemble Strategies 
for Financial Decision Applications. Computers & Operations Research 32: 
2543–559. 

  2.  Zhu, H., Beling, P. A. and Overstreet, G. (2001). A Study in the Combination 
of Two Consumer Credit Scores. Journal of the Operational Research Society 
52(9): 974–80.

  3.  Banasik, J., Crook, J. N., and Thomas, L. C. (1996). Does Scoring a Sub-
Population Make a Difference? International Review of Retail Distribution 
and Consumer Research 6: 180–95.

 44. A 10% improvement was defined in terms of the reduction in the error of 
predictions. The error measure used by Netflix was Root Mean Square Error 
(RMSE). To win the prize the competitor’s model would need to reduce the 
RMSE from 0.9525 to below 0.8572.
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 45. Amatriain, X. and Basilico, J. (2012) Netflix Recommendations: Beyond the 5 
stars (Part 1). The Netflix Tech Blog. http://techblog.netflix.com/2012/04/
netflix-recommendations-beyond-5-stars.html. Accessed 23/6/2013.

 46. The concept of least squares, which is the foundation of linear regression, dates 
to the first decade of the 19th century. The idea of extending the least squares 
principle to apply to many predictor variables arose towards the end of the 19th 
century/start of the 20th century based on work of the Polymath Francis Galton 
and the Mathematician Karl Pearson.

7 The predictive analytics process

 1. PRINCE 2 is a project management approach developed in conjunction with 
the UK government in the 1990s, specifically to manage large public sector 
IT projects. The methodology of PRINCE 2 has been widely adopted by many 
organizations undertaking large-scale projects.

 2. I have never yet come across a problem where it would be appropriate to 
consider all of the data that an organization can access to build a model. There is 
always a huge amount that can and should be discarded. Often this is due to the 
age of the data (too old or too recent) or because that data does not relate to 
the behavior that you are trying to predict.

 3. For clothing retailers, returned items are a big issue. It’s not unusual for around 
30–40% of clothing items sold remotely (via Internet or mail order) to be 
returned, representing a very significant overhead for the retailer.

 4. It is possible to build multi-class (multi-nominal) models that predict more than 
two classes of behavior, but these tend be less popular with practitioners than 
binary classification models.

 5. The terms “good” and “bad” are standard terms used across the credit industry to 
define customer repayment behavior.

 6. In the credit scoring community these types of cases are termed “Indetermi-
nates” and are excluded from the construction of credit scoring models.

 7. In these examples, I’ve focused on the objectives for classification problems. 
However, the same issues arise when one tries to model continuous outcomes, 
i.e. when one builds regression models.

 8. At one level this process removes errors during the transfer process. However, 
there could be differences between the way data items are calculated in the 
operational system and how they were calculated on the analytical server. 
Therefore there remains a requirement to test the model to ensure correct imple-
mentation before it is put live.

 9. Statins are drugs that reduce the production of cholesterol by the liver. Choles-
terol is a key factor in many types of heart disease.

 10. Of course the doctor could have several models: one to predict long-term risk 
that is used to decide preventative treatments, and another short-term model to 
drive a different treatment plan in response to the impending heart attack.
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 11. It can be a bit more complex than this when a model is being redeveloped 
because new sources of data become available. In this case, as well as building 
the new model you will also need to amend your IT systems to enable the new 
data to be included in the scoring process.

 12. With this sort of process it’s always better to identify problems sooner rather 
than later: for example, it is often very difficult to recover incorrect benefit 
payments once they have been paid out. Therefore there are a lot of savings to 
be made by preventing incorrect payments before they occur.

 13. It often takes this long because the consultant won’t have any understanding of 
the data and therefore, needs to learn about it. There will also be several meet-
ings with the client to discuss requirements and deliver results.

8 How to build a predictive model?

 1. 121,929 Ford Fiestas where sold in the UK in 2013. The Society of Motor 
Manufacturers and Traders (2014). http://www.smmt.co.uk/2014/01/2013-
new-car-market-records-best-performance-five-years/. Accessed 20/01/2014.

 2. This type of thing usually arises due to a system change, or when two separate 
databases are merged – for example, when a company takeover occurs.

 3. Calculated as a person’s weight in kilograms divided by their height in meters 
squared. In the UK, a Body Mass Index of 18–25 is considered normal, 26–30 
overweight, and over 30 obese.

 4. Missing data is a huge problem for all sorts of analysis. A key factor is if the data 
is missing at random, or missing due to some specific reason, in which case the 
reason why the data is missing is in itself an important piece of information. In 
this particular example, it may be the case that the data is perfectly valid for the 
1% of cases where residential status is available and therefore it can be used for 
model construction. However, understanding why it’s only available for 1% of 
cases is important.

 5. In England, a County Court Judgment (CCJ) is the standard legal procedure 
that creditors use to recover an unsecured debt. A CCJ is far less serious than a 
bankruptcy petition as it does not result in forfeiture of the debtor’s assets or 
loss of their home. If the ruling is upheld, then the court will order the debtor 
to repay the debt and a repayment schedule will be agreed. If the debtor fails to 
meet the repayment schedule, then bailiffs can be appointed to recover goods in 
lieu of the debt.

 6. The most popular measures for classification problems are: Information Value, 
Efficiency (GINI) and the chi-squared statistic.

 7. For decision trees the use of indicator variables is not recommended as it results 
in sparse trees whose performance is poor. 
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 8. For Weight of Evidence (WoE), a number of ranges (bins) are defined, in just 
the same was as you would if you were creating a set of indicator (dummy 
variables). The WoE for each range is defined as:

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠

/=
/

i

i

g GWoE Ln
b B

  where:
   gi is the number of events within the range.
   bi is the number of non-events within the range.
   G is the total number of events in the whole population.
   B is the total number of non-events in the whole population.

   The WoE is then substituted for the actual value of the variable for each case. 
WoE acts to standardize and linearize the data, and has the advantage that only 
a single transformed variable is created (Instead of several indicator variables). 
The disadvantage of WoE transformed variables is that they are less flexible than 
indicator variables and usually result in a marginally worse (less predictive) models.

 9. I don’t believe that this tool lets you see the model that has been constructed: 
it’s very “black box” in nature. You present it with the data, it builds a model and 
then lets you score new cases through the model, but without letting you see 
the actual model that has been constructed.

 10. In most countries men still earn more than women, even if they are doing similar 
jobs. Legislation to prevent discrimination on the basis of gender only has a 
limited effect on salary differentials.

 11. This was a management failing far more than it was a mistake by the poor 
analyst. A more experienced team member should have gone through the pres-
entation with the analyst beforehand and suggested a different approach that 
would have made it more suitable for the target audience.

 12. Use of predictive models is strongly encouraged for Advanced Internal Rating 
Based (A-IRB) approaches to credit risk assessment.

9 Text mining and social network analysis

 1. Many stop word lists also include pronouns such as “I,” “he,” “her,” “it,” “them” 
and so forth. However, for advanced text analytics it is a mistake to remove 
pronouns as they assist in understanding the holistic meaning and subject 
matter of the text.

 2. Just using these rules will not get it right every time. In particular, many nouns will 
end up being incorrectly truncated. For example, Trees, Grass and Wedding, would 
end up as Tre, Gras and Wedd, after the application of these stemming rules.
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 3. The correlation approach most commonly used in text analysis is cosine 
similarity. For each document each word is represented as an element in a vector, 
where each element (dimension) of the vector captures the number of times the 
word appears. Cosine similarity then gives a useful measure of how similar (how 
correlated) the two documents are.

 4. This is a fabricated example, only very loosely based on my real family.
 5. For the record, this is not a practice I am in favor of.

10 Hardware, software and all that Jazz

 1. A power dialler is a system that is loaded with people’s contact details and then 
automatically phones them. When someone picks up the phone the dialler 
transfers the call to a human operator.

 2. The first in-database analytical system appeared in the 1990s, but they have only 
come to prominence since the late 2000s.

 3. So that’s one million cells containing product ID in the Sales Table, plus 6 × 
20,000 cells in the Product Table.

 4. A fuzzy match is where two data fields are considered to be the same, even 
though they display slight differences. Imagine we have name, date of birth 
and social security number data in two records. Record 1 contains “Steven Finlay 
04-08-1974 111-222-333” and Record 2 contains “Stephen Finlay 04-08-1974 
111-222-393.” You and I would say that these two people are probably the same. 
Somebody has just mis-spelt Steven/Stephen in one of the fields and got one 
digit of the social security number wrong. An exact matching system would not 
consider these two to be the same unless they were identical in every respect.

 5. There are many different implementations of SQL. There are core standards that 
vendors of each version adhere too, but many implementations of SQL, such as 
MySQL and PostgreSQL, offer additional functionality.

 6. Wikipedia. http://en.wikipedia.org/wiki/Apache_Hadoop#cite_note-8. Accessed 
20/01/2014.

 7. A cheap server can cost just a few hundred dollars. A top of the range model 
can cost several thousand dollars, but this is for the hardware only. You’ll also 
need the software to sit over the top of it, and then pay someone to connect it 
up so that you can use it. As a rule of thumb expect to pay twice the cost of the 
hardware to get a server system up and running.

 8. RAID stands for Redundant Array of Independent Disks. RAID is a standard way 
of protecting data by storing it across several different disk drives.

 9. For more information about HPCC visit the website: http://hpccsystems.com/.
 10. For more information about Storm visit the website: http://storm-project.net/.
 11. https://cwiki.apache.org/confluence/display/Hive/Tutorial.
 12. Appuswamy, R., Narayanan, D., Gkantsidis, C., Hodson, O. and Rowstron, 

A. (2013). Nobody Ever Got Fired for Buying a Cluster. Microsoft Research, 
Cambridge, UK. Technical Report.
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 13. I’ve assumed four bytes to store a product code for each item purchased, which 
equates to about 100GB. I’ve then assumed 40GB is required to store the other 
1,000 items of data for each customer. In reality, there would also be some 
additional data about visit times, item prices and so on, but this would add only 
marginally to the overall size of the database. Consequently, I’ve allocated a 
nominal 10GB to cover such things to get to my 150GB total.

 14. What some people argue is that if I take a sample that’s 10 or 100 times larger 
than this, then additional variables will feature in the model. This is because 
with a few more cases it’s possible to apply statistical tests that prove beyond 
reasonable doubt that there is an association between that predictor variable 
and behavior. However, statistical significance is not what’s important when it 
comes to predictive analytics. The magnitude of the effect is what matters. If a 
predictor variable is statistically significant, but it only affects a fraction of 1% 
of the population by a very small amount, then it’s not going to add much to 
the bottom line.

 15. This process of grouping bins together is sometimes referred to as “coarse classing.”
 16. There are various business reasons why you might want to do these two things. 

For example, you may want to force certain variables to feature in the model 
to encourage the business to accept the model. Likewise, it may be politically 
expedient to exclude certain variables from a model.

 17. PMML standards are maintained by the data mining group that represents 
vendors offering solutions that support PMML. http://www.dmg.org/
products.html. Accessed 20/01/2014.
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