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Université Louis Pasteur

4, rue Blaise Pascal

67070 Strasbourg Cedex, France

sauvage@chimie.u-strasbg.fr

Prof. Mikio Takano

Institute for Integrated Cell-Material

Sciences (iCeMS)

Kyoto University

Yoshida Ushinomiya-cho

Sakyo-ku

Kyoto 606-8501

Japan

vi Editorial Board



Structure and Bonding

Also Available Electronically

Structure and Bonding is included in Springer’s eBook package Chemistry and
Materials Science. If a library does not opt for the whole package the book series

may be bought on a subscription basis. Also, all back volumes are available

electronically.

For all customers who have a standing order to the print version of Structure and
Bonding, we offer the electronic version via SpringerLink free of charge.

If you do not have access, you can still view the table of contents of each volume

and the abstract of each article by going to the SpringerLink homepage, clicking on

“Chemistry and Materials Science,” under Subject Collection, then “Book Series,”

under Content Type and finally by selecting Structure and Bonding.

You will find information about the

– Editorial Board

– Aims and Scope

– Instructions for Authors

– Sample Contribution

at springer.com using the search function by typing in Structure and Bonding.

Color figures are published in full color in the electronic version on SpringerLink.

Aims and Scope

The series Structure and Bonding publishes critical reviews on topics of research

concerned with chemical structure and bonding. The scope of the series spans the

entire Periodic Table and addresses structure and bonding issues associated with all

of the elements. It also focuses attention on new and developing areas of modern

structural and theoretical chemistry such as nanostructures, molecular electronics,

designed molecular solids, surfaces, metal clusters and supramolecular structures.

Physical and spectroscopic techniques used to determine, examine and model struc-

tures fall within the purview of Structure and Bonding to the extent that the focus



is on the scientific results obtained and not on specialist information concerning the

techniques themselves. Issues associated with the development of bonding models

and generalizations that illuminate the reactivity pathways and rates of chemical

processes are also relevant.

The individual volumes in the series are thematic. The goal of each volume is to give

the reader, whether at a university or in industry, a comprehensive overview of an area

where new insights are emerging that are of interest to a larger scientific audience.

Thus each review within the volume critically surveys one aspect of that topic and

places it within the context of the volume as a whole. The most significant develop-

ments of the last 5 to 10 years should be presented using selected examples to illustrate

the principles discussed. A description of the physical basis of the experimental

techniques that have been used to provide the primary data may also be appropriate,

if it has not been covered in detail elsewhere. The coverage need not be exhaustive in

data, but should rather be conceptual, concentrating on the new principles being

developed that will allow the reader, who is not a specialist in the area covered, to

understand the data presented. Discussion of possible future research directions in the

area is welcomed.

Review articles for the individual volumes are invited by the volume editors.

In references Structure and Bonding is abbreviated Struct Bond and is cited as a

journal.

Impact Factor in 2010: 4.659; Section “Chemistry, Inorganic & Nuclear”:

Rank 4 of 43; Section “Chemistry, Physical”: Rank 25 of 127

viii Structure and Bonding Also Available Electronically



This volume is dedicated to
Carl Johan Ballhausen



.



Preface

When I heard in August 2010 that Carl Ballhausen had died at the age of 84, I was

very sad because he had played such an important part in the development of my

interests in coordination and theoretical inorganic chemistry in the 1960s. Indeed

lectures given by Carl, Al Cotton, Dick Fenske, and Harry Gray at a NATO

Summer School held at Selsdon Park Hotel near London in 1967 did much to

stimulate my interest in theoretical inorganic chemistry. Later, when I embarked on

my first semiempirical molecular orbital calculations to understand why nitrosyl

complexes adopted linear and bent geometries, I was greatly assisted by “Molecular

Orbital Theory,” which Carl coauthored with Harry Gray (W.A. Benjamin

New York, 1965). My sense of loss must have been small when compared with

those of the many graduate students and postdoctoral fellows who had been

supervised by him. His many international collaborators would also have missed

his profound theoretical insights and friendly, jovial manner. Therefore, I was

pleased when Peter Day after consulting with Jens Peder Dahl proposed a volume

of Structure and Bonding dedicated to Carl’s life and his seminal contributions to

quantum chemistry. The large number of Carl’s co-workers who have gone on to

occupy senior academic positions made it relatively easy to propose a list of authors

for the volume. Their response to invitations to contribute has been so enthusiastic

that it proved necessary to expand the project into two volumes. The first one deals

with the application of Carl’s Ligand Field Theory to spectroscopic and chemical

properties of transition metal complexes. The second volume concentrates on more

theoretical topics and reviews the development of modern ab initio theoretical

methods and discusses the broader implications of fundamental theoretical

concepts.

Jens Peder Dahl was closely associated with Carl’s research group for many

years, and his introductory chapter summarizes his scientific achievements and in

particular his contributions to the inorganic renaissance which unfolded from 1950.

Harry Gray recounts his very fruitful collaboration with Carl which resulted in a

general molecular orbital description of the metal-oxo bond, and he and Jay

Winkler review more recent experimental and spectroscopic data on metal-oxo

complexes of the later transition metals. Colin Flint also provides a brief review of

xi



his work with Carl in 1967–1968, and then describes his subsequent research on the

assignments of the vibronic sidebands in the emission spectra of chromium ammine

complexes. He also comments on the Jahn–Teller effect in the emissive state.

Joshua Palmer discusses the transition metal complexes of the noninnocent,

electron-rich corrole macrocycle. This includes a detailed summary of investiga-

tions to determine the physical oxidation states of formally copper(III), iron(IV),

and cobalt(IV) corroles. The electronic structures and reactivities of other metallo-

corroles are also discussed, and comparisons made between corrole and porphyrin

complexes. William Trogler reviews thin film conductivity sensors that use metal

phthalocyanine semiconductors which offer properties distinct from those of

organic thin film transistor sensors. Phthalocyanines (Pc) are planar ligands that

are closely related to porphyrins (Por), as both can be deprotonated to form dianions

that yield a wide variety of square planar metal(II) chelate complexes MPc and

MPor. Porphyrins are crucial redox active metalloenzymes that play key roles

in metabolism, oxygen storage, photosynthesis, and other biological processes.

Phthalocyanines are also important dye and paint pigments, as well as having

electronic device applications in CD-recordable media, xerography, photovoltaics,

and organic light-emitting devices. Kyle Lancaster reviews the concept of outer-

sphere coordination (OSC) in the context of bioinorganic chemistry. A distinction

is made between electronic and structural OSC, which arises from the interaction

of the protein matrix with inner sphere ligands. Electronic OSC entails the elec-

tronic interaction between the polypeptide and inner-sphere ligands. These effects

principally arise from hydrogen-bonding interactions, though through-space

dipolar interactions are also encountered.

Rosalie Hocking and Ed Solomon in the next chapter note that Carl Ballhausen

taught them how to interpret ground and low lying excited state spectral features in

terms of ligand field and covalency effects. With the availability and development

of synchrotron radiation, this has been extended to the X-ray region where ligand

field and covalency effects have an impact on the metal K and L-edges. The L-edge

intensity and its distribution over the multiplets are particularly powerful in experi-

mentally determining the bonding in highly covalent systems, where ligand spectral

features can obscure the use of more traditional methods. Klaus Møller and Niels

Henriksen in their review discuss how time-resolved X-ray diffraction may lead to

important insights into the dynamics of the chemical bond. The focus of the review

is the underlying theoretical concepts which are required in order to extract the

dynamics of the chemical bond from the time-resolved X-ray diffraction data.

In the first chapter of the second volume, Tom Ziegler reviews the development

of electronic structure theories for transition metal complexes from the 1950s to

the present day. Jan Linderberg also focuses on the emergence of quantitative

means for the study of the electronic properties of complexes and molecules.

The development, refinement, and application of the orbital picture have elucidated

the electric and magnetic features of molecules and used for the interpretation

of electronic transitions, electron spin resonance parameters, rotatory dispersion,

nuclear quadrupole couplings, and geometric bonding patterns. In a chapter

which addresses some fundamental issues, John and James Avery discuss the theory
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of Sturmians and generalized Sturmians. They show that when generalized

Sturmians are used as basis functions, calculations on the spectra and physical

properties of few electron atoms can be performed with great ease and good

accuracy. Brian Sutcliffe considers the implications of Carl Ballhausen’s research

on vibrational spectra, and it is suggested that his use of the Born–Oppenheimer

approximation is capable of some refinement and extension in the light of later

developments. A consideration of the potential energy surface in the context of

a full Coulomb Schrödinger Hamiltonian in which translational and rotational

motions are explicitly considered would seem to require a reformulation of the

Born–Oppenheimer approach. The resulting potential surface for vibrational

motion allows for the rotational motion and the nuclear permutational symmetry

of the molecule. Tony McCaffery considers the role played by angular momentum

in chemical physics, an interest which was first aroused by a Carl Ballhausen lecture

early in the author’s scientific career. Later came a deeper understanding of the

fundamental nature of angular momentum and the power of its formal algebraic

expression. Spectroscopy using light of precisely defined energy and (z-component

of) angular momentum represents a unique experimental probe with the potential to

reveal the underlying physics of chemical processes. Experiments using circularly

polarized emission of gas phase molecules led to new insights in the field of

molecular collision dynamics. Further work, and that of others, has suggested an

alternative formulation of the mechanics of bimolecular collisions

Frank Neese and his coauthors summarize recent developments in AI methods

for strongly correlated electronic systems, and they discuss their implementation in

highly efficient quantum chemistry programs which allow one to calculate – from

first principles – the spectroscopic and magnetic properties of transition metal

complexes with open d- and f-shells. For a long time, this field was the domain of

ligand field theory (LFT), subject to various assumptions and approximations which

are solely justified by the success of using this theory for the interpretation of

experimental data. Yet the chemical significance of the ligand field parameters,

while being under intense debate, remains unclear as far as the roots of LFT in its

relation to rigorous quantum chemistry are concerned. In the present review, the

authors attempt to answer the question how well ligand field performs from the point

of view of state-of-the-art first principle calculations and how to connect the two

areas. In his chapter, Steve Berry notes that the Gibbs Phase Rule relating the number

of degrees of freedom f of a system to the number of components c and the number

of coexisting phases p is a central, universally used relation. However, for small

systems, notably atomic clusters the Phase Rule shows the coexistence of two or

more phases in thermodynamic equilibrium over bands of temperature and pressure

(with no other forces acting on them). He demonstrates that it is consistent with the

laws of thermodynamics and even allows one to estimate the upper size limit of any

particular system for which such apparent violation could be observed.

These two volumes provide a fine endorsement of the way in which Carl’s

contributions have influenced so many scientists and led them explore important

new areas of transition metal chemistry, quantum theory, and spectroscopy. The

authors have successfully illuminated the fundamental and broad question which
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guided much of Carl’s research – “What is a molecule and in particular a transition

metal complex?”. As an interesting postscript, Carl Ballhausen and Christian

Klixbull Jørgenson were both in University of Copenhagen in the early 1950s

and did their doctoral theses with Jannik Bjerrum at about the same time. At an

early stage they collaborated on a series of papers titled “Studies of Absorption

Spectra,” but their relationship was not always an easy one. Jorgenson moved from

Copenhagen at the age of 29 and did research at Cyanamid and the University of

Geneva in Switzerland. He died in 2001 and a pair of commemorative volumes

were published as part of the Structure and Bonding Series in 2004 (volumes 106

and 107). The four volumes will remind us and future generations the important role

played by Danish coordination and theoretical chemists in the renaissance of

inorganic chemistry.

Oxford D. Michael P. Mingos

August 2011
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1 Introduction

The formulation of an electron structure theory for coordination compounds

containing transition metals began shortly after the introduction of quantum

mechanics with the development by Becquerel [1], Bethe [2] and Van Vleck [3]

of crystal-field theory. A giant step forward was taken in the 1950s by the develop-

ment of ligand field theory [4, 5] that combines the ideas of crystal field theory with

those of molecular orbital theory [6] and allows for an elegant interpretation of the

spectra of coordination complexes. C. J. Ballhausen was one of the pioneers in this

development and his book on ligand field theory from 1962 [5] influenced a whole

generation of coordination chemists.

Ballhausen started his carrier in the lab of J. Bjerrum at the University of

Copenhagen in the early 1950s. This was an environment that continued the strong

Danish tradition in coordination chemistry dating back to S.M. Sørensen and

N. Bjerrum. At the time (1950), the lab attracted several international visitors

including F.A. Cotton and F. Basolo. It testifies to the strength of the group that it

fostered two other young members that went on to contribute significantly to ligand

field theory, namely C.E. Sch€affer and C. K. Jørgensen. The theoretical interest by

the three young members of the Bjerrum team was very much whetted by the

appearance in 1951 of a paper [7] due to F.E. Ilse and H. Hartmann in which the two

authors explained the electronic spectrum of the Ti(+3) ion based on crystal field

theory.

After establishing his own lab, Ballhausen began in the 1960s on a research

program that combined high-resolution spectroscopic measurements with

interpretations based on theoretical methods. These methods included not only

ligand field theory but increasingly also other schemes based on Roothaan’s

formulation [8, 9] of molecular orbitals theory as they emerged in the 1960s and

1970s. Ballhausen would not take directly part in the development of these new

methods but he encouraged people in his lab to do so. This encouragement was also

extended to young students such as myself. Thus when I started an a M.Sc. student

in the Ballhausen lab (1969), I was given the task to evaluate semi-empirical

methods that were applied to transition metals at the time and possibly come up

with improvements. I was very fortunate to be introduced to the electronic structure

theory of transition metal complexes at a time when the field was undergoing a

revolution [10]. Thus although I soon lost all interest in semi-empirical methods,

my time with Ballhausen and his collaborator J.P. Dahl launched a lifelong interest

in transition metal complexes and methods that could describe their electronic

structure. It is the objective of this account to chronicle some of the highlights

from the early beginnings of theoretical transition metal chemistry in the 1950s to

present days powerful electronic structure theories.

In the period (1969–1972) when I was a student with Ballhausen, his lab was an

international center with visitors from many different parts of the world

representing a multitude of different research interest. One particular subject that

caught my interest was the electronic structure and absorption spectrum of

2 T. Ziegler



permanganate and related tetroxo complexes. The electronic spectrum of perman-

ganate was first studied by Teltow [11] in 1938. However, with modern techniques

Holt and Balhausen [12] had in 1967 recorded a high resolution low temperature

absorption spectrum of MnO4
�. Shortly after, attempts were made to assign the

observed spectrum with any available computational method. It was felt that

permanganate as a small system with a pleasingly high symmetry should be an

easy task for theory. The implication here was that if theory cannot treat as simple a

system as MnO4
�, it would appear not to be of much use at all. As we shall see, the

notion of permanganate being an easy system is completely wrong. In fact perman-

ganate is one of the most difficult electronic systems to describe. We shall demon-

strate this through a number of applications to MnO4
� that are used to gauge the

ability of the different theories chronicled in this account.

2 Ground State Electronic Structure Theory

We shall in this section give a historic overview of how the electronic structure

theory for transition metal complexes in their ground state has evolved from the

1950s to the present time. The account will include a discussion of wave function

methods based on Hartree Fock and post-Hartree Fock approaches as well as

Kohn–Sham density functional theory (KS-DFT).

2.1 The Hartree–Fock Method

In Hartree–Fock theory, we approximate the many-electron wave function with a

single Slater determinant

C ¼ 1ffiffiffiffi
N

p
!

c1ðx1Þc2ðx2Þ:::c1ðxNÞ
c2ðx1Þc2ðx2Þ:::c2ðxNÞ
:::
cNðx1ÞcNðx2Þ:::cNðxNÞ

��������

��������
¼ c1c2::cicj::cnj
�� (1)

for which the corresponding energy is given by

< CjĤjC > ¼ H0 þ
XN
i¼1

< cijĥjci >

þ 1

2

X
i;j

0 f< cicjjgjcicj > � < cicjjgjcjci >g: (2)

A Chronicle About the Development of Electronic Structure Theories 3



In (2), H0 represents the nuclear–nuclear repulsion, whereas ĥ contains the one-

electron kinetic energy operator as well at the operator for the attraction of one

electron from all the nuclei. Finally

< crcsjgjcpcq >¼
ð ð

c�
r ð~rÞc�

s ð~r2Þ
e2

r12

ð
cpð~r1Þcqð~r2Þdv1dv2 (3)

is a two-electron repulsion integral between the charge distributions c�
r ð~r1Þcpð~r1Þ

and c�
s ð~r1Þcqð~r1Þ. Thus, the third term on the right hand side of (2) constitutes the

Hartree term EH describing the Coulomb interaction of the electron density with

itself whereas the last term is the HF-exchange energy EHF
X . In practical

calculations, the “occupied orbitals” definingC are written as a linear combination

of known atomic orbitals (LCAO) also referred to as basis functions

ci ¼
XM
r¼1

Cri wr; i¼ 1; 2;:::;n; M � n; (4)

where Ci ¼ fC1i;C2i; ::;Cri;Csi; :::CMig is a vector containing all expansion

coefficients defining orbital ci. The expansion coefficients are now determined

in such a way as to minimize < CjĤjC > under the constraint that the set

fci; i ¼ 1; ng be orthornormal. This requirement leads to the well-known

Hartree–Fock eigenvalue equation in its Roothan [8] formulation

F Ci ¼ eiS Ci (5)

from which Ci can be determined. In (5),

Srs ¼
ð
w�r ð~r1Þwsð~r1Þd~r1; (6)

whereas F ¼ h + G with

hrs ¼
ð
w�r ð~r1Þĥwsð~r1Þd~r1 (7)

and

Grs ¼
XM
t;u¼1

Pt;uf< rsjgjtu > � < rujgjts >g; (8)

whereas

Ptu ¼
Xn
j¼1

C�
tjCuj (9)
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In the 1950s, the Roothan equation was too complex and computational demand-

ing to be of practical use due to the occurrence of the many two electron repulsion

integrals < rsjgjtu > . Thus, the number of such integrals increases asM4 with the

number of atomic orbitals M. As a consequence, application of the Roothan

equation was in the 1950s and 1960s characterized by a number of approximations.

2.1.1 The Wolfberg Helmholz Approximation and the Extended

H€uckel Method

In the first LCAO calculation on MnO4
�, Wolfberg and Helmholz [13] suggested as

early as 1952 to use empirical data such as ionization potentials for the diagonal

elements Frr of (5) since Frr represents the energy of an electron in wr in the field of
the nuclear skeleton and the remaining valence electrons. For the off-diagonal

elements, they introduced what has become known as the Wolfberg and Helmholz

(WH) approximation

Frs ¼ kSrs½Frr þ Fss�=2; (10)

where k is an empirical factor usually taken to be close to one.

R. Hoffmann adopted the same approximation when he introduced the extended

H€uckel (EH) method in 1963 [14]. The EH scheme gained considerable popularity

through Hoffmann’s masterful analyses of the bonding in classical transition metal

complexes and organometallic compounds [15]. To this date, organometallic

chemists are influenced by Hoffmann’s powerful orbital interaction approach

originally based on the EH scheme [16]. The EH method can provide a qualitative

description of the bonding. It is also able to some degree to distinguish between the

stability of different conformational isomers as illustrated by J.K. Burdett [17] in

his angular overlap approach. R.F. Fenske and his (at that time) student M.B. Hall

[18] developed a kindred scheme also based on the WH-approximation. Their

method has also been used widely in the 1960s and 1970s to analyze chemical

bonding in transition metal compounds with many important contributions from

M.B. Hall [19]. It is a common feature of all schemes discussed above that they are

computationally expedient thanks to the WH-approximation. At the same time, the

WH-approximation is too rough to allow for an accurate determination of bond

energies and optimized molecular structures in general.

2.1.2 Approaches Based on Integral Approximations

An alternative approach to the one described above has been to reduce the number

of two-electron integrals considered in evaluating G of (8) by assuming that the

omitted integrals are small. This procedure was adopted by Pople et al. [20] who
introduced complete neglect of differential overlaps (CNDO) in which
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rAsBh jgjtCuDi ¼ dACdBDdrtdsu rAsBh jgjrAsBi; (11)

where A, B, C and D are the centres at which the atomic orbitals wr; ws; wt; wu,
respectively, are situated. The same authors also proposed intermediate neglect of

differential overlap (INDO) where (11) applies if A and B represent different

centres, whereas all one-center integrals of the form rAsAh jgjtAuAi are retained.

At the highest level of complexity, Pople et al. proposed neglect of diatomic

differential overlap (NDDO) with the approximation

rAsBh jgjtCuDi ¼ dACdBD rAsBh jgjtAuBi: (12)

For compounds containing main group s, p elements all three schemes have been

employed and improved considerably leading to the widely used AM1 [21] (Austin

model 1), PM3 [22] (Parameterized model number 3) and MNDO [23] (modified

neglect of differential overlap) methods that all are extensions or modifications of

the NDDO approach. The three schemes are able to predict geometries and ener-

getics of s, p main group compounds quite well. Part of the success stems from the

fact that the required one and two centre integrals are parameterized to fit experi-

mental data.

In the case of transition metal complexes, the CNDO theory was first applied by

Dahl and Ballhausen [24] to MnO4
�. Their scheme was later extended to INDO by

Ziegler [25] and implemented into the general package ODIN [26]. Better known is

the INDO program ZINDO [27] by M. Zerner and the NDDO implementation due

to D.S. Marynick [28]. Both have been applied with some success in transition

metal chemistry for structure determination and studies of excited states. Attempts

have also been made to extend AM1, PM3 and MNDO to transition metals. All in

all it must be said that the methods based on integral approximations have been

more prolific in studies of main group compounds than transition metal complexes.

The reason for that is likely the considerable extra complexity added by the

d-orbitals combined with the fact that other attractive schemes are available for

d-block compounds.

2.1.3 Ab Initio Hartree Fock with Full Integral Evaluation

The 1960s were barely drawing to an end before I.H. Hillier and V.R. Saunders in

Manchester [29] as well as A. Veillard in Strasbourg [30] published the first ab

initio Hartree Fock calculations on transition metal complexes without integral

approximations. It seemed as if the stage had been set for series of nearly quantita-

tive studies of coordination compounds in the 1970s, without possible errors

introduced by an approximate evaluation of F in (5). However, already a few

years into the 1970s it became apparent that the ab initio Hartree Fock results

were far from quantitative especially for complexes of 3d-elements. Thus,

optimized metal–ligand distances were often much too long and calculated
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metal–ligand dissociation energies too small as exemplified by early studies on

ferrocene [31] and Cr(CO)6. Also orbital plots based on ab initio Hartree Fock

calculations often made less chemical sense than those based on the “approximate”

schemes. By the end of the 1970s, the sobering consensus had been reached that ab

initio Hartree Fock only is the first step and that more demanding post-HF methods

where electron correlation is considered had to be introduced in order to obtain

quantitative results. The developments of such schemes will be discussed in Sect. 2.3.

2.2 Density Functional Theory and the Kohn–Sham Equation

In the yearly 1970s, a new electronic structure approach found its way from the

physics to the chemistry community in the form of density functional theory (DFT),

where the total energy of an electronic system is expressed as a functional of the

total electronic density. The basic notion in DFT that the energy of an electronic

system can be expressed in terms of its electronic density is almost as old as

quantum mechanics and dates back to the early work by P.A.M. Dirac [32],

E. Fermi [33] and L.H. Thomas [34].

J.C. Slater [35] embrace in part this idea in 1951 when he replaced the

Hartree–Fock exchange energy EHF
X appearing as the last term on the right hand

side of (2) with the simple expression

EHFS
X ¼ �9=4aex½3=4p�1=3

X
g

ð
½rg1ð~r1Þ�4=3d~r1 (13)

depending only on the density of electrons of either a or b spin. This approximation

where aex is an adjustable parameter evolved out of the need to develop techniques

that were able to handle solids within a reasonable time frame. The actual depen-

dence of EHFS
X on rg1ð~r1Þ can be justified based on a simple model for exchange [36].

Slater [37] has given a vivid account of how his Hartree–Fock-Slater or Xamethod

evolved during the 1950s and 1960s with reference to numerous applications up

to 1974.

The Thomas–Fermi method and the Xa scheme were at the time of their

inceptions considered as useful models based on the notion that the energy of an

electronic system can be expressed in terms of its density. A formal proof of this

notion came in 1964 when it was shown by Hohenberg and Kohn [38] that there is a

unique relation between density and energy. The year after Kohn and Sham put

forward a practical variational DFT approach in which they replaced EHF
X of (2)

with a combined exchange and correlation term

EKS
XC ¼ EKS

X þ EKS
X ¼

Xa;b
g

ð
rgð~r1ÞeXC½rað~r1Þ; rbð~r1Þ�d~r1; (14)
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where the energy density eXC is a functional of rað~r1Þ,rbð~r1Þ. As in the HF case, the

N (Kohn–Sham) orbitals can be expanded into atomic orbitals according to (4).

Furthermore, the expansion coefficients Ci can be determined by requiring that they

optimize the total (Kohn–Sham) energy. This results in the (Kohn–Sham) matrix

equation similar to (5)

FKSCi ¼ eiSCi (15)

where now

FKS
rs ¼

ð
wrð~r1Þ½ĥþ VCð~r1Þ þ VXCð~r1Þ�wsð~r1Þd~r1: (16)

Furthermore

VCð1Þ ¼
ð

rð~r2Þ
~r1 �~r2j jd~r2 ¼

XN
i

ð
cið~r2Þcið~r2Þ
~r1 �~r2j j d~r2

¼
XM
t;u

Ptu

ð
wtð~r2Þwuð~r2Þ
~r1 �~r2j j d~r2; (17)

where the exchange correlation potential VXC is given as the functional derivative

of the exchange correlation energy with respect to the density or

VXC ¼ @EXC=@r: (18)

2.2.1 Practical Implementations of the Kohn–Sham Method

In the earliest implementation applied to molecular problems, K. Johnson [39] used

scattered-plane waves as a basis and the exchange-correlation energy was

represented by (13). This SW-Xa method employed in addition an (muffin-tin)

approximation to the Coulomb potential of (17) in which VC is replaced by a sum of

spherical potentials around each atom. This approximation is well suited for solids

for which the SW-Xa method originally was developed [40]. However, it is less

appropriate in molecules where the potential around each atom might be far from

spherical. The SW-Xa method is computationally expedient compared to standard

ab initio techniques and has been used with considerable success [41] to elucidate

the electronic structure in complexes and clusters of transition metals. However, the

use of the muffin-tin approximation precludes accurate calculations of total

energies. The method has for this reason not been successful in studies involving

molecular structures and bond energies [42].
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The first implementations of a self-consistent KS-scheme, without recourse to

the muffin-tin approximations, are due to Ellis and Painter [43], Baerends et al.

[44], Sambe and Felton [45], Dunlap et al. [46] as well as Gunnarson et al. [47]. The
accurate representation of VC is in general accomplished by fitting the molecular

density to a set of one-center auxiliary functions [44, 46] f�ð~r1Þ as

rð~r1Þ �
X
�

a� f�ð~r1Þ (19)

from which the Coulumb potential can be calculated analytically [44, 46] in each

point~r1 as

VCð~r1Þ ¼
X
�

ð
a�f�ð~r2Þ
~r1 �~r2j jd~r2: (20)

The matrix elements FKS
rs can subsequently be obtained from numerical integra-

tion as

FKS
rs ¼

X
k

½wrð~rkÞĥwsð~rkÞþwrð~rkÞVCð~rkÞwsð~rkÞþwrð~rkÞVXCð~rkÞwsð~rkÞ�Wð~rkÞ; (21)

where Wð~rkÞ is a weight factor [43, 48–52]. FKS
rs can now be evaluated as wrð~rkÞ,

wsð~rkÞ, ĥwrð~rkÞ, VCð~rkÞ, VXCð~rkÞand Wð~rkÞ readily are calculated at each sample

point ~rk. The extensive use of numerical integration [43, 48–52] is amiable to

modern vector machines. Numerical integration also makes it easy to deal with

complicated expressions for VXC. The often intricate form of VXC and EKS
XC

precludes on the other hand a completely analytical evaluation of FKS
rs and EKS.

Some of the earliest DFT programs such as ADF [44] and DMOL [50] make use

of Slater-type orbitals (STOs), which necessitated that all parts of FKS
rs and EKS are

calculated by numerical integration. In that case, special care must be exercised in

order to calculate total energies [53, 54], energy gradients [55] and energy Hessians

[56–58] sufficiently accurate. Other early packages including LCGTO [45, 46],

DeMon [59], DGauss [60] and ParaGauss [61]. Later adaptations have also been

introduced into Gaussian, QChem, Jaguar, Spartan, Turbomol, Dalton, Gamess

BDF [62], Molpro, Molcas ORCA, all make use of Gaussian-type orbitals

(GTOs) where only the exchange-correlation part of FKS
rs and EKS is evaluated by

numerical integration. However in several of these packages fitting of the density as

in (19) is employed to speed up the calculation of Coulomb integrals by making use

of the resolution of the identity [63, 64] or Cholesky decomposition techniques [65,

66]. A unique approach has been taken by A. Becke in which the Kohn–Sham

orbitals and energy are optimized without the use of basis functions as in (4). The

approach implemented in the Numol program [67] was first applied to diatomic

molecules and later also to polyatomic systems.
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2.2.2 The Development of New Density Functionals

The quality of the DFT calculations obviously depends on how well the approxi-

mate expression for EKS
XC represents the exact (but unknown) exchange correlation

functional. Throughout the 1970s, the large majority of DFT calculations were

based on the local density approximation (LDA) in which the exchange ELDA
X [68]

and correlation ELDA
C [69] energies both are taken from the homogeneous electron

gas and expressed as a simple function of the electron density with ELDA
X quite

similar to EHFS
X of (13) where aex ¼ 2=3. The LDA calculations afforded in general

metal–ligand distances in much better agreement with experiment than HF as

shown in Table 1. Furthermore, orbital plots based on LDA tented to make more

chemical sense than those from HF calculations.

It might seem surprising that the “approximation” of EHF
X by ELDA

X should lead to

substantially better structures. An extensive analysis [74, 75] has shown that the

difference ELDA
X � EHF

X which is added to EHF
X in order to obtain ELDA

X in fact to

some degree mimic “static correlation” which is absent in the HF-scheme. Unfor-

tunately, towards the end of the 1970s when the DFT-based methods finally were

sufficiently numerically stable [53, 54] to calculate metal–ligand dissociation

energies, it became evident that the LDA scheme systematically overestimates

bond energies. Thus after one decade of excitement, it seemed as if practical DFT

calculations would be limited in scope and unable to deal with the subject of

reactivity and thermochemistry.

This prospect was changed when A. D. Becke through a series of seminal papers

[76–78] introduced expressions for EKS
XC that depended not only on the density r but

also on its gradient rr. This modification has become known as the generalized

gradient approximation (GGA) and it significantly improved the accuracy of the

energetics as shown in Table 2. Well-known GGAs are BP86 and BLYP in which

the exchange part is due to Becke [76] and the correlation based on the work of

Perdew [80] and Lee [81] et al., respectively.

The work by Becke had a profound impact on the quantum chemistry commu-

nity. Thus by 1992 most theoretical chemists that up to that time had been sceptical

about DFT embraced the method and in a short period DFT was incorporated into

Table 1 A comparison of bond distances (Å) from HF and LDA calculations with experiment

A–B HF LDA Expt

Fe(CO)5 Fe–Cax 2.047a 1.774b 1.807

Fe–Ceq 1.874a 1.798b 1.827

Fe(C5H5)2 Fe–C 1.88c 1.60d 1.65

HCo(CO)4 Co–Ceq 2.02e 1.753f 1.764

Co–Cax 1.96e 1.779f 1.818
a[68]
b[70]
c[69]
d[71]
e[72]
f[73]
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all major program packages such as Gaussian, Gamess and Turbomol. The popu-

larity of DFT has led to the development of many new functionals as reviewed

elsewhere [82–87].

Perhaps the most popular has been the hybride functional B3LYP [78] by Becke

in which 20% of ELYP
X is replaced by EKS

X . We present in Table 3 a number of

metal–ligand distances optimized by B3LYP [88]. For most systems, the error is

only 0.02 Å. In Table 4, we compare metal–ligand bond energies calculated by

BLYP [76, 81] and B3LYP [76, 80]. Obviously, B3LYP represents a clear improve-

ment over BLYP.

Progress in the development of functionals have up to now involved modeling of

both EKS
X and EKS

C . However, some theoreticians including Becke are increasingly of

the opinion that further progress in DFT will require the use of exact exchange EHF
X

for EKS
X . What is left is to augment the approximate EKS

C functionals which only

consider dynamic correlation with static correlation. Becke has introduced such

functionals DF07 [89] in which static correlation is modeled by modified

Table 2 First metal-carbonyl dissociation energy (kJ/Mol) in a number of metal carbonylsa

Molecule HFS LDA BP86 Exp

Cr(CO)6 278 276 147 162

Mo(CO)6 226 226 119 126

W(CO)6 247 249 142 166

Ni(CO)4 194 192 106 104
a[79]

Table 3 Calculated metal-ligand bond lengtha

Compound Bond B3LYP Exp

TiF4 Ti–F 1.74 1.75

TiCl4 Ti–Cl 2.17 2.17

Cr(CO)6 Cr–C 1.91 1.92

Cr(C6H6)(CO)3 Cr–C (C6H6) 2.23 2.21

Cr(C6H6)(CO)3 Cr–C (CO) 1.85 1.86

Mn2(CO)10 Mn–Mn 2.96 2.98

Mn2(CO)10 Mn–Cax 1.80 1.80

Mn2(CO)10 Mn–Ceq 1.85 1.87

Fe(CO)5 Fe–Cax 1.81 1.81

Fe(CO)5 Fe–Ceq 1.80 1.83

Fe(C5H5)2 Fe–C 2.06 2.06

Fe(C2H4)(CO)4 Fe–C(CO) 2.11 2.12

Fe(C2H4)(CO)4 Fe–Cax 1.81 1.82

Fe(C2H4)(CO)4 Fe–Ceq 1.79 1.81

CoH(CO)4 Co–Ceq 1.79 1.82

Co2(CO)4 Co–Co 2.61 2.53

Ni(CO)4 Ni–C 1.81 1.84

CuF Cu–F 1.66 1.75

Mean absolute error 0.02
aFrom [88]. Distances in Å
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expressions for ELDA
X � EHF

X . It can be seen in Table 3 that the results [88] are quite

encouraging. For a larger sample of systems, the mean absolute error was 6.3 kcal/

mol, 4.3 kcal/mol and 2.3 kcal/mol for BLYP, B3LYP and DF07 [89], respectively.

It is in a way ironic that DFT from its promising Xa start with a local exchange

approximation EXa
X is back to Hartree–Fock and EHF

X as a starting point.

2.3 Post-Hartree–Fock Methods

It is an attractive feature of ab initio wave function theory that there is a clear

hierarchy of methods leading from Hartree–Fock to the exact solution of the

Schr€odinger equation. Post-Hartree–Fock methods can be divided into three main

categories [88]. The first is based on (Møller–Plesset) perturbation theory [89] and

referred to as MPn where n is the order of the perturbation. MPn is excellent when

Hartree–Fock already is giving a reasonable description, as is often the case for

complexes involving 4d and 5d elements. Otherwise, it fails or might only converge

slowly with the order n. MP2 can be used for medium size systems of 100–200

atoms.

The second category is based on configuration interaction (CI) in which the HF

determinantC0 is augmented by a number of determinantsCk constructed fromC0

by replacing one or more of the occupied HF orbitals with virtual HF orbitals

CCI ¼
Xn
k¼0

DkCk: (22)

In simple CI, the expansion coefficients Dk are optimized in such a way thatCCI

has the minimum energy. The expansion in (22) can be slowly converging requiring

millions of terms. The number of needed terms can be reduced in the multi-

configuration SCF procedure (MCSCF), where both Dk and the orbital expansion

Table 4 Average M-L dissociation energiesa

Complex BLYP B3LYP DF07b Exp

Cr(CO)5 29.7 22.8 25.0 23.4

Cr(CO)6 30.6 24.8 26.9 25.6

Mn2(CO)10 28.6 20.3 22.9 22.7

MnH(CO)5 34.7 27.4 29.0 27.4

Fe(CO)4 33.7 23.4 25.8 24.7

Fe(CO)5 34.0 25.9 28.4 28.0

Co2(CO) 8 40.4 26.4 31.2 30.6

CoH(CO)4 45.6 36.9 38.1 36.9

Ni(CO)3 36.5 35.0 39.1 38.8

Ni(CO)4 41.7 32.5 34.5 35.3
aFrom [88] with energy in kcal/mol
bFunctional due to Becke from [89]
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coefficients of (4) are optimized simultaneously with respect to the energy of CCI

[88]. One of the better known MCSCF schemes is the complete active space self-

consistent field method (CASSCF) [90]. In this scheme, one considers an active

space of Mocc occupied HF orbitals and Mvir virtual HF orbitals. From this space,

CCI is constructed by taking into account all possible displacement of orbitals from

Mocc to Mvir. As the number of terms in (22) rapidly goes up with the size of the

active space, a more limited number of terms can be selected in the restricted active

space self-consistent field method (RASSCF). Both CASSCF and RASSCF can

be augmented with second-order perturbation theory in CASPT2 and RASPT2 [91].

CASSCF, RASSCF as well as CASPT2, RASPT2 have been used extensively in

transition metal chemistry. They are the methods of choice in those cases where a

system is poorly described by a single Slater determinant. Other methods that can be

used in a similar situation are the generalized valence bond method (GVB) [92],

valence bond theory (VB) [93] and the symmetry adapted cluster/configuration

interaction (SAC-CI) method [94]. All of these methods scale as (ne)
5 or worse with

the number of electrons ne and can as a consequence only be used for smaller systems.

The third and last category is the couple cluster (CC) method [88]. In this

scheme, one writes the wave function CCC as

CCC ¼ eTC0; (23)

with

eT ¼ 1þ T þ 1

2
T2 þ 1

6
T3 ¼

X1
k¼0

1

k!
Tk (24)

and the cluster operator T given by

T ¼ T1 þ T2 þ T3 þ ::::TN þ :::: (25)

Here, the Ti operator when working on C0 affords the ith excited Slater

determinants. In practical, CC calculations T of (25) is truncated. Thus keeping

T1 þ T2 gives rise to CCSD whereas the addition of T3 and subsequently T4 leads to
CCSDT and CCSDTQ, respectively. The CCSD scheme which scales as (ne)

6 is

used routinely for up to 100 electrons. It is considered as the most accurate method

for metal complexes in those cases where the reference HF determinant C0 affords

a reasonable description. CCSDT and CCSDTQ scales as (ne)
8 and (ne)

10, respec-

tively, they can only be used for very small systems.

2.4 Applications to the Ground State of Permanganate
and Related Tetroxo Systems

The methods described above have been applied to ground state properties of a

large number of complexes. These properties include parameters from infrared
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(IR), Raman nuclear magnetic resonance (NMR), electron spin resonance (ESR),

M€osbauer and vibronic circular (VCD) spectroscopy as well as electric and

magnetic dipole moments, polarizability and magnetic susceptibility [83]. We

shall in the following as an example discuss some applications to permanganate

and related tetroxo complexes.

2.4.1 Electronic Structure of Permanganate

The permanganate anion MnO4
� has a tetrahedral geometry with a Td point group

symmetry, Fig. 1. At each oxygen atom, we have a core like 2s orbital as well as two
2pp and one 2psvalance orbitals. The total number of valence electrons is 32 of

which 8 are in core type 2s levels and the remaining 24 in molecular orbitals

spanned by 2pp, 2ps and 3d. We show in Fig. 2 the levels represented by orbitals

made up of 2pp, 2ps and 3d.
The lowest level is represented by 1t2 which is a bonding combination between a

d orbital transforming as t2 and a t2 ligand combination. The corresponding anti-

bonding combination is given by the empty 3t2 orbital, Fig. 3. Slightly above is the
1e level corresponding to the bonding combination between a d orbital

transforming as e and a ligand combination of e-symmetry. The related anti-

bonding combination is 2e, Fig. 3. Further above is 1a made up of 2ps ligand

combinations interacting in-phase with 4s on the metal. At highest energy among

the occupied orbitals are the 2t2 and 1t1 combinations that both are ligand based

with no contributions from the metal, Table 3. The empty 3t2 and 2e levels

correspond to the d many- fold split by the ligand orbitals with 2e below 3t2 as

predicted by ligand field theory [5]. The compositions and relative energies of the

frontier orbitals for MnO4
� is what one would obtain from an LDA or GGA

calculation [36] on MnO4
�. It is interesting to note that Wolfberg and Helmholz

[13] in the very first LCAO calculation on MnO4
� found 2e above 3t2 in

x
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YM

Fig. 1 Geometry of MnO4
�
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disagreement with ligand field theory. Later calculations both based on wave

function theory and DFT have always recovered the ligand field ordering.

There has been a number of HF ab initio calculations on MnO4
� [95–102]. All of

these calculations exhibit a very different picture from that of Fig. 3 with 1t2 being a
pure d-orbital and 1e exclusively a ligand orbital. Thus, HF reveals an ionic

bonding mode as opposed to the covalent DFT picture displayed in Fig. 3. Buijse

and Baerends have analyzed the bonding in MnO4
� based on HF, post-HF and DFT

calculations [103]. They point out the special circumstances encountered in

complexes of 3d elements where one has 3s and 3p core-type orbitals of the same

radial extent as 3d. The 3s,3p orbitals will interact repulsively with the ligands

making it impossible to reach metal–ligand distances where the 3d to ligand

overlaps are optimal. The HF method responds to the relatively weak metal–ligand

interactions by localizing the electrons on either the metal or the ligands in each

orbital and thus optimize the exchange interaction. The covalent bond picture

provided by DFT is recovered nicely in extensive CI and MCSCF calculations.

1t2

1e

1a

2t2

1t1

2e
3t2

Fig. 2 Orbital level diagram

for MnO4
�
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Fig. 3 Frontier molecular orbitals of MnO4
�
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At the HF-level, MnO4
� is unstable with respect to dissociation into one electron

and the neutral species. Introducing post-HF calculations makes MnO4
� stable with

respect to such a dissociation. The problems encountered for HF in 3d metal

complexes are not present in systems involving nd (n ¼ 4,5) elements since the

corresponding ns, np orbitals are much more contracted than nd for n ¼ 4,5. Also,

the HF error seems to be more severe for late 3d elements than early 3d elements.

2.4.2 17O Chemical Shifts in Permanganate and Related Tetroxo Systems

There are a number of spectroscopic parameters that can be formulated as the

second derivative of the total energy with respect to two perturbations [88]. One

such parameter is the nuclear shielding tensor [104]

sNst ¼
d2E

dBsdmNt

� �
ð~B¼0;~mN¼0Þ

; (26)

where Br; mNt are Cartesian components of, respectively, an external homogeneous

magnetic field ~B and a nuclear magnetic moment ~mNof nucleus N. Related to the

shielding tensor of nuclei N is the shielding constant

sN ¼ 1

3
½sNxx þ sNYY þ sNZZ� (27)

as well as the chemical shift given by

dN ¼ sN � sref : (28)

Here, sref is the shielding constant of the reference with respect to which the

chemical shift dN of nuclei N is measured. Finally, the shielding tensor component

sNst has a diamagnetic contribution sd;Nst and a paramagnetic contribution sp;Nst .

Here sd;Nst only depends on the occupied ground state orbitals whereas sp;Nst depends

on the coupling between ground state occupied and virtual orbitals induced by the

external homogeneous magnetic field ~B [104]. We present in Table 5 the 17O

chemical shift of several tetroxo complexes including permanganate.

It is clear from Table 5 that the chemical shifts calculated with HF are too

negative with the possible exception of the two 5d complexes WO4
2� and ReO4

�.
The agreement with experiment is especially poor for MnO4

�. An analysis reveals

that the deviation for permanganate comes from the paramagnetic contribution sp;Nst ,

where the coupling between occupied and virtual orbitals are exaggerated due to

their localized nature. Thus, occupied and virtual orbitals both localized on either

the metal or the ligands will lead to a strong coupling. Introducing next the MP2

method is seen to lead to an overcompensation, where most shifts goes from

negative in HF to positive in MP2. On the other hand, the GGA scheme BP86
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with delocalized orbitals, Fig. 3, and a covalent bonding description leads to shifts

in reasonable agreement with experiment for all systems, even permanganate.

Adding 20% HF exchange in the hybrid B3LYP leads as expected to more negative

shifts but not to an overall improved agreement with experiment.

2.4.3 M-O Spin–Spin Coupling Constants in Permanganate

and Related Tetroxo Systems

Another spectroscopic parameter that we can write as a second-order energy

derivative is the spin–spin coupling tensor of NMR defined as [107–109]

KAB
st ¼ d2E

dmAs dmBt

� �
ð~mA¼0;~mB¼0Þ

; (29)

where mAs ; m
B
t are Cartesian components of the nuclear magnetic moments ~mA and

mBt on nuclei A and B, respectively. Related to the coupling tensor Kst is the reduced

coupling constant

KAB ¼ 1

3
½KAB

xx þ KAB
yy þ KAB

zz �: (30)

There are four contributions to KAB

KAB ¼ KFC
AB þ KPSO

AB þ KDSO
AB þ KSD

AB; (31)

represented by the Fermi-contact term ðKFC
ABÞ, the paramagnetic spin-orbit term

ðKPSO
AB Þ, the diamagnetic spin-orbit term ðKDSO

AB Þ and the spin-dipolar term ðKSD
ABÞ. Of

these the first two are in most cases dominating.

We compare in Table 6 calculated [107] reduced coupling constants KMO based

on BP86 with experiment. The agreement is in general good with the possible

exception of MnO4
�. The largest contribution comes from the Fermi-contact term

Table 5 17O Chemical shifts [ppm] for tetroxo complexes calculated by different methods and

compared to experiment

Compound HFa MP2a BP86b B3LYPa Expa

WO4
2� �194 �21 �140 �183 �129

MoO4
2� �335 �60 �251 �289 �239

CrO4
2� �1,308 2,173 �508 �640 �544

ReO4
� �464 3 �282 �339 �278

TcO4
� �819 184 �421 �518 �458

MnO4
� �7,248 54,485 �832 �1,149 �939

OsO4 �1,295 1,069 �517 �657 �505

RuO4 �3,330 8,262 �740 �1,037 �820
a[105]
b[106]

A Chronicle About the Development of Electronic Structure Theories 17



KFC
MO, Table 6. This term arises from a generation of net spin-density at the position

of the metal nuclei due to the nuclear magnetic moments on the oxygen ~mO. The
generation of net spin density requires the coupling of occupied and virtual ground

state orbitals of a1 symmetry with contributions from both 2s orbitals on oxygen and
3s,4s orbitals on the metal. KFC

MO is as explained elsewhere [107] positive for all the

systems and larger for complexes of 4d-elements than 3d-elements. The second

important contribution is KPSO
MO . It arises when the magnetic field due to the

magnetic dipole of the metal couples occupied and virtual orbitals to generate a

current density that interacts with the nuclear magnetic moment of the oxygens. The

negative KPSO
MO is established by the coupling between 1t2 and 3t2. It is proportional

to the coupling integral between the two orbitals as well as 1=ðe3t2 � e1t2Þ. As
MnO4

� has the smallest e3t2 � e1t2energy gap, it has the most negative contribution

from KPSO
MnO and the smallest KMnO. In fact, it is likely that KPSO

MnO is too negative for

MnO4
�, leading to a too small estimate of KMnO.

3 Excited State Electronic Structure Theory

The development of electronic structure theories for metal complexes has always been

closely linkedwith electron spectroscopy of transitionmetal compounds.We shall in the

following describe both DFT and wave function methods that have been used in the

study of excited states. We shall also discuss their application to the tetroxo systems.

3.1 Different DFT-Based Methods Used in the
Study of Excited States

As we have seen in Sect. 2, KS-DFT has been very successful in dealing with

ground state properties, especially for closed shell molecules. KS-DFT owes this

Table 6 Reduced coupling constants a,bKMO in some tetroxo complexes

Molecule RM–O
cKFC

MO
dKPSO

MO
eKMO calculated

KMO

Exp

VO4
3� 1.711 243 �94 150 144

CrO4
2� 1.653 244 �140 104 108

MnO4
� 1.629 218 �189 29 75

MoO4
2� 1.765 464 �118 346 380

TcO4
� 1.676 531 �128 403 359

aIn SI units of 1019 kg m�2 s�2 A�2

bFrom [107]
cFermi-contact contribution
dParamagnetic spin-orbit contribution
eTotal reduced coupling constant
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success to its simplicity as well as the development of increasingly accurate energy

density functionals e½r� or exchange correlation potentials VXC½r� [82–87]. There
has been considerable interest in also applying KS-DFT to excited states.

3.1.1 Variational DFT Approaches in the Study of Excited States

The first category of DFT-based methods applied to excited states is the variational

approaches. They include ensemble DFT [110, 111], variation of bifunctionals

[112] and DDFT/DSCF-DFT [36, 113–116]. Of the variational methods, DDFT/
DSCF-DFT can be readily implemented and applied whereas only few applications

have appeared based on the two first approaches due to their computational

complexity. In DDFT/DSCF-DFT [36, 113–116], one generates new “excited

state” KS-Slater determinants from the ground state determinant by substituting

one (or more) of the occupied ground state KS-orbitals with one or more ground

state virtual KS-orbitals. An evaluation of the energy of the new determinants

followed by subtraction of the ground state energy makes it possible to determine

excitation energies corresponding to one-, two- and multi-electron excitations. In

addition, the DSCF-DFT scheme (but not DDFT) allows for the occupied orbitals in
the excited state to be optimized variationally.

The DDFT/DSCF-DFT scheme has been met with considerable reservation.

Thus, DDFT/DSCF-DFT assumes implicitly that a transition can be represented

by an excitation involving only two orbitals, an assumption that seems not generally

to be satisfied. Also, the variational optimization in DSCF-DFT of the orbitals

makes it difficult to ensure orthogonality between different excited state

determinants when many transitions are considered, resulting ultimately in a varia-

tional collapse. Finally, it has been questioned [110] whether there exists a varia-

tional principle for excited states in DFT. In spite of this, some of the first

pioneering chemical applications of DFT involved DSCF-DFT calculations on

excitation energies [36, 113–116] for transition metal complexes and DSCF-DFT
is still widely used [117–121].

3.1.2 DFT Approaches in the Study of Excited States Based

on Response Theory

A popular alternative to variational approaches in the study of excited state

properties is time-dependent DFT (TD-DFT) in its adiabatic formulation

[122–128]. In this scheme, one considers the first-order change in the ground

state density rðgÞðo;~rÞ due to a perturbation from the g-component EgðoÞ of a

frequency-dependent electric field and the associated frequency-dependent polariz-

ability agbðoÞ: The excitation energies o0 are subsequently found as poles or

resonances for agbðoÞ:
The adiabatic TD-DFT approach [122–124] seems to be free of much of the

problems associated with DSCF-DFT. In the first place, TD-DFT transition energies
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o0 are calculated from a ground state property agbðoÞ by a frequency-dependent

response method rather than excited state variation theory. Furthermore, orthogo-

nality is ensured as all excitation energies are found as eigenvalues to a common

matrix constructed from the ground state Hessian [88, 122–124, 129–131].

Extensive benchmarking of adiabatic TD-DFT [132–137] has revealed that the

calculated excitation energies are in fair agreement with experiment. It is thus to

be expected that adiabatic TD-DFT be used increasingly as a reasonable compromise

between accuracy and computational cost in many applications [132–137]. However,

the extensive benchmarking has revealed some systematic errors [132–137] in

the calculated excitation energies when use is made of the GGA as well as the popular

approximate hybrid functionals containing fractions of exact Hartree–Fock exchange.

The largest deviations [132–137] are found for transitions where electrons are

moved between two separated regions of space (charge transfer transitions) or

between orbitals of different spatial extend (Rydberg transitions) [138–140].

Ziegler et al. have in two recent studies [141, 142] analyzed the reason for the

deviations between experimental charge transfer (CT) excitation energies and

estimates obtained from TD-DFT applications. It was found that the deviations for a

large part can be traced back to the simple approach taken in standard TD-DFT where

terms depending on the linear orbital response parameter set U only is kept to second

order in U for the energy expression [141, 142]. While this simple linear response

approach is adequate for the correspondingHartree–Fock time-dependent formulation

where self-interaction is absent [143], it is inadequate for TD-DFT applied to most

approximate functionals where self-interaction terms are present [141–143]. In those

cases, higher order terms inUmust be included into the energy expression [141–143].

With the intention of including higher order terms, we have developed a

constricted variational density functional approach (CV(n)-DFT) for the calculation

of excitation energies and excited state properties [144, 145]. We shall introduce

this method in the next section and show that adiabatic TD-DFT and DSCF-DFT
both are special cases of the more general constricted variational DFT scheme.

3.1.3 Constricted Variational Density Functional Theory

In the constricted variational density functional theory, CV(n)-DFT, we carry out a

unitary transformation [145] among occupied ffi; i ¼ 1; occg and virtual ffa; a ¼
1; virg ground state orbitals

Y
focc

fvir

� �
¼ eU

focc

fvir

� �
¼

X1
n¼0

ðU2Þn
2n!

 !
focc

fvir

� �
¼ f

0
occ

f
0
vir

� �
: (32)

Here, focc and fvir are concatenated column vectors containing the sets

ffi; i ¼ 1; occgand ffa; a ¼ 1; virg whereas f0
occ and f

0
virare concatenated column

vectors containing the resulting sets ff0
i; i ¼ 1; occg and ff0

a; a ¼ 1; virg of
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occupied and virtual excited state orbitals, respectively. The unitary transformation

matrix Y is in (33) expressed in terms of a skew symmetric matrix U as

Y ¼ eU ¼ I þ U þ U2

2
þ � � � ¼

X1
n¼0

Un

n!
¼
X1
n¼0

ðU2Þn
2n!

þ U
X1
n¼0

ðU2Þn
ð2nþ 1Þ!: (33)

Here, Uij ¼ Uab ¼ 0 where “i,j” refer to the occupied set ffi; i ¼ 1; occg
whereas “a,b” refer to ffa; a ¼ 1; virg. Furthermore, Uai are the variational mixing

matrix elements that combines virtual and occupied ground state orbitals in the

excited state with Uai ¼ �Uia. Thus, the entire matrix U is made up of occ� vir

independent elements Uai that also can be organized in the column vector ~U. For a

given ~U, we can by the help of (33) generate a set of “occupied” excited state orbitals

fi
0 ¼

Xoccþvir

p

Ypifp ¼
Xocc
j

Yjifj þ
Xvir
a

Yaifa (34)

that are orthonormal to any order in Uai.

In the simple CV(2)-DFT theory [144], the unitary transformation of (33) is

carried out to second order in U. We thus obtain the occupied excited state orbitals

to second order as

fi
0 ¼ fi þ

Xvir
a

Uaifa �
1

2

Xocc
j

Xvir
a

UaiUajfj; (35)

from which we can generate the excited state Kohn–Sham density matrix to second

order as

r
0 ð1; 10Þ ¼ rð0Þð1; 10Þ þ Dr

0 ð1; 10Þ

¼ rð0Þð1; 10Þ þ
Xocc
i

Xvir
a

Uaifað10Þf�
i ð1Þ þ

Xocc
i

Xvir
a

U�
aif

�
að1Þfið10Þ

þ
Xocc
i

Xvir
a

Xvir
b

U�
aiUbifað10Þf�

bð1Þ �
Xocc
i

Xocc
j

Xvir
a

UaiU
�
ajfið10Þf�

j ð1Þ:

(36)

The expression for r0ð1; 10Þ makes it next possible to write down the

corresponding excited state Kohn–Sham energy to second order as

EKS ½r0ð1; 10Þ� ¼ EKS r0
� �þX

ai

UaiU
�
aiðe0a � e0i Þ þ

X
ai

X
bj

UaiU
�
bjKai;bj þ 1

2

�
X
ai

X
bj

UaiUbjKai;jb þ 1

2

X
ai

X
bj

U�
aiU

�
bjKai;jb þ O½Uð3Þ�: (37)
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Here, EKS r0½ � is the ground state energy and “a,b” run over virtual ground state

canonical orbitals, whereas “i,j” run over occupied ground state canonical orbitals.

Furthermore

Kru;tq ¼ KC
ru;tq þ KXC

ru;tq (38)

where

KC
ru;tq ¼

ð ð
f�
r ð1Þfuð1Þ

1

r12
f�
t ð2Þfqð2Þdv1dv2 (39)

whereas

K
XCðHFÞ
ru;tq ¼ �

ð ð
f�
r ð1Þfqð1Þ

1

r12
f�
t ð2Þfuð2Þdv1dv2 (40)

for Hartree–Fock exchange correlation and

K
XCðDFTÞ
ru;tq ¼ dðmsr;msuÞdðmst;msqÞ

ð
f�
r ð~r1Þfuð~r1Þ½f ðmsr ;mstÞðr0Þ�f�

t ð~r1Þfqð~r1Þd~r1
(41)

for DFT exchange correlation. In (41), msr ¼ 1=2 for a spin orbital frð1Þ of a-spin
whereas msr ¼ �1=2 for a spin orbital frð1Þ of b-spin. In addition, the kernel

f ðt;uÞðr0Þ is the second functional derivative ofEXC with respect to ra and rb

f t;uðr0a; r0bÞ ¼
d2EXC

drtdru

� �
0

t¼a;b ; u ¼ a; b: (42)

Finally e0i ; e
0
a in (37) are the ground state orbital energies of, respectively, fið1Þ

and fað1Þ.
In CV(2)-DFT [144], we seek points on the energy surface EKS½r0� such that

DEKS½Dr0�¼EKS½r0� � EKS½r0� represents a transition energy. Obviously, a direct

optimization of DEKS½Dr0� without constraints will result in DEKS½Dr0� ¼ 0 and

U ¼ 0. We [144] now introduce the constraint that the electron excitation must

represent a change in density Dr0 where one electron in (36) is transferred from the

occupied space represented by Drocc ¼ �Pija UaiU
�
aj’ið10Þ’�

j ð1Þ to the virtual

space represented by Drvir ¼
P

iab UaiU
�
bi’að10Þ’�

bð1Þ. An integration of Drocc
and Drvir over all space affords � Dqocc ¼ Dqvir ¼

P
ai UaiU

�
ai. We shall thus

introduce the constraint
P

ai UaiU
�
ai ¼ 1. Constructing next the Lagrangian L ¼

EKS½r0� þ lð1�Pai UaiU
�
aiÞ with l being a Lagrange multiplier and demanding

that L be stationary to any real variation in U results in the eigenvalue equation
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AKS þ BKS
� 	

~UðIÞ ¼ lðIÞ~UðIÞ; (43)

where

AKS
ai;bj ¼ dabdijðe0a � e0i Þ þ KKS

ai;bj; BKS
ai;bj ¼ KKS

ai;jb: (44)

We can now from (43) determine the sets of mixing coefficients

f~UðIÞ; I ¼ 1; occ� virg that make L stationary and represent excited states. The

corresponding excitation energies are given by lðIÞ as it can be seen by multiplying

by ~UðIÞþ from the left in (43) and making use of the constraint and normalization

condition ~UðIÞþ~UðIÞ ¼ 1.

Within the Tamm–Dancoff approximation [146] ðBKS ¼ 0Þ (43) reduces to

AKS~UðIÞ ¼ lðIÞ~UðIÞ (45)

which is identical in form to the equation one obtains from TDDFT in its adiabatic

formulation [132–137] after applying the same Tamm–Dancoff [146]

approximation.

Having determined ~UðIÞ from either (43) or (45) allows us [145] now to carry out

the unitary transformation of (32) to all orders. The resulting occupied excited state

orbitals are given by [145]

’0
j ¼ cos½�gj�’o

j þ sin½�gj�’v
j ; j ¼ 1; occ; (46)

here ’o
j and ’v

j are according to the corresponding orbital theory of Hall and

Amos27 eigenvectors to, respectively, Docc and Dvir with the same eigenvalues gi
where ðD2

occÞij ¼
Pvir

a UaiUaj and ðD2
virÞab ¼

Pocc
i UaiUbi. Here, ’o

j is a linear

combination of occupied ground state orbitals whereas ’v
j is a linear combinations

of virtual ground state orbitals. Thus in the corresponding orbital representation

[145] only one occupied orbital ’o
j mixes with one corresponding virtual orbital ’v

j

for each occupied excited state orbital ’0
j when the unitary transformation is carried

out to all orders according to (32). Martin [145] has used the representation of

corresponding orbitals to analyze excitations described by TDDFT and TDHF. In

his interesting analysis, f’o
j ð1Þ; ’v

j ð1Þg are referred to as natural transition orbitals

(NTO).

The change in the density matrix Drð1Þ due to a one-electron excitation takes on
the compact form of

Drð1Þð1; 10Þ ¼
Xocc
j

sin2½�gj�½’v
j ð10Þ’v

j ð1Þ � ’o
j ð10Þ’o

j ð1Þ�

þ
Xocc
j

sin½�gj� cos½�gj�½’v
j ð1Þ’o

j ð10Þþ’v
j ð10Þ’o

j ð10Þ� (47)
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when the unitary transformation in (32) is carried out to all orders. In (46) and (47),

the scaling factor � is introduced to ensure that Drð1Þð1; 10Þ represent the transfer of
a single electron from the occupied orbital space density� sin2½�gj�’o

j ð10Þ’o
j ð1Þ to

the virtual orbital space density
Pocc
j

sin2½�gj�’v
j ð10Þ’v

j ð1Þ orXocc
j

sin2½�gj� ¼ 1: (48)

Here, the constraint of (48) is a generalization of the corresponding second order

constraint
P

ai UaiU
�
ai ¼ 1 used to derive (43) and (45).

We finally get for the excitation energy including terms to all orders in U

DEð1Þ ¼ E1
KS½r0 þ Drð1Þ� � EKS½r0�

¼ �
Xocc
j

sin2½�gj�FKS
jojo ½r0 þ

1

2
Drð1Þ� þ

Xocc
j

sin2½�gj�FKS
jvjv ½r0 þ

1

2
Drð1Þ�

þ
Xocc
j

cos½�gj� sin½�gj�Fjojv ½r0 þ 1

2
Drð1Þ�

þ
Xocc
j

cos½�gj� sin½�gj�Fjvj0 ½r0 þ
1

2
Drð1Þ� þ O½3�ðDrð1ÞÞ: ð49Þ

Here, (49) is derived by Taylor expanding [54] E1
KS½r0 þ Drð1Þ� and EKS½r0� from

the common intermediate densityr0 þ 1=2Drð1Þ. Further,FKS½r0 þ 1=2Drð1Þ� is the
Kohn–Sham Fock operator defined with respect to the intermediate Kohn–Sham

density matrix r0 þ 1=2Drð1Þ
, whereas F

KS
pq ½r0 þ 1=2Drð1Þ� is a matrix element of

this operator involving the two orbitalsfp;fq. The expression in (49) is exact to third

order in Drð1Þ, which is usually enough [54]. However, its accuracy can be extended
to any desired order in Drð1Þ [54].

The energy expression in (49) is perturbative in the sense that we make use of a

U matrix optimized with respect to the second-order energy expression of (37). We

refer to this method as CVð1Þ � DFT [145]. We shall now seek ways in which to

find vectors ~U
ðIÞ
ð1Þ that optimize E1

KS½r0 þ Drð1ÞðUÞ�. To this end, we can start with
~U
ðIÞ
ð2Þ ¼ ~UðIÞ found from (45). Let us call this solution setU0. We can now carry out a

Taylor expansion

Eð1Þðr0 þ UÞ ¼ Eð1Þðr0 þ U0Þ þ
X
ai

dEð1Þ

dUai

� �
0

DUai

þ 1

2

X
ai

X
bj

d2Eð1Þ

d2UaiUbj

 !
0

DUaiDUbj

¼ Eð1Þðr0 þ U0Þ þ
X
ai

gðU0ÞaiDUai þ 1

2

X
ai

X
bj

HðU0Þai;bjDUaiDUbj þOð3Þ½DU�:

(50)
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Here, the gradient, ~g, evaluated at U0 has matrix elements given by

gðUoÞai ¼
dEð1Þ

dUai

� �
0

¼
Xa;b
s

@E

@rs

� �
0

@rs
dUai

� �
0

¼
Xa;b
s

ð
F̂KS
s ½ðU0Þ� @rs

dUai

� �
0

dv1: (51)

Furthermore the Hessian
$
HðUoÞ evaluated at U0 has matrix elements given by

HðUoÞai;bj¼
d2Eð1Þ

dUaidUbj

� �
0

¼ d

dUbj

dEð1Þ

dUai

� �
¼ d

dUbj

Xa;b
s

@Eð1Þ

@rs

� �
0

@rs
@Uai

� �
o

¼
Xa;b
s

Xa;b
t


ðð
@rsð1Þ
@Ubj

� �
0

1

r12

@rtð2Þ
@Uai

� �
0

dv1dv2

þ
ð
f st


rðU0Þ

�
@rs
@Ubj

� �
0

@rt
@Uai

� �
0

dv1

�
þ
Xa;b
s

ð
FKS
s



rðU0Þ

�
@2rs

@Uai@Ubj

� �
0

dv1

ffi
Xa;b
s

Xa;b
t

ð
FKS
t



rðU0Þ�þ @rs

@Ubj

� �
0

�
�FKS

t



rðU0Þ

�� 

@rt
@Uai

� �
0

dv1

þ
Xa;b
s

ð
FKS
s



U0

�
@2rs

@Uai@Ubj

� �
0

dv1:

(52)

The calculation of ~g and
$
HðUoÞ requires closed form expressions for drð1Þ

s �
ð1; 10Þ=dUai and d2rð1Þ

s ð1; 10Þ=dUaidUbj [145]. Also required are FKS
pq and Krv;st

integrals already available in standard DFT programs. We can now from (50) obtain

the optimal step within the quadratic region

DUai ¼ �
X
bj

ðH�1Þai;bjgbj (53)

Next, in order to satisfy (48), we must scale DU from (53) to obtain

U
0 ¼ �ðU0 þ DUÞ. Here � is determined by substituting �ðU0 þ DUÞ into (48). In

addition, U0 must be orthogonal to all previously found solutions

f~UðKÞ
ð1Þ;K ¼ 1; I � 1g. Thus, we obtain a new solution U00

U00 ¼ U0 �
XI�1

K

U0h jUðKÞ
E
= UðKÞ�� �� (54)
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After having calculated U00 from (54), we now set U0 ¼ U00 and go back to (50)

for another iteration. The procedure is continued until U0 � U00�� �� is smaller than a

certain threshold. After that, the search might be extended to excited state I + 1.
We have already seen that adiabatic TD-DFT within the Tamm–Dancoff

approximation is equivalent to CV(2) with BKS ¼ 0. Another scheme that has

been used in the past is DDFT [36, 113–116] where one generates new “excited

state” KS-Slater determinants from the ground state determinant by substituting one

of the occupied ground state KS-orbitals ffið1Þ; i ¼ 1; occÞ with a virtual KS-

orbitals ffað1Þ; a ¼ 1; virÞ. An evaluation of the energy of the new determinant

followed by subtraction of the ground state energy makes it possible to determine

the excitation energy DEDDFT
i!a . In relation to CV(n)-DFT, the DDFT scheme is

equivalent to applying the following approximations in (50):

ðU0Þbj ¼ ðU0Þaidabdij; DU ¼ 0; (55)

where DU ¼ 0 indicates that DDFT is a non-SCF method. The resulting excitation

energy is given as

DEDDFT
i!a ¼ Eð1Þðr0 þ U0Þ � Eð1Þðr0Þ

ffi
ð
FKS r0 þ 1

2
UaiUai½fafa � fifi�


 �
UaiUai½fafa � fifi�dv1

¼ e0a � e0i þ
1

2
KKS
aa;aa þ

1

2
KKS
ii;ii � KKS

ii;aa; (56)

where we in the last line has used that Uai ¼ 1.

Another method mentioned above is the DSCF scheme. In this method

[36, 113–116], one promotes as in DDFT an electron from an occupied ground

state KS-orbital ffið1Þ; i ¼ 1; occg to a virtual KS-orbital ffað1Þ; a ¼ 1; virg
by introducing ðU0Þbj ¼ ðU0Þaidabdij. However, in contrast to DDFT where DU ¼ 0,
the DSCF scheme updates DU and Drð1Þð1; 10Þ of (47) with the help of the diagonal

part of the Hessian, or an approximation, as DUbj¼�gbj½r0þDrð1Þ� H�1
bj;bj b¼1;vir;ð

j¼1;occÞ until self-consistency when gbj½r0þDrð1Þ�¼0. The resulting excitation

energy is given by

DEDSCF
a!i ¼

ð
FKS r0 þ 1

2
Drð1Þ


 �
Drð1Þdv1 (57)

As in DDFT, “a” and “i” in Uai belongs to the same symmetry representation.

This can be seen by realizing that the initial guess for Drð1Þ is caca � cici which

is totally symmetric. Thus, in subsequent updates DUbj ¼ �gbj½r0 þ Drð1Þ�H�1
bj;bj

we have that DUbj ¼ 0 if “b” and “j” in Ubj belongs to different representations.

That is clearly a limitation compared to TDDFT where DUbj 6¼ 0 provided that
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Drð1Þ has contributions from Uck where the direct product between “bj” and “ck”

has a contribution from the totally symmetric representation.

On the other hand, DDFT and DSCF includes the higher order “self-interaction

terms” missing in TDDFT for a qualitatively correct description of charge transfer

transitions. Furthermore, the orbitals inDSCF are specifically optimized for the i ! a
transition. Unfortunately, the unconstrained optimization applied in traditional

DSCF often leads to the variational collapse of the energy for higher lying excited

states unto the energy of lower lying excited states. Finally, in DSCF we start with

Uai ¼ 1. As orbitals of different symmetry are not allowed to mix, this ensures that

the occupation of orbitals belonging to a certain symmetry representation in DSCF
remains the same throughout the SCF procedure from the initial DDFT step

(Uai ¼ 1) to the converged result.

3.2 Different Hartree–Fock and Post-Hartree–Fock Methods
Used in the Study of Excited States

The approximate LCAO methods have all been applied to the excited states of

transition metal complexes. This is the case for the schemes based on the

Wolfberg–Helmholtz approximation [13] (WH) as well as the more quantitative

CNDO, INDO and NDDO methods [21]. Results from the Extended H€uckel [14]
and Fenske–Hall [18] approaches where the WH approximation is applied can only

be considered qualitative [24]. However, in contrast to ligand field theory [5], these

schemes describe also CT between metals and ligands as well as ligand to ligand

transitions [147]. Of the differential overlap methods [21], the most widely used for

excited states of transition metals has been the ZINDO [27] scheme by Zerner.

However, the predicted excitation energies depend heavily on the exponents chosen

for the minimal Slater- type basis set. Applications of the ab initio HF method to the

absorption spectra of transition metal complexes such as MnO4
� [95–100] became

possible in the early 1970s [29, 30]. However, the results were often disappointing.

This is not surprising since the correlation energy neglected by HF can be quite

different for the ground and excited states.

Post-Hartree–Fock methods were in the 1970s and 1980s mostly applied to

diatomic molecules with one or two transition metals where comparison could be

made to high-resolution gas phase experiments [148]. As computers became faster,

the applications were extended to larger systems. However, coupled cluster and

MCSCF schemes that are best suited for the study of transition metal complexes in

their excited states scales as (ne)
6 or worse. This puts severe limits one the size of

the studied systems even today. Among the CC methods, the iterative coupled

cluster approach including connected triples (CC3) [149] as well as the equation of

motion (EOM) [150] affords the most accurate results for systems, where

Hartree–Fock gives a reasonable description of the ground state [151]. Alternatives

that also works for cases where Hartree–Fock is a poor zero-order description are
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the symmetry adapted cluster/configuration interaction (SAC-CI) method [94] and

schemes based on MCSCF such as the CASSCF [90] and its CASPT2 extension

[91]. Especially CASPT2 has been employed extensively in studies of transition

metal systems by Bj€orn Ross and collaborators [152, 153].

3.3 Theoretical Studies on the Absorption Spectrum
of Permanganate and Related Tetroxo Complexes

Permanganate has served as a testing ground and litmus test for many computa-

tional methods as they emerged over the past 60 years. Of particular interest has

been the absorption spectrum and we shall in this section discuss the performance

of a number of the methods described above.

The low temperature and high-resolution absorption spectrum of permanganate

as recorded by Holt and Ballhausen [12] is shown in Fig. 4. The first allowed band

(I) starting at 2.27 eV (18,300 cm�1) has a well-resolved vibronic structure. It is

followed by a featureless shoulder (II) at 3.47 eV (28,000 cm�1) and another strong

band (III) at 3.99 eV (32,000 cm�1) with a clear vibronic fine structure. We finally

have a strong featureless band (IV) at 5.45 eV (43,960 cm�1).

Wolfberg and Helmholz [13] put their newly developed LCAOmethod (1952) to

the test by calculating the first two excitation energies of MnO4
�. They had in their

calculation an inversion of the order of the first two virtual orbitals of Fig. 2 with

e3t2 < e2e. This ordering is at odds with ligand field theory and lead to the contro-

versial assignment of the first two bands as (I): (b) t1 ! 3t2 and (II): (d) 2t2 ! 3t2,
Table 7. The ligand field ordering was subsequently recovered in other semi-

empirical calculations [161–167]. However, these schemes are too parameter

dependent to afford a reliable detailed assignment [167]. The introduction by

Hillier and Saunders [29] as well as Veillard [30] of first principle Hartree Fock

programs lead shortly after to a series of ab initio HF calculations on the electronic
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Fig. 4 Experimental absorption spectrum of MnO4
� from Holt and Ballhausen [12]
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spectrum of MnO4
� [97–102]. While the first calculations were limited to small basis

sets, Hsu [97] et al. published in 1976 a basis set limit calculation, Table 7. Their results

are only in fair agreement with experiment, Table 7. There have finally been four post-

HF studies. The first two by Nooijen employ EOM-CCSD [154] and STEOM [155],

whereas the third by Johansen andRetrup [98] is based onHF augmented by single and

double excitations (HF + CI). The fourth byNakatsuji [156] et al. employs SAC + CI.

All assign (I) to t1 ! 2e. However, the closely spaced next two bands are assigned as
(II): t1 ! 3t2, (III): 2t2 ! 2e for SAC + CI and STEOM with (II): 2t2 ! 2e, (III):
t1 ! 3t2 for HF + CI and EOM. We shall refer to these assignments as the bc and cb

orderings, respectively. It is obvious that all four methods are able to reach semi-

quantitative accuracy. However they are likely not accurate enough to conclusively

settle which of the two orderings (bc or cb) is the correct one. It would be very

interesting to have a study of permanganate based on CASPT2

Also shown in Table 7 are results based on DFT. The three first entries are due to

DSCF calculations using the SW-Xa [157], the Xa [158] and the LDA [159]

approaches of which the last provides full resolution of all space and spin multiplets.

The results are quite similar and in reasonable agreement with experiment. All three

methods point to the cb ordering.We finally have a number of TDDFT [160, 168, 169]

calculations with the one byNeugebauer et al. [159] shown in Table 7. TDDFT allows

in principle one-electron excitations such as t1 ! 3t2 and 2t2 ! 2e to mix. Neverthe-

less, all TDDFT calculations are consistent with a cd ordering similar to DSCF
although some mixing of t1 ! 3t2 and 2t2 ! 2e takes place in II and III.

Neugebauer et al. [160] have recently simulated the absorption spectrum

for permanganate by including the vibronic fine structure as shown in Fig. 5.

Table 7 Calculateda and experimental excitation energiesb for MnO4
�

WHc HFd EOMe STEOMf HF + CIg SAC–CIh SW-Xai Xaj LDAk TDDFTl cExp

1.68m 1.04n 2.24n 1.92n 2.6n 2.48n 2.3n 2.48n 2.71n 2.87n 2.27

2.78a 2.54o 3.60o 3.08m 4.1o 3.96m 3.3o 3.96o 4.02o 3.89o 3.47

2.94m 3.67m 3.51o 4.5m 4.15o 4.7m 4.15m 4.22m 4.77m 3.99

4.77p 5.80a 6.1 5.82 a,b 5.3a 5.65a 5.70a 5.77a 5.45
a2t2 ! 3t2
beV
c[12]
d[97]
e[154]
f[155]
g[98, 99]
h[156]
i[157]
j[158]
k[159]
l[160]
mt1 ! 3t2
nt1 ! 2e
o2t2 ! 2e
p1t2 ! 2e[13]
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Their simulation catches the main features of the experimental spectrum in Fig. 4. It

is also argued by the authors that the assignment of bands in terms of one electron

transitions such as t1 ! 3t2 and 2t2 ! 2e is too simplistic as these transitions are

mixed by vibronic coupling. More quantitative calculations are needed to see

whether this in fact is the case for permanganate.

We finally have in Table 8 calculated excitation energies for a number of tetroxo

systems by SAC-CI [170] and three DFT-based methods of which the first two are

DSCF schemes [158, 159] and the last an adiabatic TDDFT approach [171].

All schemes find the first band to be due to t1 ! 2e with the exception of

MoO4
2� where SAC-CI finds the assignment t1 ! 3t2. For the 4d samples RuO4,

MoO4
2� and the 5d complex OsO4, the general assignment for II and III is 2t2 ! 2e

and t1 ! 3t2, respectively, corresponding to the cb ordering with the exception of

MoO4
2� for the case of SAC-CI. The cb ordering is to be expected for 4d and 5d

complexes where the ligand field splitting e3t2 � e2e is large. For the 3d systems

such as CrO4
2� and MnO4

�, the ligand splitting e3t2 � e2e is smaller resulting in

quite similar calculated energies for 2t2 ! 2e and t1 ! 3t2 as well as a close

experimental positions of bands II and III. It can be seen that SAC-CI for 3d systems

give rise to the bc ordering whereas all DFT methods point to the cb ordering.

We will conclude by stating that there is general consensus on the assignment of

the first three bands for 4d and 5d tetroxo complexes. However, for the 3d tetroxo

complexes more work has to be done before a definitive assignment can be given of

bands II and III. This is a somewhat sobering conclusion given the fact that the work

on permanganate has been ongoing for more than 60 years.
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Fig. 5 Simulated absorption spectrum for permanganate due to Neugebauer et al. [160]
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3.4 Theoretical Studies on the Magnetic Circular Dichroism
Spectrum of Permanganate and Related Tetroxo Complexes

Magnetic circular dichroism (MCD) spectroscopy [171, 172] involves the measure-

ment of the difference in absorption of left and right circularly polarized light in the

presence of a magnetic field. An MCD signal can be negative or positive and MCD

spectra can provide useful information about the nature of the excited states of a

molecule that may not be available from the positive absorption spectrum. MCD

spectroscopy is particularly useful when degenerate states are present since the

applied magnetic field then will perturb the energies of these states to first order.

The observed MCD spectrum can be expressed in terms of three parameters or

terms (AJ , BJ and CJ) as

MCDð�hoÞ ¼ w�hoB
X
J

AJ � @fJð�ho� �hoJÞ
@�ho

� �
þ BJ þ CJ

kT

� �
fJð�ho� �hoJÞ;

where �ho is the energy of the incident light, �hoJ is the excitation energy to state J, B
is the amplitude of the applied magnetic field, k is Boltzmann’s constant, T is the

temperature and fJ is a band shape function, whereas w is a collection of constants

Table 8 Calculateda and experimental excitation energies for some tetroxo complexes

Complex SAC–CIb DSCF(Xa)c DSCF(LDA)d eTDDFT cExp

CrO4
2� 3.41f 3.30f 3.64f 3.79f 3.32

4.16g 4.58h 4.83h 4.67h 4.53

4.51h 4.90g 5.18g 5.39g 4.86

MoO4
2� 4.37g 5.17f 5.40f 5.66f 5.34

5.14h 5.84h 5.89h 6.15h 5.95

5.52f 7.16g 7.22g

MnO4
� 2.57f 2.48f 2.71f 2.87f 2.27

3.58g 3.96h 4.02h 3.89h 3.47

3.72h 4.15g 4.22g 4.77g 3.99

RuO4 3.22f 3.02f 3.28f 3.69f 3.22

4.55h 3.81h 4.00h 4.51h 4.09

5.23g 4.56g 5.06g 5.87g 5.03

OsO4 3.90f - 4.29f 5.06f 4.34

5.46h - 4.75h 5.81h 5.21

6.41g - 6.76g 7.11g 5.95
aeV
b[170]
c[158]
d[159]
e[171]
ft1 ! 2e
gt1 ! 3t2
h2t2 ! 2e
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and experimental parameters. The parameters AJ , BJ and CJ can on the one hand be

calculated from first principle and on the other hand be extracted from the experi-

mentally measured MCD intensity MCDð�hoÞ. We shall here exclusively be inter-

ested in the contribution from AJ as the excited states in tetroxo systems to which

transitions are allowed are degenerate and of T2 symmetry.

The presence of an intense A term is a strong indication that the excited state of a

transition is spatially degenerate thereby helping to assign that transition and

perhaps providing evidence as to the overall symmetry of the molecule

under investigation. In addition to AJ , the ratio AJ=DJ is often obtained from an

experimental spectrum. Here, DJ is the dipole strength of the transition to state

J in the absorption spectrum and is closely related to the oscillator strength.

The ratio AJ=DJ is of interest because it can be directly related to the magnetic

moment of the excited state and is less subject to environmental effects than

AJ (Table 9).

We present in Fig. 6 the simulated [171] and experimental MCD spectra for

VO4
3�, CrO4

2� and MnO4. Except for a blue shift, the agreement between the

calculated and observed spectra is rather good. For all three systems, the first band

gives rise to a negative A term and a negative AJ/DJ ratio in agreement with

experiment. For CrO4
2� and MnO4

� theory predicts that the second band should

be weak whereas the third band exhibits a strong positive A term with a large

positive AJ/DJ ratio, in good agreement with experiment. The predicted MCD

spectrum involving bands II and III is also in good agreement with experiment

for VO4
3�.

The good fit between theory and experiment for CrO4
2� and MnO4

� in

the simulation of their MCD spectra provides perhaps the strongest support

for the assignment II: 2t2 ! 2e and III: t1 ! 3t2 provided to date for these

two systems.

Table 9 Calculateda and experimental excitation energies, AJ termsb and AJ/DJ
b parameters

Theory aExp
c�hoJ AJ AJ/DJ

c�hoJ AJ AJ/DJ

VO4
3� 4.66d �0.04 �0.37 4.58 �0.29 �0.46

5.38e 0.0003 0.06 5.58 + +

5.87f 0.042 0.61 6.15

CrO4
2� 3.79 �0.057 �0.53 3.32 �0.191 �0.58

4.67 0.0016 0.08 4.53

5.39 0.063 0.85 4.86 0.195 0.63

MnO4
� 2.87d �0.061 �0.66 2.27 �0.085 �0.48

3.89e 0.0025 0.10 3.47 - -

4.77f 0.071 0.97 3.99 0.155 0.86
a[171]
bAll values in au
ceV
dt1 ! 2eft1 ! 3t2
e2t2 ! 2e
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4 Concluding Remarks

Some 60 years have passed since the first LCAO calculations on transition metal

complexes appeared [13]. Electronic structure theory is now at the point where it is

possible to describe the potential energy surface (PES) of a gas phase molecule

containing up to 20 atoms with great accuracy using high level wave function

methods such as CCSD(T) (ground state) or EOM/CASSPT2/SAC-CI (excited

states). For larger systems, acceptable accuracy can be obtained by DFT (ground

state) or TD-DFT/DSCF-DFT (excited states). Great strides have also been taken in

describing the PES for reactions on surfaces in the interface between gas phase and

solid state. Here, DFT will continue to be the electronic structure theory of choice.

Of special importance for transition metals is the development of methods that

include relativistic effects since they are required to describe periodic trends

correctly within a triad of transition metals. As hardware becomes faster larger

molecules can be treated with higher accuracy using existing methodology. Known

methods are also likely to become faster by neglecting interactions between

fragments in large molecules that are “far apart”. In this way, most methods will

eventually become linear in the number of atoms if this number is large enough. It is

finally possible that further progress in approximate DFT will result in new methods

with the same accuracy as highly correlated wave functions and speeds still

comparable to GGA-DFT.

Many chemical systems of interest have large bulky groups that exert steric

pressure on the reactive centre as an essential part of how they function. For such
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systems increasing use will be made of dual- or multi-level approaches in which the

steric bulk is treated at a lower level of theory than the reactive system. The reason

that one would like to treat bulky groups by simple theories such as molecular

mechanics (MM) is not only that they have a large number of electrons but also

(rather) that they potentially possess a formidable number of conformations. The

many conformations make it difficult (expensive) to determine the global energy

minimum even with MM.

Solvent effect can have a profound effect on chemical reactions, yet we do not at

the moment have a proven methodology (as in the case of electronic structure

theory) that by well-known routes can converge to chemical accuracy. Continuum

methods are going to carry the bulk of the workload in the foreseeable future.

However, it will be one of the major challenges within the next decade to develop

solvation theories that by standard procedures will converge to chemical accuracy.

Such methods are likely to combine explicit solvation for the first few solvation

shelves with bulk descriptions (continuum or mean-field) for the remaining part of

the solvent.

Turning next to dynamics on the PES and calculations of reaction rates, one

might expect that these rates for the majority of cases will be determined with the

help of Eyring’s transition state method. To this end, locating saddle points on

the PES is still time consuming in terms of manpower, and more systematic and

automated procedures would be welcome.

The number of studies of inorganic reaction mechanisms by theoretical methods

has increased drastically in the last decade. The studies cover ligand substitution

reactions, insertion reactions oxidative addition, nucleophilic and electrophilic

attack as well as metallacycle formation and surface chemistry, in addition to

homogeneous and heterogeneous catalysis as well as metalloenzymes. We can

expect the modeling to increase further both in volume and in sophistication [173].
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Orbital Models and Electronic Structure Theory

Jan Linderberg

Abstract This tribute to the work by Carl Johan Ballhausen focuses on the

emergence of quantitative means for the study of the electronic properties of

complexes and molecules. Development, refinement, and application of the orbital

picture elucidated electric and magnetic features of ranges of molecules when used

for the interpretation of electronic transitions, electron spin resonance parameters,

rotatory dispersion, nuclear quadrupole couplings as well as geometric bonding

patterns. Ballhausen’s profound impact on the field cannot be overestimated.
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1 Opening

It is appropriate to quote from Ballhausen’s thesis, which he defended for the

degree of Doctor of Philosophy in 1958, his view of the status of theory within

chemistry:

Intet synes i vor Tid at være lettere – specielt inden for Kemien – end at slynge ubeviste
Paastande ud og “forklare” eksperimentelle Data ved hjælp af taagede teoretiske
Talemaader, medens kvantitative Beregninger bygget paa teoretiske Grundprincipper
ikke synes at være i høj Kurs.

C.J. Ballhausen, Elektrontilstande i Komplexer af 1. Overgangsgruppe. En Studie i

Krystalfelt Teori (J. Jørgensen & Co. Bogtrykkeri A/S, København 1958)

“Nothing seems to be simpler these days – particularly within chemistry – than to put

forth unproven postulates and “explain” experimental data through foggy theoretical modes

of speech, while quantitative calculations based on basic theoretical principles are not rated

at a high value.” (Translation by JL)

This critical view of the situation was well put and the coming years saw an

extraordinary improvement in the quality and quantity of theoretical effort. These

were made possible through training of young quantum chemists and the access to

electronic computers. Ballhausen, who assumed the chair of Physical Chemistry in

1959, made his institute to a major center of research where theory and experiment

could grow in each others company.

There is a short and formal presentation of the elements of the quantum mechan-

ics of orbitals and states of electronic systems in the next paragraph. A simple

variant of the maximum overlap model is used as an example. The H€uckel model is

used, in the third section, to present electric and magnetic perturbations in

simplified contexts. There follows, in the fourth part, an account of crystal field

theory with attention to the self-consistent grand canonical ensemble Hartree–Fock

approach in the two-component spin orbital form. Further detail is also given of the

options for a separable representation of the electron interaction. The fifth section

indicates the nature of the theory for narrow energy bands in transition metals as

suggested by Hubbard. A summary and a short literature guide ends this homage to

Carl Johan Ballhausen.

2 Stationary States and Orbitals

Niels Bohr suggested that the spectrum of atoms derived from transitions between

stationary states and even though the orbits he proposed have not survived his

notion was vindicated through the advent of quantum mechanics. Schr€odinger
showed how to find the states and to represent them through wave functions.

Pauli and Dirac supplemented with the electron spin and Mulliken coined the

word: orbital.
It was evident from numerous studies that atoms of the same column in the

periodic system had similarities in their electronic build up and the concept of
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valence electrons or more appropriate valence orbitals as the elements for a

structural classification was established. The present discussion is limited to

considerations based on a description departing from a simple basis of spin orbitals

formed by the union of atomic valence spin orbitals.

Each atom provides a set uA:{uAj(rs) | j ¼ 1,2,. . .nA} and the entire basis is the
union u ¼ uA U uB U. . .U uM. Its dimension is n ¼ nA + nA +. . .+ nM and the

associated power set P(u) of dimension 2n provides a basis for many-electron states.

The power set P(u) is the set of all subsets of u, including the empty set and the set

itself.

The basis set u defines annihilation, {as | s ¼ 1,2,. . .n}, and creation operators,

{as
{ | s ¼ 1,2,. . .n}, that generate an algebra with the rules

asas0 þ as0as ¼ 0; ays ays0 þ a
y
s0a

y
s ¼ 0; asa

y
s0 þ a

y
s0as ¼ dss0 þ Sss0 :

Overlap integrals Sss0 ¼
R
drds us*(rs)us0(rs) – dss0 appear here with the con-

vention that they vanish for an orthonormal set. Their values can be readily

calculated once a suitable form is chosen for the atomic orbitals.

A representation of the Hamiltonian is more elusive and has been the subject of

many a theoretical exposé. The simplest, one-electron, model requires estimates of

the value of effective Hamiltonian in the form

Fss0 ¼ <½as; ½H; a
y
s0 � �þ>

and the average value refers to some state or ensemble, depending on the system

whose properties are to be resolved. A notation is chosen so as to relate to the

formal Hartree–Fock theory, where the elements Fss0 represent the Fock matrix. It

will generally be assumed that the Fock matrix is diagonal in the limit of separated

atoms,

Fss0� > Wsdss0 ; Sss0� > 0:

The Hamiltonian is then expressed as the sum of a diagonal form and a residual,

which represents the electronic interactions beyond the mean field included in the

Fock operator,

H ¼ SsWsa
y
s as þ Hres:

Use of this form for an overlapping basis gives the expression

Fss0 ¼ Wsdss0 þ Sss0 ðWs þWs0 Þ þ Ss00Sss00Ws00Ss00s0 þ<½as; ½Hres; a
y
s0 � �þ>

and one recognizes that the first two terms are the ones used by Hoffmann in his

Extended H€uckel Theory but for a factor 7/8 in the second one. The third term is
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negative definite and is kept in the Energy Weighted Molecular Orbital model. The

last term is neglected in the simplest cases.

An initial approximation to the electron propagator matrix G(E) ¼ {Gss0(E)}
neglects the residual Hres and it holds then that

E Gss0 ðEÞ ¼ dss0 þ Sss0 þWsGss0 ðEÞ þ Ss00Sss00Ws00Gs00s0 ðEÞ

or, in matrix form,

½EI� ðIþ SÞW� GðEÞ ¼ Iþ S:

Thus, it follows that

GðEÞ ¼ ½EðIþ SÞ�1 �W��1

and one determines the molecular orbitals and their energies from the residues and

poles of the matrix on the right.

Further properties of the model arise from interpretations based on mutually

orthogonal and normalized atomic orbitals. The common L€owdin symmetrically

orthogonalized basis gives

GLðEÞ ¼ ðIþ SÞ�1=2
GðEÞðIþ SÞ�1=2¼ ½EI� ðIþ SÞ1=2WðIþ SÞ1=2��1:

An energy weighted orthonormalization results in the simple expression

GWðEÞ ¼ AGðEÞAy¼ ½EIþ kðIþ SÞk��1

W¼� k2; A¼ ½kðIþ SÞk��1=2
k:

It is assumed that the diagonal matrix W is negative definite and that k and the

square root in the transformation matrix are chosen positive definite. The elements

of GW(E) are closely related to the original basis since they are obtained by a

process which is similar to L€owdin’s with the property of being optimally close to

initial ones. Accordingly, it is useful to derive populations and bond orders from its

elements.

The transformation to an orthonormal basis offers the simple form for the Fock

operator

Fw
ss0¼ � ½kðIþ SÞk�ss0¼Wsdss0 � Sss0

p
WsWs0 ;

where the Ballhausen–Gray geometric mean appears as the appropriate off-diagonal

form. A feature of the model examined here is that all molecular orbitals are bound

with negative orbital energies and do not correspond to regular Hartree–Fock

calculations where only occupied orbitals are bound normally for neutral systems.

The model should not be thought of as an approximation to accurate calculations.
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3 H€uckel Model and Theory

H€uckel theory concerns itself with planar organic systems. The basis is then limited

to atomic p-orbitals that change sign upon reflection in the molecular plane,

conventionally denoted as p-orbitals. There is then one orbital per atom and the

orbitals are labeled accordingly. The effective dynamic matrix representative

admits only couplings between neighboring atoms, so that

Hw¼� ½kðIþ SÞk�ss0¼asdss0 þ bss0 ;bss0 ¼ 0; s and s0 not neighbors:

Traditional notation is introduced here. A pattern of the bonds in the system is

obtained when all b’s are set equal to unity and the a’s are omitted. The remaining

matrix is called the topological matrix and has been the subject of studies in graph

theory.

Poles and residues of the electron propagator GW(E) provide the spin orbital

energies and the molecular orbital amplitudes. The sum of the energies of the

occupied spin orbitals is used as a measure of the total energy of the p-orbital
system and Coulson observed that this could be expressed as a contour integral in

the complex energy plane

Ep¼
ð
G
Tr zGWðzÞdz=2pi¼

ð
G
TrðI�Hw=zÞ�1dz=2pi:

The contour surrounds the poles at the occupied levels. A rough estimate of the

integrand may be obtained from the moment expansion of the inverse:

TrðI�Hw=zÞ�1¼nð1þ m=zþ Tr HW2=nz2 � � � � Þ � nðz� mÞ½ðz� mÞ2 � Cb2��1;

where C is an average coordination number and b an average coupling parameter

that generally is chosen with a negative energy value. Then it holds that

Ep � ðn=2Þðmþb
p
CÞ:

The number of electrons in the system is ∂Ep/∂m � n/2, while a measure of the

mobile bond order is (1/n)∂Ep/∂b � √C/2. This value is close to the accurate one,

0.79, for the graphene sheet with a coordination number 3.

Several properties are accessible through H€uckel theory. Electric and magnetic

fields induce perturbations of the dynamic matrix. London introduced the effect of a

magnetic field B through a phase factor in the b’s,

bss0 �>bss0exp½ � ði=2cÞðrs � rs0 Þ � B�;

so that a translation of the reference system occurs as a unitary transformation of the

dynamic matrix. The position vectors of the orbital locations define the electric
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dipole operator representation and the diamagnetic term in the diagonal elements.

Thus,

as �>as � E � rsþðws=2c2ÞðB2
pþ2B2

sÞ

for the electric field E and a magnetic field with components Bp and Bs perpendic-

ular to and in the molecular plane, respectively. The atomic parameter ws is a

measure of the size of the orbital.

The representative of the electric dipole moment operator is then the diagonal

matrix

m¼� gradE HW

while the magnetic dipole moment operator has the representation

m ¼ �gradB HW :

This form is consistent with the expression for the electric dipole velocity

operator

dm=dt¼� i½m;HW �

and this is preferable to use when one considers properties of extended systems.

Further perturbations arise from the part of the electronic system that is left dormant

within H€uckel’s model and are considered later.

4 Crystal Field Model

Ballhausen’s comment in his thesis about the lack of accurate theories for inorganic

complexes came at a pivotal time and he established himself as an authority in the

quest for advances. He could create a modern research environment at the new

H. C. Ørsted institute under The University of Copenhagen in the early 1960s.

Presently, it will be a concern to review the basics of crystal field theory as a

vehicle to understand the electronic features of transition metal atoms and ions in an

octahedral environment. Thus is considered the limited basis of ten spinorbitals of

the partially occupied atomic d-shell for the relevant transition metal. A particular

choice of basis is made in order to obtain a convenient form for the spin–orbital

interaction and to simplify the application of the point group symmetry. The e-type

orbitals ds[2z2 – x2 – y2] and do[x2 – y2] provide, together with spin factors, a

basis for the four-dimensional irreducible representation U0. The Kramers pairs will

be used:

fu1; u2; u3; u4g ¼ fdsa; idsb; doa; idobg:
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The t2-type orbitals dx [yz], dZ [zx] and dz [xy] with spin factors give rise to a

six-dimensional reducible representation which resolves into the irreducible U0 and
E00. It is expedient to choose the set

fu5; u6; u7; u8g ¼ fðdZþ idxÞb=2; ð� idZ� dxÞa=2;
ð� 2idza� dZb þ idxbÞ=p6; ð� 2dzbþ idZa� dxaÞ=p6g

for the four-dimensional representation and

fu9;u10g ¼ fðdxa� idZa dzbÞ=p3; ðidxb� dZbþ idzaÞ=p3g

for the E00 for the remaining irreducible one.

The basis offers a simple representation of the spin–orbit operator Hso, where the

non-zero elements are:

<usjHsojus>¼ 0; s¼ 1; 2; 3; 4;

<usjHsojusþ4>¼<usþ4jHsojus> ¼ �zso
p
6; s¼ 1; 2; 3; 4;

<usjHsojus> ¼ �zso; s¼ 5; 6; 7; 8; <usjHsojus>¼ 2zso; s¼ 9; 10:

Electron–electron interaction is significant in studies where spin–orbital degen-

eracy, or near degeneracy, is present. The atomic d-orbitals have a common radial

factor and their 15 distinct products give rise to 120 density–density integrals.

These are expressed in terms of three basic ones, F0, F2, and F4 in the

Slater–Condon formulation. The 100 spin–orbital densities are linear combination

of the orbital ones and the 100 by 100 interaction integral matrix has a rank of 15

and is expressed by the Slater–Condon parameters.

The octahedral field V lifts the degeneracy of the atomic d-levels and it holds, in

terms of the traditional Dq-parameter, that

<usjVjus>¼� 6Dq; s¼ 1; 2; 3; 4;

<usjVjus>¼ 4Dq; s¼ 5; 6; 7; 8; 9; 10:

Neglect of the spin–orbit coupling results in the splitting of the degenerate

d-level into a fourfold degenerate e-level and a sixfold degenerate t2-level. Inclu-

sion of the spin–orbit term couples the e-levels with t2-levels and gives two sets of

fourfold degenerate levels of U0 symmetry. An illustration is offered in the figure:
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Eigenvalues of the one-electron perturbation matrix in units of the spin–orbit

parameter zso as functions of the crystal field parameter Dq. The straight line is the
twofold E00-level while the curved ones are fourfold and of U0 symmetry. Positive

and negative values of Dq are expected for sixfold and eightfold coordination,

respectively.

Explicit account of the electron interaction within a self-consistent approach

modifies the interpretation of the parameters. Slater’s notion of the average of

configurations and fractional occupation will be consistently applied in the grand

canonical ensemble form. The one-particle reduced density matrix retains the

symmetry of the crystal field and spin–orbit matrices, thus

<ays as>¼g11; s ¼ 1;2;3;4;<ays as>¼g55;s¼ 5;6;7;8; <ays as>¼g99; s¼ 9;10;

<a
y
sþ4 as>¼<ays asþ4>

�¼g15; s¼ 1;2;3;4:

while all other elements vanish.

The expectation value of the electron–electron interaction,

<Hint> ¼ S<ays at><a
y
s0 at0>½ðstjs0t0Þ � ðst0js0tÞ�=2 ¼S<ays at>Mst=2;

defines the Coulomb and exchange terms in the Fock matrix, {Mst}. They are linear

in the Slater–Condon parameters as follows:

M11¼ ð3g11þ4g55þ2g99ÞF0 � ð8g11þ4g55þ2g99ÞF2þð33g11 � 106g55 � 53g99ÞF4

M15¼ ðg99
p
6g55

p
6ÞF2þð35g15þ35g51þ5g55

p
6� 5g99

p
6ÞF4

M55¼ ð4g11þ3g55þ2g99ÞF0 � ð4g11þg15
p
6þg51

p
6þ 5g55þ5g99ÞF2�

ð106g11 � 5g15
p
6� 5g51

p
6þ 16g55=3þ 44g99=3ÞF4

M99¼ ð4g11þ4g55þg99ÞF0 � ð4g11 � 2g15
p
6� 2g51

p
6þ 10g55ÞF2�

ð106g11þ10g15
p
6þ 10g51

p
6þ 88g55=3� 28g99=3ÞF4:

It holds that F0 	 F2 > F4 and that the dominance of the spherical term shifts

the levels with regard to their populations. The spin–orbit parameter zso is compa-

rable in size to F4 and enters with the off-diagonal elementsM15 andM51 as well as

in the diagonal ones with M55 and M99.
A vanishing crystal field, Dq ¼ 0, gives back the free atom or ion levels

appearing for j ¼ 2 
 ½. This implies that the self-consistent density matrix is

diagonal and proportional to the unit matrix:

<a
y
j ak> ¼ djk q=10:

The number of electrons in the system is denoted by q. This conclusion depends
on the assumption that the radial factor of the atomic orbitals is the same and will be

void when a more general model is invoked.
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The energy expectation value for the crystal field model in the ensemble form is

supplemented by the subsidiary conditions that diagonal elements of the density

matrix are between 0 and 1, that their sum equals q, and that the matrix is non-

negative. A variational form is then

L¼ 2g11M11þ2g15M51þ2g51M15þ2g55M55þg99M99 � Dqð24g11 � 16g55 � 8g99Þ
�4zsoðg55 � g99þ2g15

p
6þ2g51

p
6Þ � mð4g11þ4g55þ2g99Þ

and it is stationary when

dL¼ 4dg11ðM11 � 6Dq� mÞ þ 4dg15ðM51 � zso
p
6Þ þ 4dg51ðM15 � zso

p
6Þ

þ 4dg55ðM55 þ 4Dq� m� zsoÞ þ 2dg99ðM99 þ 4Dq� mþ 2zsoÞ

vanishes. A satisfactory solution for the density matrix elements is resolved from

the linear equation system from dL ¼ 0 with the acceptable variations of the

density matrix. These are chosen here from the forms

g11 ¼ q=10þ qu þ qz cos o; g15 ¼ g51 ¼ qz sin o;

g55 ¼ q=10þ qu � qz cos o; g99 ¼ q=10� 4qu;

where the variable qu allows for a larger occupation in the u-type spin orbitals and

the parameter qz differentiates the occupation of the two canonical levels of u-type.
The angular variable o provides the self-consistent form of the Fock matrix. It is

determined from the equation

sin oðM55 �M11þ10Dq� zsoÞ þ cos o ðM15 þM51 � 2zso
p
6Þ ¼ 0:

The parameter qu enters as an adjustment to the spin–orbit and crystal field

values,

zeff¼zsoþ5quðF2 � 5F4Þ; Dqeff ¼Dqþ quðF2 � 50F4=3Þ;

so that the equation can be rewritten as

ðzeff � 10Dqeff Þsin oþ 2zeff
p
6cos o¼ qz½ðF0þ5F2=2� 299F4=6Þsin 2o

þ 2
p
6ðF2 � 5F4Þcos 2o�:

This transcendental equation is equivalent to a quartic in the variable tan(o/2).
The large value F0 dominates the right hand side and a nonzero value qz leads to a

small value o.
It is neither feasible nor illustrative to detail a general solution of the self-

consistency equations. The five input parameters in the crystal field model, Dq,
zso, F0, F2, and F4, determine the five independent density matrix elements when

the choice of “chemical potential” m and the relative population of the molecular
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spin orbital energy levels are chosen. It is characteristic for the transition metal

complexes that the electronic ground state is an open shell, e.g. a high spin state,

and the role of the calculations above is to provide a suitable basis for the

description of the manifold of states. The grand canonical density matrix preserves

the octahedral symmetry and the influence on the spin orbital spectrum from the

electronic interactions as appearing through the exchange terms.

Ballhausen suggested that the parameter values, in the iron series, can be set so

that F2 ¼ 10F4 ¼ 20zso � 1,000 cm�1 or some 6 milliHartrees (mH). The large

parameter F0 is put to 600 mH here. Its presence in the self-consistency equation

above is such that a differentiation of the occupation of the u-type spin orbitals

increases their splitting in proportion to the magnitude of the occupation number

difference. The more occupied set will get a lower spin orbital energy while the

lesser occupied ones will rise. This is the effect of the occurrence, in the exchange

terms, of the self-interaction of the spin orbital density. An approximate solution

which departs from a diagonal form of terms proportional to qz in the Fock matrix

has the diagonal elements, less a common constant,

Symmetry Spinorbital energy in mH

U0 0.031zso – 6Dq – 540.1qu – 540.6qz
E00 2zso + 4Dq + 2212qu – 10.37qz
U0 �1.031z so + 4Dq – 566.1qu + 545.8qz

and it is evident that the occupancy is an important element in the determination of

the canonical spin orbitals for the continued analysis of the many-particle states. It

may be feasible to determine separate radial factors of the basis functions from

atomic calculations. The ensemble approach offers a means for designing a basis

for a range of states close to the ground state as envisaged by Slater and equal

occupation will retain the near degeneracy of the conventional model.

The examination of the role of the two-electron term in the Hamiltonian shows

that elements of the many-electron basis with occupied Kramers pairs of spin

orbitals generally will have a larger energy than others and that the ground state

configuration conforms with Hund’s rule. Kramers pairs are related to the Racah

seniority approximate quantum number. The rotationally invariant geminal creator

gyo¼ ðay1ay2þ a
y
3a
y
4þ a

y
5a
y
6þ a

y
7a
y
8þ a

y
9a
y
10Þ=

p
5

generates, from the formal vacuum, the two-electron 1S state of the d2 configura-
tion. A state which is annihilated by g0 is assigned a seniority number equal to the

particle number of the state and will have a lower energy than other states of the

same number of electrons.

Electron pair creators provide a representation for the electron interactions of the

form

Hint ¼SðHintÞjgyj gj;
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where the elements of the term energies appear. The pair creators generate the

corresponding states in the relevant coupling. A d-shell, as treated here, has five

distinct (Hint)j while there are 45 pair operators. The separable form of the interac-

tion is more readily exhibited in terms of density operators. Three parameters

determine three sets of terms, F0 enters only in conjunction with the number

operator and is relevant only for positioning states of different number of particles,

F2 associates with d-type densities, while F4 comes in with g-type and will have a

small influence on the separation of the terms. This leaves a reduced form of the

electron interaction

Hint ¼F2ðLysLs þ L
y
oLo þ L

y
xLx þ L

y
ZL� þ L

y
z LzÞ;

where each symmetry species has a Hermitian operator and a linear term in the

number operator is neglected. No closed algebra is offered by the density

operators.

Substantial advantages are derived from the separable form of the electron

interaction. Seven one-particle Hermitian matrices are required for the generation

of the Hamiltonian in the present, reduced form. The matrices will be sparse and

demand modest storage. Savings in storage become essential with increasing basis

sets but even for the present case it is notable that seven 10-by-10 matrices has the

data for the full 210-by-210 Fock space Hamiltonian. Symmetry and number con-

servation does reduce the number of non-vanishing matrix elements.

5 Towards Band Theory

Transition metals are important materials with intriguing properties and they have

been studied with ever improved methods. A major difficulty is posed by the

standard one-electron models where the tight-binding model seems appropriate

for the narrow, so-called d-bands while “near-plane-wave” crystal orbitals are

adequate for the conduction bands. Canonical Hartree–Fock solutions are awkward

starting points for the description of magnetic structures and the use of spin-

polarized versions destroys basic symmetry properties.

Hubbard initiated a treatment where some electron interaction is included in a

localized description with the aim to deal with magnetic features. His model has

become a popular and widely used vehicle for the study of electron correlation. It is

based on the reduction of the electron repulsion terms to intraatomic ones and to use

only the form with the largest pair parameter, (Hint)A0 gA0
{gA0, for each atom A.

Interatomic coupling is represented by a one-particle operator which moves

particles from one atom to another, so-called hopping terms. The Hamiltonian is

then

Htot ¼S hAj;Bk a
y
Aj aBk þSUA0 g

y
A0 gA0
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and the equation of motion becomes

½aAj; Htot� ¼ ShAj;BkaBk 
 UA0 KðayAjÞgA0=
p
5

with K as the operator for the Kramers conjugation. The choice of sign depends on

the definition of the geminal creator. Each elementary annihilator or creator is then

associated with a composite operator derived from the same atom and the basic

operator manifold is doubled in size.

The additional operators, that will be denoted bAj ¼ [aAj, gA0
{] gA0, have the

same local symmetry features as their partners, aAj, and they introduce a coupling

between the removal or addition of a particle with an excitation of the system. It is a

very limited set of such processes, only intraatomic excitations occur. None the less

one gains insight on electron correlation. Lattice symmetry applies also to the

additional operators and there will be, for a d-band, a 20-by-20 secular problem

for each point in the Brillouin zone. Neglect of the spin–orbit coupling reduces

these to 10-by-10.

An important consequence of the inclusion of an intraatomic repulsion term is

the possibility of modeling magnetic features in partially filled, narrow bands.

Some elements of the two-particle density matrix, for instance <a
y
Aj bAj0>, derive

from the propagator matrix and give an indication of the local spin features. The use

of the additional operators requires some further algebra. The metric measures

<½bAj0 ;ayAj�þ>¼<½aAj0 ;gyA0�½gA0;ayAj�>
<½bAj0 ;byAj�þ>¼djj0<g

y
A0 gA0>=5þ<½aAj0 ;gyA0�½gA0;gyA0�½gA0;aAj�>

are reasonably straightforward while the dynamical ones like

<½½bAj0 ;gyA0gA0�;byAj�þ>¼<½bAj0 ; ½gyA0gA0;byAj��þ>þ<½½bAj0 ;byAj�þ;gyA0 gA0�;>

need attention. The last term above should vanish for a proper ground state

ensemble in order for the dynamical matrix to be Hermitian.

Hubbard’s original study involved only one orbital per center and the isolated

atom propagator is then fully determined in the operator manifold {aAj, bAj} and

their adjoints. It does then differentiate between the poles for removing and adding

electrons. This feature carries over to the band theory approximation where the

ground state for the situation of one electron per atom leads to, for small couplings

between atoms, an antiferromagnetic Heisenberg model. Metallic chromium

exhibits an antiferromagnetic ordering and appears to have the half-filled band

population in the d-orbitals.

Spin polarized, single-particle models can simulate antiferromagnetic systems at

the expense of the sacrifice of spatial symmetry. This device is employed in

generalizations of density functional theory but is often unsatisfactory for the
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description of complex magnetic structures in compounds of the rare earth metals.

The Heisenberg model is then more adequate.

6 Recapitulation

Ballhausen pioneered the modern study of the electronic structures of inorganic

complexes and based his work on accurate numerical calculations on clearly

defined orbital models. The present review focuses on the formal aspects of

molecular orbital theory in terms of the Green function or propagator formulation.

Some illustrations of the consistency requirements for operator representations in

limited basis set relate alternative interatomic interactions in the H€uckel model and

its generalizations. The Ballhausen–Gray and the Wolfsberg–Helmholz couplings

appear as complementary forms through an energy weighted orthogonalization

procedure.

Electron–electron interactions determine the detailed state formation for a par-

tially filled shell from nearly degenerate atomic d-orbitals. The emphasis here is to

demonstrate the nature of the grand canonical ensemble Hartree–Fock which allows

partial occupancy of spin orbitals while maintaining point group or spherical

symmetry. The analysis is set in the proper spin orbital basis with spin–orbit

coupling as well as octahedral symmetry accounted for in the canonical

Hartree–Fock solutions. Explicit expressions for the separable representation of

the electron interaction are offered to exemplify the available reductions.

An alternative view of the electron interactions is to keep only the term that

penalizes the double occupancy of atomic orbitals such as was considered by

Hubbard in his original paper on narrow energy bands. This notion has generated

a considerable body of literature and insight into electronic correlation. The

d-orbitals of the valence shell of the transition metals give rise to narrow energy

bands and the consideration of the largest pair interaction indicates that a simple

reduction would attribute an energy penalty on the presence of atomic singlet paired

orbitals in the state. The ensuing operator analysis of the equations-of-motion is

somewhat more involved than in the original Hubbard model but offers the option

to go beyond the single-particle models.

7 Literature

Second quantization was frowned upon by many 50 years ago, see e.g. Slater’s

review [1] of Judd’s book. “This stylish technique,” Slater ibid., has gained

acceptance and the formulations from Propagators in Quantum Chemistry [2]

have evolved to the forms presented here. Ballhausen and Gray [3] offered their

interatomic coupling form as an alternative to the choice by Wolfsberg and

Helmholz [4]. It was London who introduced the field dependent couplings in the
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H€uckel model [5]. Hubbard presented the model that now carries his name in a

paper [6] on narrow energy bands.
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shown that when generalized Sturmians are used as basis functions, calculations on
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functions in calculations on N-electron molecules is also discussed. Basis sets of

this type are shown to have many advantages over other types of ETO’s, especially
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1 Dedication and Historical Remarks

This chapter is dedicated to the memory of Professor Carl Johan Ballhausen, one of

the great pioneers of quantum chemistry. His laboratory was a splendid place to work.

The history of quantum chemistry is very closely tied to the history of computa-

tion, and in order to place Carl Ballhausen’s work in context, it is relevant to review

the enormously rapid development of computing during the twentieth century.

The fundamental equations governing the physical properties of matter, while

deceptively simple to write down, are notoriously difficult to solve. Only the

simplest problems, for example the harmonic oscillator and the problem of a single

electron moving in the field of a fixed nucleus, can be solved exactly. However, no

solutions to the wave equations for interacting many-particle systems such as atoms

or molecules are known, and it is quite possible that no simple solutions exist. In

1929, P.A.M. Dirac summarized the position since the discovery of quantum theory

with his famous remark:

“The underlying physical laws necessary for the mathematical theory of a large part of

physics and the whole of chemistry are thus completely known, and the difficulty is only

that the exact application of these laws leads to equations much too complicated to be

soluble. It therefore becomes desirable that approximate practical methods of applying

quantum mechanics should be developed, which can lead to an explanation of the main

features of complex atomic systems without too much computation.”

The Schr€odinger equation for even a single N-electron atom is a partial differ-

ential equation with 3N variables, and to make matters worse, the interelectron

interaction causes the solutions to be true 3N-dimensional functions that cannot

simply be broken down into smaller constituent parts. Nevertheless, despite the

staggering complexity of even small-sized systems, quantum theory has yielded

great success in calculating useful properties of complex systems and in producing
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insight into the fundamental workings of chemistry. However, this necessitated –

and still necessitates – heavy handed approximations.

In the 1930s Douglas Hartree and his father William Hartree used a mechanical

analog computer to explore the idea that an electron in an atom moves partly in the

attractive potential of the nucleus and partly in an averaged repulsive potential due

to all the other electrons. Later, V. Fock added to the Hartrees’ model an exchange

term due to the effects of the antisymmetry of the many-electron wave function.

The Hartree–Fock approximation is still a basic tool of quantum chemistry.

In 1927, Heitler and London used valence bond theory to treat the H2 molecule;

but to treat larger molecules, further simplifications were needed. In 1931, Erich

H€uckel introduced an extremely simple approximation which could be used to treat

the p-electrons in flat organic molecules such as benzene, napthaline, and so on.

This approximation yielded matrices to be diagonalized, and it is a measure of the

state of computers at that time to remember that during World War II, Alberte

Pullman sat in a basement room in Paris diagonalizing H€uckel matrices with

a mechanical desk calculator, while her husband-to-be Bernard drove a tank with

the Free French Forces in North Africa. Alberte’s hand-work led to the publication

of the Pullmans’ early book “Quantum Biochemistry.”

In the 1950s and 1960s, digital computers became available for calculations

in quantum chemistry, but by today’s standards, both the computers and the

programming languages were extremely primitive. C.C.J. Roothaan devised

a computer-adapted matrix form for the Hartree–Fock equations, but his early

work with Enrico Clementi on the wave functions of atoms had to be done in

a primitive form of machine language.

In England, quantum chemists used a machine called “Mercury.” The name was

derived from a mercury delay line down which sound waves passed. This delay line

was used as a short-term memory device. Mercury was a machine that antedated

transistors, and its many-thousand vacuum tubes had to be cooled. Often the

cooling system failed, and often one of the vacuum tubes burned out, so there

were only short periods of uninterrupted running time between stops for repairs.

Machine errors were also common.

By the middle of the 1960s, computers had improved, but they were still

incredibly slow by today’s standards. Therefore, the quantum chemistry of the

time was dominated by semiempirical methods, such as the Pople–Pariser–Parr

Method, the Wolfsberg–Helmholtz Method, and the Extended H€uckel Method.

In the meantime, Carl Ballhausen had been studying quantum theory with

W. Moffitt at Harvard. He returned to Copenhagen determined to introduce the

new quantum ideas into Danish chemistry. In 1962, he published his influential

book, “Introduction to Ligand Field Theory,” [1] which dealt with the quantum

theory of transition metal ions surrounded by ligands. The ligands were groups

involving less heavy atoms such as carbon, hydrogen, and oxygen. Ballhausen’s

book built on the previous work of Henri Bequerel, who had proposed the idea that

heavy metal ions in compounds are largely unaltered by their environment, and by

Hans Bethe, Robert Schlapp, and William Penney, who had treated the electrostatic

effects of ligands surrounding a heavy metal ion by means of group theory.
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Ballhausen’s book extended this model by including the effects of hybridization

and charge transfer between the metal and the surrounding ligands. But because

of the limitations of the computers of the time, the theories put forward in the book

were semiempirical ones.

Carl Ballhausen spent many years as Professor of Physical Chemistry at the

University of Copenhagen. Besides the theoretical work in his department [2–4],

which attracted distinguished visitors from many parts of the world, there was

an experimental laboratory with splendid equipment for vacuum ultraviolet spec-

troscopy, and an X-ray crystallographic laboratory, both of which attracted many

visitors [5].

During Carl Ballhausen’s long tenure as Professor, computers continued to

develop at an astonishing rate, and before his retirement it became possible to

dispense with the empirical parameters that had for so long been a feature of

quantum chemistry. The words ab initio came to be used to characterize the new

quantum chemistry in which no empirical parameters appeared, and where every-

thing was calculated from first principles: “from the beginning.” Carl Ballhausen’s

first Ph.D. student, Jens Peder Dahl, became a pioneer in the application of ab initio

methods to compounds containing transition metal ions [6, 7].

The new methods of mainstream quantum chemistry were built on the use of

Cartesian Gaussian basis functions of the form Nxn yn
0
zn

00
e�ar2 . Gaussian basis

functions had been introduced by S.F. Boys and Roy McWeeny, who used the fact

that the product of two Cartesian Gaussians centered at two different points is

a small linear combination of Cartesian Gaussians centered at an intermediate

point. This property allows many-center interelectron repulsion integrals to be

evaluated with great ease and speed, making possible molecular calculations that

were until then far out of reach. Because of this, an entire technology has been

formed around Gaussian orbitals, and mainstream quantum chemistry now relies

almost exclusively on Gaussians. However, Gaussian basis functions have serious

drawbacks, since very many of them are needed to approximate the molecular

orbitals, and since the cusp at the nucleus is never adequately represented. Further-

more, Gaussian basis functions cannot accurately represent the exponential decay

of the orbitals at large distances from the nuclei. Thus, while the mainstream effort

of quantum chemistry today follows the path of Gaussian technology, there exists

a small group of researchers who struggle with the difficult mathematical problems

involved in using exponential-type orbitals (ETO’s) as basis functions [8–15]. We

hope that the present paper will contribute to the theory needed for the replacement

of Gaussian basis functions by ETOs.

2 Coulomb Sturmians

One of the very early triumphs of quantum theory was the exact solution of the

wave equation for hydrogenlike atoms. It was therefore natural to try to use

hydrogenlike orbitals to build up solutions to the Hartree–Fock equations for
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many-electron atoms. It was soon realized, however, that without the inclusion of

the continuum, hydrogen-like orbitals do not form a complete set; and inclusion of

the continuum proved to be prohibitively difficult. This difficulty led Høloien, Shull

and L€owdin [16] to introduce basis sets where the radial function was a polynomial

in rmultiplied by the factor e–kr, where k is a constant whose value is kept the same

for all members of the basis set. These basis sets proved to have the desired

completeness property without the inclusion of the continuum. Later Rotenberg

[17, 18] gave the name Sturmians to basis sets of this type, to emphasize their

connection with Sturm–Liouville theory. Coulomb Sturmians [19] are Sturmian

basis sets of a particular form: They are solutions to the one-electron wave equation

� 1

2
r2 � nk

r
þ 1

2
k2

� �
wnlm ðxÞ ¼ 0: (1)

The reader will recognize that this is just the wave equation obeyed by the familiar

hydrogenlike orbitals, except that Z/n has been replaced by the constant k. Thus, if
we start with a hydrogenlike orbital and replace Z/n everywhere by the constant k,
we will have generated a set of Coulomb Sturmians. They have the form

wnlmðxÞ ¼ RnlðrÞYlmðy;fÞ; (2)

where the radial functions are given by

RnlðrÞ ¼ N nlð2krÞl e�krFðlþ 1� n 2lþ 2j j2krÞ (3)

with

N nl ¼ 2k3=2

ð2lþ 1Þ!

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ nÞ!

nðn� l� 1Þ!

s
(4)

and

FðajbjxÞ �
X1
j¼0

a
�j

j ! b �j
x j ¼ 1þ a

b
xþ aðaþ 1Þ

2bðbþ 1Þ x
2 þ � � � (5)

The first few Coulomb Sturmian radial functions are

R1;0ðrÞ ¼ 2k3=2e�kr;

R2;0ðrÞ ¼ 2k3=2ð1� krÞe�kr;

R2;1ðrÞ ¼ 2k3=2ffiffiffi
3

p kr e�kr: (6)
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The reader may verify that these become the familiar hydrogenlike orbitals if

k is replaced by Z/n, where Z is the nuclear charge and n is the principal quantum

number. It can be shown [19] that the Coulomb Sturmians obey a set of potential-

weighted orthonormality relations of the form:

ð
d3x w�n0l0m0 ðxÞ 1

r
wnlmðxÞ ¼

k

n
dn0ndl0ldm0m: (7)

A Coulomb Sturmian basis set is isoenergetic. All the members of the set corre-

spond to the energy

e ¼ � 1

2
k2: (8)

The potential in the wave equation obeyed by the members of the basis set is

especially weighted so that all the basis functions will correspond to this energy.

We can rewrite (1) in the form

� 1

2
r2 � bn

Z

r
þ 1

2
k2

� �
wnlm ðxÞ ¼ 0; (9)

where the weighting factor bn ¼ nk/Z is especially chosen in such a way as to make

all the members of the basis set correspond to the energy – k2/2. Thus we have here
an example of what has been called the Conjugate eigenvalue problem. The

eigenvalue is no longer the energy, as it is in the Hamiltonian formulation. The

eigenvalue is instead the value of the weighting factor needed to make the basis set

isoenergetic.

3 Generalized Sturmians and Many-Particle Problems

In a pioneering 1968 study, [20, 21], Osvaldo Goscinski generalized the concept of

Sturmians to many-electron wave equations of the form

� 1

2
rþ bnV0ðxÞ � Ek

� �
FnðxÞ ¼ 0: (10)

Here,

r �
XN
j¼1

1

mj
r2

j : (11)
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In the case of equal masses, this becomes

r �
Xd
j¼1

@2

@x2j
(12)

with

x ¼ ðx1; x2; :::; xdÞ: (13)

Ek is the same for all the members of a generalized Sturmian basis set, while

the weighting factor bn is chosen in such a way as to make all the members

of the basis set isoenergetic. Generalized Sturmian basis sets can be shown to

obey the following orthonormality relation [22, 23]:ð
dx F�

n0 ðxÞV0ðxÞFnðxÞ ¼ dn0;n
2Ek

bn
: (14)

Unfortunately, Goscinski’s pioneering 1968 paper was only published as an internal

report of the Uppsala University Quantum Chemistry Group, and it did not reach

a wider audience until much later.

3.1 Sturmian Basis Sets and Sobolev Spaces

The orthonormality relations for generalized Sturmian basis functions in direct

space and reciprocal space can be written in the form [22–24]ð
dxF�

n0 ðxÞ
�r þ p2k

2p2k

� �
FnðxÞ ¼ dn0;n (15)

and ð
dpFt�

n0 ðpÞ
p2 þ p2k
2p2k

� �
Ft

nðpÞ ¼ dn0;n: (16)

where p2k � �2Ek. Generalized Sturmians thus have orthonormality relations

appropriate for the Sobolev space H1 ðRdÞ.

3.2 Use of Generalized Sturmian Basis Sets to Solve
the Many-Particle Schr€odinger Equation

Now suppose that we wish to solve the many-particle Schr€odinger equation

� 1

2
rþ VðxÞ � Ek

� �
CkðxÞ ¼ 0: (17)
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If we are in possession of solutions to the approximate Schr€odinger equation (10),

we can represent the wave function of a state by an expansion of the form

CkðxÞ ¼
X
n

FnðxÞBn;k: (18)

Substituting this expansion into (17), we obtain [22, 23]

X
n

� 1

2
rþ VðxÞ � Ek

� �
Fn ðxÞBn;k

¼
X
n

½VðxÞ � bnV0ðxÞ�FnðxÞBn;k ¼ 0
(19)

where we have used the fact that all of the basis functions Fn (x) obey (10).

Multiplying from the left by a conjugate basis function and integrating over all

the coordinates, we obtain the generalized Sturmian secular equation

X
n

ð
dxF�

n0 ðxÞ ½VðxÞ � bnV0ðxÞ� FnðxÞBn;k ¼ 0: (20)

If we introduce the notation [22, 23]

Tn0;n � � 1

pk

ð
dxF�

n0 ðxÞVðxÞ FnðxÞ (21)

and

pk �
ffiffiffiffiffiffiffiffiffiffiffiffi
�2Ek

p
(22)

and if we make use of the potential-weighted orthonormality relation (14), we can

rewrite (20) in the form

X
n

½Tn0;n � pk dn0;n� Bn;k ¼ 0: (23)

The generalized Sturmian secular equation (23) has several remarkable features:

• The kinetic energy term has disappeared.

• The matrix representing the approximate potential V0(x) is diagonal.

• The roots of the secular equations are not energies, but values of the scaling

parameter pk, from which the energy can be obtained through the relationship

Ek ¼ �p2k=2.
• For Coulomb potentials, the matrix Tn0,n is energy independent.

• Because of the scaling factor pk, which is different for each state, the Sturmian

basis functions adjust in scale automatically: For tightly bound states they are

contracted, while for highly excited states they are diffuse.
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4 Goscinskian Configurations

In solving the many-particle Schr€odinger equation, it is desirable to choose the

approximate potential V0(x) to be as close as possible to the actual potential V(x),
since this leads to rapid convergence of the expansion (18). Goscinski showed

[20, 21] that for atoms, the approximate Schr€odinger equation (10) can be solved

exactly provided that V0(x) is chosen to be the attractive Coulomb potential of the

bare atomic nucleus:

V0ðxÞ ¼ �
XN
i¼1

Z

ri
: (24)

He showed that (10) will then be satisfied exactly by a Slater determinant of the

form

FnðxÞ ¼ jwm wm0 wm00 . . . j �
1ffiffiffiffiffi
N!

p

wmð1Þ wm0 ð1Þ wm00 ð1Þ � � �
wmð2Þ wm0 ð2Þ wm00 ð2Þ � � �
wmð3Þ wm0 ð3Þ wm00 ð3Þ � � �
..
. ..

. ..
.

���������

���������
; (25)

where the spin-orbitals wm that appear in the Slater determinant are the familiar

hydrogen-like spin-orbitals with an effective nuclear charge given by

Qn ¼ bnZ ¼ �2Ek
1
n2 þ 1

n02 þ 1
n002 þ � � �

 !1=2

: (26)

In other words, the radial parts of the spin orbitals that appear in the Slater deter-

minant are

R1;0ðrÞ ¼ 2Q3=2
n e�Qnr

R2;0ðrÞ ¼ Q
3=2
nffiffiffi
2

p 1� Qnr

2

� �
e�Qnr=2

R2;1ðrÞ ¼ Q
5=2
n

2
ffiffiffi
6

p r e�Qnr=2

R3;0ðrÞ ¼ 2Q
3=2
n

3
ffiffiffi
3

p 1� 2Qnr

3
þ 2Q2

nr
2

27

� �
e�Qnr=3

..

. ..
. ..

.
(27)
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To see thatFn(x) will then satisfy (10), we notice that the hydrogenlike spin-orbitals

with weighted charge Qn satisfy the 1-electron wave equation:

� 1

2
r2

j þ
Q2

n

2n2
� Qn

rj

� �
wmðxjÞ ¼ 0: (28)

Then

� 1
2

PN
j¼1

r2
j

" #
FnðxÞ ¼ � Q2

n

2n2
þ Q2

n

2n0 2
þ � � �

� �
þ Qn

r1
þ Qn

r2
þ � � �

� �� �
FnðxÞ

¼ ½Ek � bnV0ðxÞ�FnðxÞ:
(29)

Comparing (29) with (10), and noting that (26) implies the relationship

Ek ¼ �Q2
n

2

1

n2
þ 1

n02
þ 1

n002
þ � � �

� �
: (30)

we can see that (29) and (10) are the same. Therefore, (10) is exactly satisfied by

the Slater determinant (25) provided that the effective charges Qn are chosen in the

special way shown in (26). The hydrogenlike spin-orbitals wm satisfy the relationsð
d3xj w�m0 ðxjÞwmðxjÞ ¼ dm0;m (31)

and

�
ð
d3xj wmðxjÞ

�� ��2 Qn

rj
¼ �Q2

n

n2
(32)

from which it follows that [22, 23]ð
dx F�

n0 ðxÞV0 ðxÞFn ðxÞ ¼ dn0;n
2Ek

bn
: (33)

If we introduce the notation

pk �
ffiffiffiffiffiffiffiffiffiffiffiffi
�2Ek

p
(34)

and

Rn �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n2
þ 1

n02
þ � � �

r
; (35)

then we can write

Qn ¼ bn Z ¼ pk
Rn

(36)
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and

Ek ¼ � p2k
2
: (37)

We also let

VðxÞ ¼ V0ðxÞ þ V 0ðxÞ

V0ðxÞ ¼ �
XN
j¼1

Z

rj

V0ðxÞ ¼
XN
j>i

XN
i¼1

1

rij
(38)

and

T0
n0;n � � 1

pk

ð
dx F�

n0 ðxÞV0ðxÞFnðxÞ

T0
n0;n � � 1

pk

ð
dx F�

n0 ðxÞV0 ðxÞFn ðxÞ: (39)

From the potential-weighted orthonormality relation (14), it follows that

T0
n0;n ¼ dn0;n ZRn: (40)

Thus, when Goscinskian configurations are used, the generalized Sturmian secular

equation for atoms (23) takes on the form:

X
n

dn0;n ZRn þ T 0
n0;n � pk dn0;n

� 	
Bn; k ¼ 0: (41)

Notice that the nuclear attraction matrix T0
n0;n is both diagonal and energy-indepen-

dent. In order to see that T0
n0;n is also energy independent, we notice that it is built up

from terms of the form

1

pk
Jm1;m2;m3;m4 ¼

1

pk

ð
d3x

ð
d3x0 rm1;m2ðxÞ

1

jx� x0j rm3;m4ðx
0Þ; (42)

where densities are defined by

rm1;m2ðxÞ � w�m1ðxÞ wm2ðxÞ

rm3;m4ðx0Þ � w�m3ðx0Þ wm4ðx0Þ (43)
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and where the orbitals are the hydrogenlike orbitals with weighted nuclear charge

shown in (26). We now let

s � pkx

s0 � pkx
0: (44)

Then, making the substitution Qn ! pk=Rn in (27) we have

rm1;m2ðxÞ � p3k~rm1;m2ðsÞ
rm3;m4ðx0Þ � p3k~rm3;m4ðs0Þ; (45)

where ~rm1;m2ðsÞ and ~rm3;m4ðs0Þ are pure functions of s and s0 respectively. Finally,
noticing that

1

pkjx� x0j ¼
1

js� s0j ; (46)

we can write

1

pk
Jm1;m2;m3;m4 ¼

ð
d3s

ð
d3s0 ~rm1;m2ðsÞ

1

js� s0j ~rm3;m4ðs
0Þ: (47)

Since the building-blocks from which it composed are independent of pk, the
interelectron repulsion matrix T0

n0;n is also independent of pk and hence independent
of energy. The energy-independent interelectron repulsion matrix T0

n0;n consists of

pure numbers (in atomic units) which can be evaluated once and for all and stored.

4.1 The Large-Z Approximation: Restriction
of the Basis Set to an Rn-Block

The term T0
n0;n in (41) represents the effects of interelectron repulsion. If we neglect

this term entirely, the energy Ek of a state of the atom reduces to the energy of

N noninteracting electrons moving in the attractive potential of the nucleus:

Ek ¼ � p2
k

2
! � 1

2
Z2R2

n ¼ � Z2

2n21
� Z2

2n22
� � � � � Z2

2n2N
: (48)

In the large-Z approximation, we restrict the basis to those configurations

that belong to a particular value of Rn, i.e. those configurations that correspond
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to a particular value of Ek if the effects of interelectron repulsion are entirely

neglected. However, in the large-Z approximation we do not neglect interelectron

repulsion. Instead, we notice that if the entire basis set consists of configurations

corresponding to the same value of Rn, the term dn0,n ZRn will be a multiple of the

Table 1 Roots of the ground state R-block of the interelectron

repulsion matrix for the Li-like, Be-like, B-like and C-like isoelec-

tronic series
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unit matrix, and the coefficients Bnk will be eigenfunctions of the simplified secular

equation: [22]

X
n

T0
n0n � lk dn0n½ � Bnk ¼ 0: (49)

Since only Coulomb potentials are involved, the matrix T 0
n0;n turns out to be energy

independent. Its elements are pure numbers that depend only on N, the number of

electrons, and are independent of the nuclear charge Z. The roots lk of the energy-
independent interelectron repulsion matrix T0

n0;n are also pure numbers (Table 1).

In the large-Z approximation, the generalized Sturmian secular equation (41)

reduces to the requirement:

pk ¼ ZRn þ lk ¼ ZRn � jlkj; (50)

Table 2 Roots of the ground stateR-block of the interelectron

repulsion matrix T
0
n0 ;n for the N-like, O-like, F-like, and Ne-like

isoelectronic series
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so that [22]

Ek ¼ � 1

2
ZRn � jlkjð Þ2: (51)

This gives us a simple closed-form expression for the energy of a state in the large-Z
approximation. If the number of electrons N is kept constant while Z is allowed to

increase, the energies calculated from this formula approach those found by solution

of the nonrelativistic Schr€odinger equation, but a relativistic correction must be added

in order for the energies to approach experimental values. A crude relativistic correc-

tion can be found for amulticonfigurational stateCkðxÞ ¼ Sn FnðxÞBnk by calculating

the ratio of the relativistic energy of the with interelectron repulsion entirely neglected

to the nonrelativistic energy, againwith interelectron repulsion entirely neglected. The

ratio can be written in the form

fkðZÞ ¼ Erel

Enonrel

¼
P

n B
2
nk FnjH0jFnh irel

� 1
2
Z2
P

n B
2
nkR2

n

: (52)

Table 3 3S excited state energies calculated with 78

Goscinskians, using the crude relativistic correction described

in the text. The calculation of similar tables for 1P, 3P, 1D, 3D,

doubly excited autoionizing states, etc., is equally easy, rapid,

and of comparable accuracy. Tables are given in Chaps. 3 and

4 in [22], but may easily be reproduced using our programs, as

shown in Tutorial 1 on [26]
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Here,

Fn jH0jFnh irel ¼
X
m2n

em;rel m ¼ ðn; l; m; msÞ; (53)

is the relativistic energy of the configuration fn(x) with interelectron repulsion

entirely neglected, while

�
X
m2n

1

2

Z2

n2
¼ � 1

2
Z2R2

n m ¼ ðn; l; m; msÞ (54)

is its nonrelativistic energy. In order to calculate the relativistic correction, we only

need to know the relativistic energy of a single electron moving independently in

the Coulomb potential of a nucleus. If effects such as vacuum polarization and

Lamb shift are neglected, this energy can be calculated exactly and is given by

em;rel ¼ c2

1þ Z
cðgþn�jjþ1=2jÞ

 �2� �1=2 � c2 (55)

g �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jþ 1

2

� �2

� Z

c

� �2
s

c ¼ 137:036; (56)

where j is the total angular momentum (orbital plus spin) of a single electron, i.e.,

l� 1
2
. The corrected energy,

eEk ¼ � 1

2
fkðZÞ ZRn � jlkjð Þ2 (57)

agrees closely with the experimental values of energies when Z is large compared

with N (Fig. 1). The simple approximate relativistic correction discussed here is by

no means confined to use in connection with the Generalized Sturmian Method. It

can be used to correct quantum calculations of every kind.

In solving the simplified secular equation (49), it is useful to add an extremely

small perturbation of the form

Tp ¼ aLz þ bSz; (58)

where a and b are very small random numbers. The eigenfunctions can then

be easily identified as Russell–Saunders states, i.e., besides being solutions to the

nonrelativistic Schr€odinger equation, they are simultaneously eigenfunctions of

the operators L2, S2, Lz and Sz. Here the operators L2 and S2 represent the squares

of total orbital angular momentum and total spin, while Lz and Sz represent their
z-components. The Russell–Saunders states found by diagonalizing Rn-blocks are

68 J.S. Avery and J.E. Avery



symmetry-adapted basis sets that can be used in more refined calculations where

the large-Z approximation has been abandoned. Thus, for example, we can use the
3S states automatically generated by the diagonalization of many Rn-blocks as

basis functions for a more refined calculation specifically aimed at 3S states, as

illustrated in Table 3. Notice that since the interelectron repulsion matrix T0
n0;n is

independent of the nuclear charge Z, the states of an entire isoelectronic series can

be calculated using the same values of the matrix. The number of configurations in

an Rn-block is given by the binomial coefficient

Ns

Nu

� �
¼ Ns!

Nu!ðNs � NuÞ! ; (59)

where Ns is the number of atomic spin-orbitals in the highest filled shell, and where

Nu is the number of valence electrons. For example, for the lithium ground state,

we have

Ns

Nu

� �
¼ 8

1

� �
¼ 8!

1!ð8� 1Þ! ¼ 8; (60)

10 20 30 40 50
Z

–1.4

–1.3

–1.2

–1.1

–1.0

E
Z2

Fig. 1 The ground state of the carbon-like isoelectronic series, calculated in the large-Z
approximation. The energies divided by Z2 are shown as functions of Z. Experimental values are

indicates by dots, while the energies calculated from (51) are shown as curves. The lower (solid)
curve, which approaches the experimental values with increasing Z, has been corrected for

relativistic effects. The upper (dashed) curve is uncorrected
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while for the carbon ground state we have

Ns

Nu

� �
¼ 8

4

� �
¼ 8!

4!ð8� 4Þ! ¼ 70: (61)

The reader can verify that these correspond to the sum of the degeneracies of the

Russell–Saunders states generated by diagonalizing the 8�8 Rn-block for the

lithium ground state and the 70�70 block for the carbon ground state, as shown

in Table 1.

4.2 Advantages and Disadvantages of Goscinskian
Configurations

The use of Goscinskian configurations allows us to calculate the spectra and

properties of few-electron atoms with great speed and reasonable accuracy.

Highly-excited states are particularly well-represented by linear combinations of

Goscinskian configurations. However, convergence is less good when the method is

applied to atoms with large numbers of electrons. This is because the Goscinskian

configurations are solutions to the approximate Schr€odinger equation (10) with

V0(x) chosen to be the attractive Coulomb potential of the bare nucleus. When

the effects of interelectron repulsion are large compared with those of nuclear

attraction, a more realistic choice of V0(x) is needed. One could, for example

let V0(x) be the Hartree potential or the Hartree plus Slater potentials, or the

Kohn–Sham potential [27]. These potentials still have the form

V0ðxÞ ¼
XN
i¼1

uðxiÞ (62)

and therefore (10) will still be separable and therefore soluble (although some of the

neatness of the Goscinskian configurations will be lost). We are exploring these

possibilities for extending the range of applicability of the method. Prof G. Gasaneo

and his students are also working to extend the method’s range, [28, 29].

5 Molecular Orbitals Based on Sturmians

5.1 The One-Electron Secular Equation

Can the Generalized Sturmian Method be applied to N-electron molecules? This is

another question that we are starting to explore. Let us consider a single electron
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moving in the field of a number of nuclei. The Schr€odinger equation obeyed by

this single electron is given by

� 1

2
r2 þ uðxÞ � ez

� �
’zðxÞ ¼ 0; (63)

where

uðxÞ ¼ �
X
a

Za
jx� Xaj: (64)

(We have dropped the index i because for the moment we are dealing with a single

electron). The use of Coulomb Sturmian basis functions located on the different

atoms of a molecule to solve (63) was pioneered by C.E. Wulfman, B. Judd, T.

Koga, V. Aquilanti, and others [30–37]. These authors solved the Schr€odinger
equation in momentum space, but here we will use a direct-space treatment to

reach the same results. Our basis functions will be labeled by the set of indices

t � ðn; l; m; aÞ: (65)

Here, n, l, and m are the quantum numbers of the Coulomb Sturmians, while a is the
index of the atom on which the basis function is localized. Thus we write

wtðxÞ � wnlmðx� XaÞ; (66)

where the Coulomb Sturmians wnlm(x) ¼ Rnl(r)Ylm(y, f) are those defined in

(1)–(9). The molecular orbitals are then expressed as linear combinations of

many-center Coulomb Sturmians:

’zðxÞ ¼
X
n;l;m;a

wn;l;mðx� XaÞ Ct;z �
X
t

wtðxÞCt;z: (67)

Then, letting

ez � � 1

2
k2; (68)

we can write

X
t

� 1

2
r2 þ 1

2
k2 þ uðxÞ

� �
wtðxÞCt;z ¼ 0: (69)

Multiplying from the left by a conjugate basis function and integrating over the

coordinates we have

X
t

ð
d3x w�t0 ðxÞ � 1

2
r2 þ 1

2
k2 þ uðxÞ

� �
wtðxÞCt;z ¼ 0: (70)
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If we introduce the notation

Wt0;t � � 1

k

ð
d3xw�

t0
ðxÞuðxÞwtðxÞ (71)

and

St0;t � 1

k2

ð
d3x w�

t0
ðxÞ � 1

2
r2 þ 1

2
k2

� �
wtðxÞ; (72)

the secular equation (70) can be written in the formX
t

Wt0;t � kSt0;t
� 	

Ct;z ¼ 0: (73)

The integrals defined by (72) are the well-studied Shibuya–Wulfman integrals;

those defined by (71) we can call the Wulfman integrals to honor the pioneering

work of C.E. Wulfman [35–37]. The roots of the secular equations (73) are not

energies, but are values of the scaling parameter k, which is related to the 1-electron
energies by (68). For diatomic molecules, bothWt0 t andSt0,t are pure functions of

the parameter S ¼ kR. The procedure for solving for the molecular orbitals is to

solve the secular equations (73) for many values of S. For each value of S,
a spectrum of k values is generated – one for each molecular orbital. Then the

orbital energies and wave functions, ez(R) and ’z(R), can be found by interpolation

as functions of the internuclear distance R.

0 2 4

–4

–4

–2

–2

0

2

4

Fig. 2 This figure shows the Sturmian molecular orbital corresponding to the ground state of the

Hþ
2 ion, with S ¼ 6, k ¼ 1.16885, and R ¼ 5.13325 Bohrs
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5.2 Shibuya–Wulfman Integrals and Sturmian Overlap
Integrals Evaluated in Terms of Hyperpherical Harmonics

In a remarkably brilliant early paper, the Russian physicist V. Fock showed that the

Fourier transforms of Coulomb Sturmian basis functions can be related in a simple

way to 4-dimensional hyperspherical harmonics [38, 39]. Fock discovered this

relationship by projecting momentum space onto the surface of a 4-dimensional

hypersphere using the relationship

û ¼ ðu1; u2; u3; u4Þ ¼ 2kp1
k2 þ p2

;
2kp2

k2 þ p2
;

2kp3
k2 þ p2

;
k2 � p2

k2 þ p2

� �
: (74)

Here, (p1, p2, p3) are the coordinates of momentum space, while (u1, u2, u3, u4) are
unit vectors characterizing points on the surface of the hypersphere. (In (74), and

throughout this paper, we indicate a unit vector by means of a “hat”). He then

transformed the Schr€odinger equation for hydrogenlike atom in momentum space

to a problem involving the unit vector û on the surface of the 4-dimensional

hypersphere.

Fock first noted that the 1-electron orbital wm(x) and its Fourier transform wtm(p)
are related by

w
m
ðxÞ ¼ 1

ð2pÞ3=2
ð
d3p eip�x wtmðpÞ

wtmðpÞ ¼
1

ð2pÞ3=2
ð
d3x e�ip�xwmðxÞ; (75)

where m � (n, l, m). If we let

k2 � �2em; (76)

then the 1-electron Schr€odinger equation

� 1

2
r2 þ uðxÞ � em

� �
wmðxÞ ¼ 0 (77)

can be written in the form

½�r2 þ k2 þ 2uðxÞ� wmðxÞ ¼ 0: (78)

Substituting the expression for the wave function wm (x) in terms of its Fourier

transform (75) into (78), we have

½�r2 þ k2 þ 2uðxÞ�
ð
d3p eip�x wtmðpÞ

¼
ð
d3p eip�x ½p2 þ k2 þ 2uðxÞ� wtmðpÞ ¼ 0; (79)
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since ∇2 acting on the plane wave brings down the factor p2. If we now multiply

(79) by e–ip
0�x and integrate over the space coordinates, we obtainð

d3p ðp2 þ k2Þ wtmðpÞ
ð
d3x eiðp�p0Þ�x

þ 2

ð
d3p

ð
d3x eiðp�p0Þ�x uðxÞ wtmðpÞ ¼ 0:

(80)

Then remembering that ð
d3x eiðp�p0Þ�x ¼ ð2pÞ3dðp� p0Þ; (81)

we have

ð2pÞ3
ð
d3p dðp� p0Þðp2 þ k2ÞwtmðpÞ

þ 2

ð
d3p

ð
d3x eiðp�p0Þ�xuðxÞwtmðpÞ ¼ 0:

(82)

Using the Dirac delta function to perform the first p-integration in (82), we obtain

the momentum-space Schr€odinger equation:

ðp02 þ k2Þwtmðp0Þ ¼
2

ð2pÞ3=2
ð
d3p ut ðp0 � pÞwtmðpÞ; (83)

where

ut ðp0 � pÞ � 1

ð2pÞ3=2
ð
d3x e�iðp0�pÞ�xuðxÞ: (84)

In the special case of hydrogenlike atoms, where

uðxÞ ¼ � Z

r
; (85)

we have

utðp� p0Þ ¼ �
ffiffiffi
2

p

r
Z

jp� p0j2 : (86)

Thus, the momentum-space Schr€odinger equation for hydrogenlike atoms becomes

ðp02 þ k2Þwtmðp0Þ ¼
Z

p2

ð
d3p

1

jp� p0j2w
t
mðpÞ: (87)
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V. Fock was able to solve this integral equation by letting

wtm ðpÞ ¼
4k5=2

ðk2 þ p2Þ2 fmðûÞ; (88)

where û ¼ (u1, u2, u3, u4) denotes the unit vectors defining points on Fock’s

4-dimensional hypersphere, (74). With this transformation, (87) takes on the simple

form

fmðû0Þ ¼ Z

2p2k

ð
dO

1

jû�û0j2 fmðû
0Þ: (89)

Fock then expanded the kernel of this integral equation in terms of Gegenbauer

polynomials and hyperspherical harmonics:

1

jû�û0j2 ¼
X1
l¼0

C1
lðû � û0Þ

¼ 2p2

lþ 1

X1
l¼0

Xl
l¼0

Xl
m¼�l

Yl;l;mðû0ÞY�
l;l;mðûÞ: (90)

In (90), Yl.l.m (û) is a 4-dimensional hyperspherical harmonic:

Yl;l;m ðûÞ ¼ N l;l C
1þl
l�lðu4Þ Yl;mðu1; u2; u3Þ: (91)

Here Yl,m(u1,u2,u3) is a familiar 3-dimensional spherical harmonic, while

N l;l ¼ ð�1Þl i lð2lÞ!!
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðlþ 1Þðl� lÞ!
pðlþ lþ 1Þ!

s
(92)

is a normalizing factor and

Ca
nðu4Þ ¼

X½n=2�
t¼0

ð�1ÞtGðnþa� tÞ
t!ðn� 2tÞ!GðaÞ ð2u4Þn�2t

(93)

is a Gegenbauer polynomial. The Gegenbauer polynomials are sometimes called

ultraspherical polynomials because of their close relationship with spherical and

hyperspherical harmonics. The Gegenbauer polynomial corresponding to a¼ 1/2 is

a Legendre polynomial, and the sum rule shown in (90) is closely analogous to

the familiar sum rule for spherical harmonics. The first few 4-dimansional

hyperspherical harmonics are shown in Table 4.

Inserting the expansion (90) into the integral equation (89), and making use of

the orthonormality relation for hyperspherical harmonics,
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ð
dO Y�

l0;l0;m0 ðûÞYl;l;mðûÞ ¼ dl0ldl0;ldm0;m: (94)

Fock was able to show that the momentum-space Schr€odinger equation for

hydrogenlike atoms has solutions of the form

fmðûÞ ¼ Yl;l;mðûÞ

wtmðpÞ ¼
4k5=2

ðk2 þ p2Þ2 Yl;l;mðûÞ l ¼ 0; 1; 2; 3; . . . (95)

provided that

k ¼ Z

lþ 1
: (96)

By inserting this requirement into (76), Fock could see that it was equivalent to

specifying that

Table 4 4-Dimensional hyperspherical harmonics
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em ¼ � 1

2

Z

lþ 1

� �2

: (97)

He identified l+1 with the quantum number n, and thus obtained the well-known

result for hydrogenlike atoms:

em ¼ � 1

2

Z

n

� �2

: (98)

At the same time, Fock uncovered an explanation for the puzzling n2-fold dege-

neracy of hydrogenlike atomic orbitals, since the number of linearly independent

4-dimensional hyperspherical harmonics corresponding to a given value of l is

(l + 1)2, as is illustrated in Table 4. Fock’s momentum-space treatment of hydro-

gen-like atoms and the connection which he established between the solutions and

the set of 4-dimensional hyperspherical harmonics was later generalized to the

analogous d-dimensional problem [40–42].

5.3 The Shibuya–Wulfman Generalization
of Fock’s Result to Molecules

In a famous 1965 paper [35], T.I. Shibuya and C.E. Wulfman were able to

generalize Fock’s result to molecules. They considered the case where

uðxÞ ¼ �
X
a

Za
jx � Xaj: (99)

In that case, the integral equation analogous to (87) becomes

ðp02 þ k2Þ’t
zðp0Þ ¼

1

p2

ð
d3 p

1

jp� p0j2
X
a

Zae
iðp�p0Þ�Xa’t

zðpÞ: (100)

Following a path similar to that of Fock, Shibuya, and Wulfman let

’t
zðpÞ ¼

4k5=2

ðk2 þ p2Þ2 fzðûÞ: (101)

With this transformation, (100) becomes

kfzðû0Þ ¼
X
t

�tðû0Þ
ð
dO ��tðûÞfzðûÞ; (102)
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where

t � ðl; l;m; aÞ (103)

and

�t ðûÞ �
Za

lþ 1

� �1=2

e�ip�XaYl;l;mðûÞ: (104)

The hyperangular overlap integral between two such functions is

Kt0;t �
ð
dO ��t0 ðûÞ�tðûÞ

¼ Za0Za
ðl0 þ 1Þðlþ 1Þ
� �1=2 ð

dO eip�ðXa0 �XaÞY�
l0;l0;m0 ðûÞYl;l;mðûÞ

(105)

Shibuya and Wulfman then let

fzðû0Þ ¼
X
t

�tðû0ÞC0
t;z: (106)

With this substitution, (102) becomes

k
X
t

�tðû0ÞC0
t;z ¼

X
t0

�t0 ðû0ÞKt0;tC
0
t;z: (107)

The linear independence of the functions �t(û
0) then implies that the solutions

satisfy the secular equationX
t

½Kt0;t � kdt0;t�C0
t;z ¼ 0; (108)

where

em ¼ � 1

2
k2: (109)

Of course in practice, the basis set needs to be truncated. The momentum–space

molecular orbitals then become

’t
zðpÞ ¼

4k5=2

ðk2 þ p2Þ2 fzðûÞ

¼
X
t

ffiffiffiffiffi
Za
n

r
4k5=2

ðk2 þ p2Þ2 e
�ip�XaYl;l;mðûÞC0

t;z

¼
X
t

wttðpÞCt;z (110)
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with

C0
t;z ¼

ffiffiffiffiffi
Za
n

r
Ct;z: (111)

In direct space, this becomes

’zðxÞ ¼
X
t

wtðxÞCt;z

�
X
n;l;m;a

wn;l;mðx�XaÞCt;z: (112)

The matrix Kt0,t can be written in the form

Kt0;t ¼
ffiffiffiffiffiffiffiffiffiffiffi
Za0Za
n0n

r
St0;t; (113)

where

St0;t �
ð
dO eip�RY�

m0 ðûÞ YmðûÞ; (114)

where R ¼ Xa0–Xa and Ym(û) � Yn–1,l,m(û). Shibuya and Wulfman [35] evaluated

these integrals by expanding eip�R in terms of hyperspherical harmonics. Alterna-

tively, it is possible to show [43] thatð
dO eip�RYmðûÞ ¼ ð2pÞ3=2 fn;lðSÞYl;mðŜÞ; (115)

where

S ¼ fSx; Sy; Szg � kR S ¼ kjRj; (116)

and

R � Xa0 � Xa (117)

and where

k3=2fn;l �Rn;l � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� lÞðnþ lþ 1Þ

nðnþ 1Þ

s
Rnþ1;l

� 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ lÞðn� l� 1Þ

nðn� 1Þ

s
Rn�1;l (118)
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with

Rn�1;l � 0 if l > n� 1: (119)

Here, the functions Rn, l are the Coulomb Sturmian radial functions (Table 5).

If we let then

cm00;m0;m ¼
ð
dO4 Y

�
m00 ðûÞY�

m0 ðûÞYmðûÞ; (120)

then

Y�
m0 ðûÞ Ym ðûÞ ¼

X
m00

Ym00 ðûÞcm00;m0;m (121)

and

St0;t ¼ ð2pÞ3=2
X
m00

Yl00;m00 ðŜÞfn00;l00 ðSÞcm00;m0;m: (122)

Table 5 gn,l(S), fn,l (S), and Rn,l(S), where S � k|Xa
0–Xa|. The functions gn,l (S) and fn,l

(S) appear respectively in the two-center overlap integrals and the Shibuya–Wulfman

integrals, while the functions Rn,l(S) are Coulomb Sturmian radial functions
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The matrix cm00;m0,m0 is a large but very sparse matrix that can be precalculated

and stored. Thus, (122) gives us a rapid and convenient way of evaluating

the Shibuya–Wulfman integrals. Similarly, the Wulfman integrals Wt0,t can be

evaluated by means of Fock’s projection, as can the molecular Sturmian overlap

integrals

mt0;t �
ð
d3x w�t0 ðxÞwtðxÞ: (123)

These are given by

mt0;t ¼ ð2pÞ3=2
X
m00

Yl00;m00 ðŜÞgn00;l00 ðSÞcm00;m0m; (124)

where the radial functions gn,l are given by

gn;l � fn;l � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� lÞðnþ lþ 1Þ

nðnþ 1Þ

s
fnþ1;l � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnþ lÞðn� l� 1Þ

nðn� 1Þ

s
fn�1;l (125)

with

fn�1;l � 0 if l > n� 1: (126)

Table 6 This table shows the first few Shibuya–Wulfman integralsSt0 ,t, as functions
of S � k(Xa0 – Xa), with S� |S| and S � (S sin y cos f, S sin y sin f, S cos y). The
integrals were generated by means of (122)
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5.4 Relationships Between the Momentum–Space
and Direct–Space Formulations

From Fock’s projection, one can show that the generalized solid angle on Fock’s

hypersphere is related to the volume element in momentum space by

dO ¼ d3p
2k

k2 þ p2

� �3

: (127)

Using this result, together with Fock’s solution (95), we can rewrite the

Shibuya–Wulfman integrals of (114) in the form

St0;t ¼
ð
d3p wt�t0 ðpÞ

p2 þ k2

2k2

� �
wttðpÞ: (128)

But in discussing the direct–space formulation of the problem, we gave a different

formula for the Shibuya–Wulfman integrals

St0;t ¼
ð
d3x w�t0 ðxÞ

�r2 þ k2

2k2

� �
wtðxÞ: (129)

Table 7 The first few overlap integrals mt0 ,t �
Ð
d3xw�t0 ðxÞwt(x) between displaced

Coulomb Sturmians. The definitions of S, y and f are the same as in Table 6. The

integrals were evaluated by means of equation (124)
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To see that these two definitions of the Shibuya–Wulfman integrals are really the

same, we insert the expression for wt (x) in terms of its Fourier transform into the

direct-space definition of St0,t . Thus we obtain the relation

St0;t ¼
ð
d3x w�t0 ðxÞ

�r2 þ k2

2k2

� �
wtðxÞ

¼ 1

ð2pÞ3=2
ð
d3x w�t0 ðxÞ

ð
d3p eip�x

p2 þ k2

2k2

� �
wtðpÞ

¼
ð
d3p

1

ð2pÞ3=2
ð
d3 x e�ip�x wt0 ðxÞ

 !�
p2 þ k2

2k2

� �
wtðpÞ

¼
ð
d3p wt�t0 ðpÞ

p2 þ k2

2k2

� �
wttðpÞ (130)

From (130), it can also be seen that the Shibyya–Wulfman integrals can be inter-

preted as a species of nuclear attraction integrals, as Koga has pointed out [33, 34].

To see this, we note that wt(x) obeys the Schr€odinger equation

�r2 þ k2

2k2
� Za
k2jx� Xaj

� �
wt ðxÞ ¼ 0: (131)

Therefore,

St0;t ¼ 1

k2

ð
d3x w�t0 ðxÞ

Za
jx� Xaj
� �

wt ðxÞ; (132)

which can be seen to be a nuclear attraction integral. For the special case where

Xa0 ¼ Xa, (130) can be related to the generalized Sturmian orthonormality relations

in direct space and reciprocal space, (15) and (16). In that case, making use of (94),

(95), and (127), we haveð
d3x w�m0 ðxÞ

�r2 þ k2

2k2

� �
wmðxÞ

¼
ð
d3p wt�m0 ðpÞ

p2 þ k2

2k2

� �
wtm ðpÞ

¼
ð
dO Y�

m0 ðûÞYmðûÞ ¼ dm0;m: (133)

This is, of course, also consistent with the potential-weighted orthonormality

relation of the Coulomb Sturmian basis function, (7), as can be seen by making

use of (132) for the special case where Xa0 ¼ Xa ¼ 0 and making the substitution

k ¼ Za/n. Looking at Table 6, we can see that for the special case where S ¼ 0, the

diagonal elements of St0;t are equal to 1, while the off-diagonal elements vanish,

as is required by the orthonormality relations (94). The momentum–space

orthonormality relations for Coulomb Sturmians can be used to make a weakly
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convergent expansion of a plane wave in terms of wm ðxÞ and wmðpÞ [25]. The

orthonormality relations (133) can be used to determine the coefficients am in

the series

eip�x ¼ p2 þ k2

2k2

� � X
m

wt�m ðpÞam: (134)

Multiplying (134) on the left by wtm0 ðpÞ and integrating over d3p, we obtainð
d3p eip�xwtm0 ðpÞ ¼

X
m

dm0mam ¼ am0 ; (135)

so that

am ¼
ð
d3p eip�x wtm ðpÞ ¼ ð2pÞ3=2 wmðxÞ: (136)

Thus, finally we obtain an expansion of the form

eip�x ¼ ð2pÞ3=2 p2 þ k2

2k2

� � X
m

wt�m ðpÞwmðxÞ: (137)

As Vincenzo Aquilanti has shown, the Shibuya–Wulfman integrals can be

related to the effect of a translation on Coulomb Sturmians. Combining (75) and

(137), we obtain

wn;l;mðx� XaÞ ¼
X
n0l0m0

wn0l0m0 ðx� Xa0 Þ

�
ð
d3p

k2 þ p2

2k2

� �
eip�ðXa0�XaÞwt�n0l0m0 ðpÞwtnlmðpÞ; (138)

which can be rewritten in the form

wnlmðx�XaÞ ¼
X
n0l0m0

wn0l0m0 ðx� Xa0 ÞSt0;t (139)

or, more simply,

wt ðxÞ ¼
X
n0l0m0

wt0 ðxÞSt0;t: (140)

In other words, if a Coulomb Sturmian located on one center is expanded in terms of

Coulomb Sturmians located on another center, the expansion coefficients are

Shibuya–Wulfman integrals. It should be noted, however, that this expansion is
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very slowly convergent when k Xa0 � Xaj j is large. Since two translations performed

in succession can be expressed as a single translation, we have

X
n0l0m0

St00;t0St0;t ¼ St00;t: (141)

Thus the Shibuya–Wulfman integrals form a representation of the group of

translations.

Koga and his co-workers also derived a sum rule obeyed by the matrices St0;t
and the Wulfman matrix W. Koga’s sum rule can be derived with the help of (140)

and (132):

X
a

ð
d3x w�n0l0m0 ðx� Xa0 Þ Za

jx�Xaj wn00l00m00 ðx� Xa00 Þ

¼
X
nlma

St;t00

ð
d3xw�n0l0m0 ðx� Xa0 Þ Za

jx� Xaj wnlmðx� XaÞ

¼
X
t

St0;t
Zak

n
St;t00 : (142)

This result can be used to evaluate matrix elements of the many center potential u(x)
of (71):

Wt0;t00 � � 1

k

ð
d3x w�t0 ðxÞ uðxÞwt00 ðxÞ ¼

X
t

St0;t
Za
n
St;t00 : (143)

Essentially what is happening in (142) is that the functions w�n0l0m0 ðx� Xa0 Þ and

wnlmðx� XaÞ are translated respectively from the points Xa0 andXa00 to the point Xa.

Here the matrix element of the attractive Coulomb potential of nucleus a is

evaluated by means of (133). We now remember (113), which can be written in

the form

St0;t ¼
ffiffiffiffiffiffi
n0

Za0

r
Kt0;t

ffiffiffiffiffi
n

Za

r
: (144)

Combining this with the sum rule of (143), we have

Wt0;t00 ¼
X
t

St0;t
Za
n
St;t00 ¼

X
t

ffiffiffiffiffiffi
n0

Za0

r
Kt0;t Kt;t00

ffiffiffiffiffiffiffi
n00

Za00

r
: (145)

Then the direct–space secular equation (73) can be rewritten as

X
t00

X
t

Kt0;tKt;t00 � kKt0;t00

" #
C0
t00;z ¼ 0; (146)
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which is a second iterated form of (108): Thus the direct–space and momentum–

space solutions for molecular orbitals based on Coulomb Sturmians are seen to be

the same, always remembering that coefficients that appear in the two forms are

related by (111). Since we have two forms of the molecular Sturmian secular

equation, (73) and (108), one might ask which form is the best. The answer is

that if the number of basis functions used is small, (73) gives the most accurate

results. However, particularly for small values of the parameter S, (73) suffers from
problems of overcompleteness when the number of basis functions is increased. By

contrast, as Monkhorst and Jeziorski have pointed out [44], (108) has no such

problems, and therefore it is the method of choice when the basis set used is very

large or when S is small. With a large basis set, (108) is capable of yielding

solutions of very high accuracy. Koga and Matsuhashi [34] used an iterated version

of this equation to obtain energies with 10-figure accuracy for the ground state of

the Hþ
2 ion. We can call the matrix Kt0;t the Koga matrix to honor the contributions

of Prof. T. Koga and his group.

6 Molecular Calculations Using Isoenergetic Configurations

We have just seen that the treatment of a single electron moving in the field of

several nuclei has been developed by a number of authors. Let us now turn to

the question of whether molecular orbitals based on Coulomb Sturmians can

be used to treat N-electron molecules. To answer this question, let us consider

a Slater determinant of the form

FvðxÞ ¼ j’z1 ’z2 . . .’zNj �
1ffiffiffiffiffi
N!

p

’z1ð1Þ ’z2ð1Þ ’z3ð1Þ � � �
’z1ð2Þ ’z2ð2Þ ’z3ð2Þ . . .
’z1ð3Þ ’z2ð3Þ ’z3ð3Þ . . .

..

. ..
. ..

.

���������

���������
(147)

built up from molecular orbitals of the form shown in (67), where the coefficients

Ct;z are solutions to (73). The Slater determinant will then satisfy

XN
j¼1

� 1

2
r2

j þ
k2

2
þ bvuðxjÞ

� �
Fn ðxÞ ¼ 0; (148)

which can be rewritten in the form

XN
j¼1

� 1

2
r2

j þ
k2

2

� �
þ bnV0ðxÞ

" #
Fn ðxÞ

¼ � 1

2

XN
j¼1

r2
j þ bnV0ðxÞ þ Nk2

2

" #
Fn ðxÞ ¼ 0; (149)
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where

V0 ðxÞ ¼
XN
j¼1

uðxjÞ ¼ �
XN
j¼1

X
a

Za
jxj � Xaj: (150)

It can be seen that if we let

Ek ¼ �
XN
j¼1

k2

2
¼ �Nk2

2
; (151)

then (150) has the same form as (10). In other words, if the constants bn are chosen
in such a way that the solutions to (149) are isoenergetic, all belonging to the energy

Ek ¼ �Nk2=2, the set of functions Fn ðxÞ will be a generalized Sturmian basis set.

We now wish to solve the nonrelativistic Schr€odinger equation for the molecule:

XN
j¼1

� 1

2
r2

j þ
k2

2

� �
þ VðxÞ

" #
CkðxÞ ¼ 0; (152)

where

VðxÞ ¼
XN
j¼1

uðxjÞ þ
XN
i>j

XN
j¼1

1

rij
: (153)

If we substitute the superposition

Ck ðxÞ ¼
X
n

FnðxÞBnk; (154)

into the Schr€odinger equation, multiply from the left by a conjugate basis function,

and integrate over all the coordinates, we obtain a generalized Sturmian secular

equation of the form

X
n

ð
dxF�

v0 ðxÞ
XN
j¼1

� 1

2
r2

j þ
k2

2

� �
þ VðxÞ

" #
Fn ðxÞBnk ¼ 0: (155)

Introducing the k-independent matrices

T
ðNÞ
n0n � � 1

k

ð
dxF�

n0 ðxÞVðxÞFnðxÞ (156)
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and

S
ðNÞ
n0n � 1

k2

ð
dxF�

n0 ðxÞ
XN
j¼1

� 1

2
r2

j þ
k2

2

� �
FnðxÞ; (157)

we can rewrite (155) in the form

X
n

T
ðNÞ
n0n � kS

ðNÞ
n0n

h i
Bnk ¼ 0: (158)

6.1 Constructing T
ðNÞ
n0n and S

ðNÞ
n0n from 1-Electron Components

In order to construct the k-independent matrices T
ðNÞ
n0n and S

ðNÞ
n0n , we first need to

normalize the molecular orbitals. The normalization condition is given by

~mz;z �
ð
d3xj ’

�
zðxjÞ’zðxjÞ ¼

X
t0

X
t

C�
t0;zmt0;tCt;z ¼ 1; (159)

where

mt0t �
ð
d3xj w�t0 ðxjÞwtðxjÞ: (160)

Having normalized the molecular orbital coefficients Ct,z, we construct the 1-elec-
tron matrices

~uz0z �
ð
d3xj ’

�
z0 ðxjÞuðxjÞ’zðxjÞ ¼ �k

X
t0

X
t

C�
t0 z0Wt0tCtz (161)

and

~Sz0z �
X
t0

X
t

C�
t0z0St0tCt z: (162)

Once we are in possession of the matrices ~mz;z, ~uz0z and ~Sz0z, the Slater–Condon

rules can be used to build up the k-independent N-electron matrices S
ðNÞ
v0v and

T0;
v0v
ðNÞ � � 1

k

ð
dx F�

v0 ðxÞV0ðxÞFvðxÞ; (163)
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which are based on the Slater determinants of our generalized Sturmian basis set.

The construction of the interelectron repulsion matrix

T0
v0v
ðNÞ � � 1

k

ð
dx F�

v0 ðxÞV0ðxÞFvðxÞ (164)

is more difficult, but we have developed methods for evaluating interelectron

repulsion integrals based on molecular Sturmians. The most important of these

integrals can be evaluated by a rapid method that makes use of Fock’s relationship

and the properties of hyperspherical harmonics. This method will be discussed in

the next section. The fact that T
0ðNÞ
v0v is independent of k can be established by an

argument similar to that used in (42)–(47).

6.2 Interelectron Repulsion Integrals for Molecular
Sturmians from Hyperspherical Harmonics

Consider an interelectron repulsion integral of the form

Jm1;m2;m3;m4; ¼
ð
d3x

ð
d3x0 rm1;m2ðx� XaÞ 1

jx� x0j rm3;m4ðx
0 � Xa0 Þ: (165)

Here, rm1;m2ðx� XaÞ is a charge distribution centered at the point Xa, while

rm3;m4ðx0 � Xa0 Þ is another charge distribution centered on a different point Xa0,

and mi � (ni, li, mi). We now introduce the Fourier representation of the Green’s

function of Poisson’s equation:

1

jx� x0j ¼
1

2p2

ð
d3p

1

p2
e�ip�ðx�x 0 Þ: (166)

Then Jm
1 ;
m
2;m3;m4

can be rewritten in the form

Jm
1 ;
m
2;m3;m4

¼ 4p
ð
d3p

1

p2
eip�R rtm1;m2ðpÞrtm3;m4ð�pÞ; (167)

where

rtmi; mjðpÞ ¼
1

ð2pÞ3=2
ð
d3xrmi;mjðxÞ e�ip�x (168)
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and where

R � Xa0 � Xa: (169)

We will now show that when the densities are produced by products of Coulomb

Sturmians, interelectron repulsion integrals of the type shown in (165) and (167)

can be readily evaluated using Fock’s relationship and the properties of hyper-

spherical harmonics. Suppose that

rm1, m2ðxÞ ¼ w�m1ðxÞwm2ðxÞ ¼ Rn1;l1 ðrÞ Rn2;l2ðrÞ Y�
l1;m1

ðx̂Þ Yl2;m2
ðx̂Þ: (170)

Then from the potential-weighted orthonormality relation (7), it follows that

rm1;m2ðxÞ ¼
X
m

Rn;lð2rÞYl;mðx̂Þ Cm;m1;m2 �
X
m

wmð2xÞ Cm;m1;m2 ; (171)

where

Cm;m1;m2 ¼
n

2

ð1
0

dr r Rn;l ð2rÞRn1;l1ðrÞRn2;l2ðrÞ

�
ð
dO3 Y�

l;mðx̂Þ Y�
l1;m1

ðx̂Þ Yl2;m2
ðx̂Þ:

(172)

The series in (171) terminates and the expansion is exact. The coefficients Cm;m1;m2
form a large but very sparse matrix that can be precalculated and stored. What

we have done here is to expand a product of two Coulomb Sturmians in terms

of a single Coulomb Sturmian with double the k value. When this is done, the

exponential part is automatically correct, and only the polynomial parts need

to be taken care of. Hence, the sparseness of Cm00;m0;m. Then

Jm1;m2;m3;m4 �
ð
d3x

ð
d3x0rm1;m2ðx� XaÞ 1

jx� x
0 jrm3;m4ðx

0 � Xa0 Þ

¼
X
m0;m

Jm0;mCm0;m1;m2Cm;m3;m4 ;
(173)

where

Jm0;m � 4p
ð
d3p

1

p2
eip�Rrtm0 ðpÞrtmð�pÞ (174)

and where

rm0 ðxÞ ¼ Rn0;l0 ð2rÞYl0;m0 ðx̂Þ
rmðxÞ ¼ Rn;lð2rÞYl;mðx̂Þ: (175)
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Then from Fock’s relationship, we have

Jm0;m ¼ 4p
ð
d3p

1

p2
eip�R ~M2ðpÞð�1ÞlYm0 ðŵÞYmðŵÞ; (176)

where YmðŵÞ � Yn�1;l;m ðŵÞ and

ŵ ¼ ðw1;w2;w3;w4Þ ¼ 4kp1
4k2 þ p2

;
4kp2

4k2 þ p2
;

4kp3
4k2 þ p2

;
4k2 � p2

4k2 þ p2

� �
: (177)

In Fock’s projection, we are now using double the value of k. Similarly, we

now have

~MðpÞ � 4ð2kÞ5=2
ð4k2 þ p2Þ2 : (178)

We can now go a step further by introducing the matrix

~cm00;m0;m � ð�1Þl
ð
dO Y�

m00 ðŵÞYm0 ðŵÞYmðŵÞ; (179)

which is also large but sparse, and which can also be precalculated and stored. Then

Jm0;m ¼
X
m00

Jm00 ~cm00;m0;m; (180)

where

Jm � 4p
ð
d3 p

1

p2
eip�R ~M

2ðpÞYmðŵÞ : (181)

The integral Jm can be rewritten as

Jm ¼ ð4pÞ2kYl;mðR̂Þ
ð1
0

dp ~MðpÞRt
n;lðpÞjlðpRÞ; (182)

where

Rt
n;lðpÞ �

ffiffiffi
2

p

r ð1
0

dp p2jl ðprÞRn;l ð2krÞ: (183)
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The integrals over dp in (182) are simple enough to be evaluated by Mathematica

and they can conveniently be stored as functions kR in the form of interpolation

functions. Notice that the integrals depend only on n and l, and there are therefore

fewer of them than there would be if they also depended on m. The first 105 of these
functions are shown in Fig. 3. Equations (173), (180), and (182) give us a very rapid

and convenient way of evaluating integrals of the form shown in (173), where the

densities are formed from products of Coulomb Sturmian basis functions located

respectively on the two centers, a and a0. They constitute the largest contribution to
the effects of interelectron repulsion.

6.3 3-Center and 4-Center Interelectron Repulsion Integrals

One also needs to calculate 3-center and 4-center integrals of the form

Jt1;t2;t3;t4 ¼
ð
d3x

ð
d3x0 w�t1ðxÞwt2ðxÞ

1

jx� x0j w
�
t3ðx0Þwt4ðx0Þ: (184)

Here, t has the meaning defined by (65), where the index a is the index of the atom on

which a Coulomb Sturmian basis function is located. In the case of a general 4-center

integral, all the a values may be different from one another. Integrals of this type fall

5 10 15 20

–2

–1

1

2

Fig. 3 The integrals
R1
0

dp ~MðpÞRt
n;lðpÞjlðpRÞ of (182) are shown here plotted as functions of

S � kR. There are 105 functions, corresponding n ¼ 1, 2,. . ., 14 and l ¼ 0, 1, . . ., n � 1
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off rapidly with interatomic distances and they vanish as the overlap vanishes; but

they are needed nevertheless, and we have developed a special type of Gaussian

expansion method to evaluate them: Expressed in terms of the regular solid

harmonics Rm
l , the Coulomb Sturmian basis functions can be written as [45]

wn;l;mðxÞ ¼ Rn;lðrÞYl;mðx̂Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

4p

r
Rn;lðrÞs�l Rm

l ðkxÞ

	
X
i

Gn;l;ie
�aijkxj2Rm

l ðkxÞ; (185)

where s � kr and where the coefficients Gn,l,i are defined by the relationship

ffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

4p

r
Rn;lðrÞs�l 	

X
i

Gn;l;ie
�ais

2

: (186)

Then

wtðxÞ ¼ wn;l;mðx� XaÞ 	
X
i

Gn;l;i e
�aijkx�kXaj2Rm

l ðkx� kXaÞ: (187)

In this expansion, the coefficients Gn,l,i and ai are universals that can be calculated

once and for all, and that never have to be recalculated. When the basis functions

scale with changing values of k, the expansion scales automatically too. Because

the coefficients are universals, we can use many terms in the expansion and thus

obtain especially good accuracy. The fact that the interelectron repulsion integrals

divided by k are independent of k can be shown by arguments similar to those

shown in (42)–(47). When divided by k, the interelectron repulsion integrals

are pure functions of the parameters s � kx and Sa � kXa. Therefore, they scale

automatically with changes of scale of the basis functions. The independence from

k also implies that the molecular-Sturmian-based interelectron repulsion integrals

can be pre-evaluated and stored.

6.4 Pilot Calculations

Since this method has been developed very recently, we have only begun to

test it with a few pilot calculations. These are shown in Figs. 4 and 5. Our pilot

calculations use very few basis functions, but nevertheless they yield quite accurate

results. This seems to us to be a promising result, and we hope to develop the

method further.

Sturmians and Generalized Sturmians in Quantum Theory 93



7 Discussion

This chapter is a review, and most of what is reported here can be found in our own

books and papers and those of the authors whose works are cited. There are,

however, some results that do not appear elsewhere. Among these are (42)–(47),

that demonstrate that T0
v0, v, the interelectron repulsion matrix based on Goscinskian

congurations, is energy independent and consists of pure numbers when expressed

in atomic units. Other new results include Table 3, and much of Sect. 4.4.

Sects. 5.2–5.4 and much of the Appendix were previously reported only in the

Ph.D. thesis of one of us and in works that are now in press.

Appendix: Angular and Hyperangular Integrations

In a 3-dimensional space, the volume element is given by dx1dx2dx3 in Cartesian

coordinates or by r2dr dO in spherical polar coordinates. Thus, we can write

2 4 6 8 10

– 3.0

– 2.5

– 2.0

– 1.5

– 1.0

– 0.5

0.5

Fig. 4 This figure shows the results of a preliminary calculation on the dissociation of the

hydrogen molecule using a very restricted basis set. Energies are shown in Hartrees as functions

of the internuclear separation, measured in Bohrs. The lowest curve shows the ground-state

electronic energy by itself, without internuclear repulsion. The two upper curves show the ground

state and first singlet excited state electronic energies with nuclear repulsion added, i.e., the total

energies of the two states. The calculated equilibrium bond length is 1.41 Bohrs, which can

be compared with the experimental value, 1.40 Bohrs. It can be seen from the figure that at

a separation of 5 Bohrs or more, the molecule is completely dissociated, and in fact the calculated

wave function at that internuclear separation corresponds to two neutral hydrogen atoms, each

with its own electron, while the total energy corresponds to that of two isolated hydrogen atoms
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dx1dx2dx3 ¼ r2dr dO; (188)

where dO is the element of solid angle. Similarly, in a d-dimensional space we can

write

dx1dx2 � � � dxd ¼ rd�1dr dO; (189)

where r is the hyperradius and where dO is the element of generalized solid

angle. We will now prove a general theorem for angular and hyperangular

integration [24]:

Theorem 1 (Angular integration theorem).

Let

IðnÞ �
ð
dO

x1
r


 �n1 x2
r


 �n2 � � � xd
r


 �nd
; (190)

where x1, x2,. . ., xd are the Cartesian coordinates of a d-dimensional space, dO is
the generalized solid angle, r is the hyperradius, defined by

r2 �
Xd
j¼1

x2j ; (191)

2 4 6 8 10 12 14
R

– 2.0

– 1.5

– 1.0

– 0.5

0.0
E Z2

Fig. 5 This figure shows ground-state energies divided by Z2 for the 2-electron isoelec-tronic

series for homonuclear diatomic molecules, Z being the nuclear charges. The energies in Hartrees

are shown as functions of the interatomic distance R, measured in Bohrs. The dotted curves are
electronic energies alone, while the solid curves also include internuclear repulsion. For both the

solid and dotted curves, the lowest curve corresponds to the smallest value of Z.As in Fig. 4, a very
restricted basis set was used for the calculation
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and where the nj’s are positive integers or zero. Then

IðnÞ ¼
pd=2

2ðn=2�1ÞG dþn
2

� 
 Yd
j¼1

ðnj � 1Þ!! if all the nj
0s are even

0 otherwise;

8>><
>>: (192)

where

n �
Xd
j¼1

nj: (193)

Proof. Consider the integral

ð1
0

dr rd�1e�r2
ð
dO xn11 xn22 � � � xndd ¼

Yd
j¼1

ð1
�1

dxj x
nj
j e

�x2j : (194)

If nj is zero or a positive integer, then

ð1
�1

dxj x
nj
j e�x2j ¼

ðnj � 1Þ!! ffiffiffi
p

p
2nj=2

if nj is even

0 if nj is odd;

8<
: (195)

so that the right-hand side of (194) becomes

Yd
j¼1

ð1
�1

dxj x
nj
j e

�x2j ¼
pd=2

2n=2

Yd
j¼1

ðnj � 1Þ!! if all the nj
0s are even

0 otherwise:

8>><
>>: (196)

The left-hand side of (5) can be written in the form

ð1
0

dr rdþn�1 e�r2
ð
dO

x1
r


 �n1 x2
r


 �n2 � � � xd
r


 �nd ¼ IðnÞ
2

G
d þ n

2

� �
: (197)

Substituting (196) and (197) into (194), we obtain (192). Q.E.D.

Comments
In the special case where d ¼ 3, (192) becomes

ð
dO

x1
r


 �n1 x2
r


 �n2 xd
r


 �n3 ¼
4p

ðnþ 1Þ!!
Y3
j¼1

ðnj � 1Þ!! all nj
0s even

0 otherwise:

8>><
>>: (198)
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Let us now consider a general polynomial (not necessarily homogeneous) of the

form:

PðxÞ ¼
X
n

cn xn11 xn22 . . . xndd : (199)

Then we haveð
dO PðxÞ ¼

X
n

cn

ð
dO xn11 xn22 . . . xndd ¼

X
n

cn rn IðnÞ: (200)

It can be seen that (192) can be used to evaluate the generalized angular integral of

any polynomial whatever, regardless of whether or not it is homogeneous.

It is interesting to ask what happens if the nj’s are not required to be zero or

positive integers. If all the nj’s are real numbers greater than�1, then the right-hand

side of (194) can still be evaluated and it has the form

Yd
j¼1

ð1
�1
dxj x

nj
j e

�x2j ¼
Yd
j¼1

1

2
ð1þ eipnjÞG nj þ 1

2

� �
: (201)

Thus, (192) becomes

IðnÞ ¼ 2

G dþn
2

� 
 Yd
j¼1

1

2
ð1þ eipnjÞ G nj þ 1

2

� �
nj > �1; j ¼ 1; . . . ; d: (202)

This more general equation reduces to (192) in the special case where the nj’s are
required to be either zero or positive integers.
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Chemistry as a “Manifestation of Quantum

Phenomena” and the Born–Oppenheimer

Approximation?

Brian T. Sutcliffe

Abstract When considering the work of Carl Ballhausen on vibrational spectra, it

is suggested that his use of the Born–Oppenheimer approximation is capable of

some refinement and extension in the light of later developments. A consideration

of the potential energy surface in the context of a full Coulomb Schr€odinger
Hamiltonian in which translational and rotational motions are explicitly considered

would seem to require a reformulation of the Born–Oppenheimer approach. The

resulting potential surface for vibrational motion should be treated, allowing for the

rotational motion and the nuclear permutational symmetry of the molecule.
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1 Introduction

In a paper in 1979, Carl Ballhausen [1] expressed the belief that “today we realize

that the whole of chemistry is one huge manifestation of quantum phenomena,”

but he was perfectly well aware of the care that had to be taken to express the

relevant quantum theory appropriately. So in an earlier review [2] that he had

undertaken with Aage Hansen, he scorned the usual habit of chemists in naming

an experimental observation as if it was caused by the theory that was used to

account for it. Thus in the review they remark that a particular phenomenon obser-

ved in molecular vibration spectra “is presently refered to as the Duchinsky effect.

The ‘effect’ is, of course, just as fictitious as the Jahn–Teller effect.” Their aim in

the review was “to make a start towards rationalization” of the nomenclature and to

specify the form of the molecular Hamiltonian implicit in any nomenclature. In

an article that Jonathan Tennyson and I published in the festschrift to celebrate

his sixtieth birthday in 1987 [3], we tried to present a clear account of a mole-

cular Hamiltonian suitable for treating the vibration rotation spectrum of a triatomic

molecule. In an article that I wrote that appeared in 1990 [4], I discussed the

difficulty of deciding just how far the basic chemical idea of molecular structure

could really be fitted into quantum mechanics.

The invitation to make a contribution to a volume that will celebrate Carl’s life

and achievements provides a welcome opportunity to develop the responses made

so long ago and that is the burden of what follows.

2 Schr€odinger’s Equation in a Chemical Perspective

In [2], the authors concentrated on providing a clear and coherent account the

way in which the words “Born–Oppenheimer” were used in the literature for they

recognized that:

. . . what constitutes the Born-Oppenheimer approximation to one scientist may nor neces-

sarily mean the same approximation to another chemist.

and on the role that the various usages had in the interpretation of electronic spectra.

One might say, using the nomenclature that Primas later uses [5], that the Born–

Oppenheimer approximation is near to all schemes in the contextual topology of

explanations, based on quantum mechanics, of molecular spectroscopy. This is

because the Born–Oppenheimer approximation seems to provide a mechanism for

incorporating the Eckart approach [6] to the interpretation of molecular spectra,

which is based on classical mechanics and involves the choice of an equilibrium

molecular geometry, into quantum mechanics. It is this approach in the quantum

mechanical form provided by Watson [7] which forms what might be called the

standard method of interpreting molecular spectra.

But in [1], Carl recognized that even though quantum mechanics was essential in

describing spectra that:
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Each new generation of scientists works within a paradigm. For one thing this means that

the manifold of performed experiments can be classified. However, after a shorter or longer

time the old concepts are no longer capable of accommodating the accumulated evidence.

A new, usually more abstract paradigm must take the place of the old before significant

advances can be made again.

I should like to argue that it is now time to consider if new developments in the

foundations of the Born–Oppenheimer approximation might not result in a new

paradigm which alters the conceptual topology used in our interpretation of mole-

cular spectra. I shall confine myself to considering just the Schr€odinger Coulomb

Hamiltonian and begin by looking at its formal mathematical structure. The

Coulomb Hamiltonian for a system of N electrons and A atomic nuclei may be

written as:

H ¼
XA
g¼1

p2g
2mg

þ e2

8pEo

XA
g;h¼1

0 ZgZh
rgh

þ
XN
i¼1

p2i
2m

� e2

4pEo

XA
g¼1

Zg
rig

 !
þ e2

8pEo

XN
i;j¼1

0 1
rij
; (1)

where the individual terms have obvious classical interpretations; the charges and

masses of the electrons and nuclei are regarded as parameters to be taken from

experimental data. N and A are undetermined positive integers.1

2.1 The Clamped-Nuclei Approach

In 1951, Kato [9] established that the Coulomb Hamiltonian, H, is essentially self-

adjoint.2 This property, which is stronger than Hermiticity, guarantees that the time

evolution

CðtÞ ¼ exp �i H t=�hð ÞCð0Þ

of a Schr€odinger wave function is unitary and so conserves probability. This is not

true for operators that are Hermitian but not self-adjoint. It is easy enough to con-

struct examples of such operators; an example given by Thirring [10] is of the radial

momentum operator �iћ∂/∂r acting on functions f(r), f(0) ¼ 0 with 0 � r < 1.

All that is needed to remove the center-of-mass motion from the full molecule

Hamiltonian is a linear point transformation symbolized by:

ðtjÞ ¼ xV: (2)

1This Hamiltonian results from the standard canonical quantization of electrodynamics if it is

assumed that particle speeds are negligible compared to the speed of light, and all charge–photon

interactions are discarded; the Coulomb gauge condition must also be imposed [8].
2The work was completed in 1944 and was actually received by the journal in October 1948.
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In (2), t is a 3 by NT � 1 matrix (NT ¼ N þ A), and x is a 3 by 1 matrix, so that

the combined (bracketed) matrix on the left of (2) is 3 by NT. V is an NT by NT

matrix which, from the structure of the left side of (2), has a special last column

whose elements are:

ViNT
¼ MT

�1mi; MT ¼
XNT

i¼1

mi: (3)

Hence, x is the standard center-of-mass coordinate:

j ¼ MT
�1
XNT

i¼1

mixi: (4)

As the coordinates tj, j ¼ 1, 2, . . . NT � 1 are to be translationally invariant,

XNT

i¼1

Vij ¼ 0; j ¼ 1; 2; . . . :NT � 1 (5)

on each remaining column of V, and it is easy to see that (5) forces tj ! tj as
xi ! xi þ a, all i. Equivalently it means that the ti must be linear combinations

of the interparticle variables xjk. The Jacobian for the transformation is obviously

a constant and providing that it is not zero, the transformation is a proper one

and transforming yields a Hamiltonian of the form:

H ¼ H0ðtÞ � �h2

2MT
r2ðjÞ: (6)

Since the center-of-mass variable does not enter the potential energy term, the

center-of-mass motion may be separated off completely so that the eigenfunctions

of H are of the form:

TðjÞCðtÞ; (7)

whereC(t) is a wave function for the Hamiltonian H0(t), (6), which will be referred
to as the translationally invariant Hamiltonian. It should be emphasized that

different choices of V are unitarily equivalent so that the spectrum of the transla-

tionally invariant Hamiltonian is independent of the particular form chosen for V,
provided that it is consistent with (3) and (5).

Kato considers just the translationally invariant part of the problem, and he

actually uses a coordinate system in which the kinetic energy can be written in the

form:
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�h2

2

XNT�1

i¼1

1

mii
r2ðtiÞ þ �h2

2m0

XNT�1

i¼1

j~rðtiÞ
�����

�����
2

:

He points out that if m0 increases without limit, then something in the form of the

original Hamiltonian is obtained but for one “particle” less, so that there is no loss

of generality in choosing this form. But the finding is general. He specifies the

potential energy in such a way as to include the usual Coulomb form.

It was pretty obvious to applied mathematicians that the kinetic energy operator

alone is indeed self-adjoint because of their classical mechanical experience. It was

shown by Stone in the 1930s that multiplicative operators of the coulomb kind are

also self-adjoint, but it was entirely unobvious that the sum of the operators would

be self-adjoint because the sum of the operators is defined only on the intersection

of their domains.

What Kato showed in Lemma 4 of his amazing paper was that for a class of

potentials including Coulomb ones and for any function f in the domain D0 of the

full kinetic energy operator T0, the domain of full problem DV containsD0 and there

are two constants a, b such that:

Vfk k � a T0 fk k þ b fk k;

and that a can be taken as small is liked. This result is often summarized by saying

that the Coulomb potential is small compared to the kinetic energy.

Given this result he proved in Lemma 5 that the usual operator is indeed, for all

practical purposes, self-adjoint and is bounded from below. The proof does not

work unless there is a kinetic energy term in each of the particle variables that are

involved in the potential energy expression.

It is often asserted that the Born–Oppenheimer approximation makes it possible

when considering electronic motion to treat the nuclear masses as infinite and to

determine the electronic wave function by finding solutions of the Hamiltonian

Helec ¼ e2

8p2o

XA
g;h¼1

0 ZgZh
rgh

þ
XN
i¼1

p2i
2m

� e2

4p2o

XA
g¼1

Zg
rig

 !
þ e2

8peo

XN
i;j¼1

0 1

rij
; (8)

which would result from the Hamiltonian (1) on making this choice. However, it is

obvious that such a choice yields an operator which is not self-adjoint in the Kato

sense because there are some potential terms in it which do not have kinetic operator

partners. It thus cannot yield meaningful solutions in the context of the full problem.

In practice, direct solutions to (8) are never attempted for the nuclei and are always

regarded as clamped so that the first term in (8) is simply a constant, and the variables

rig depend only on the electronic coordinates and are thus properly dominated by the

electronic kinetic energy terms. A sequence of such clamped-nuclei calculations is

then considered to define a potential in which nuclear motion can be considered and
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hence an approximate solution to the full problem can be constructed. It is in this

context that it is appropriate to reconsider the Born– Oppenheimer approximation.

2.2 Looking for Molecules

In view of the discussion in the arguments advanced by Born and

Oppenheimer [11], it may be helpful to express H0(t) in terms of two sets of

coordinates.3 One set consists of A � 1 translationally invariant coordinates tni
expressed entirely in terms of the coordinates used originally to describe the

nuclei, xni ,

tni ¼
XA
j¼1

xnj V
n
ji; i ¼ 1; 2; . . . ;A� 1: (9)

Here Vn is a nonsingular matrix whose last column is special, with elements

Vn
iA ¼ M�1mi; M ¼

XA
i¼1

mi; (10)

so that the coordinateX, defined by its last column, is the coordinate of the center-of-

nuclearmass. The elements in the firstA � 1 columns ofVn each sum to zero, exactly

as in the general case, to ensure translational invariance. The other set comprises

N translationally invariant “electronic” coordinates defined in terms of the initially

chosen electronic variables xe and whose origin is the center-of-nuclear mass

t ei ¼ xei � X: (11)

The inverse relations are:

xei ¼ X þ tei ; (12)

xni ¼ X þ
XA�1

j¼1

tnj ððVnÞ�1Þji; (13)

3The discussion below is aimed at the general polyatomic case. The cases A ¼ 1, A ¼ 2, A ¼ 3

(the nuclear configurations that define, respectively, a point, a line, and a plane) may be dealt with

by special techniques that are not considered here as it would deflect the main thrust of the

argument.
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with

ððVnÞ�1ÞAi ¼ 1; i ¼ 1; 2; . . .A; (14)

while the inverse requirement on the remaining rows gives:

XA
i¼1

ððVnÞ�1Þjimi ¼ 0; j ¼ 1; 2; . . .A� 1: (15)

With this choice of coordinates, the translationally invariant Coulomb Hamilto-

nian takes the form:

H0ðtÞ ! HeðteÞ þ HnðtnÞ þ Henðtn; teÞ: (16)

The part of the Hamiltonian which can be associated with electronic motion

can be written as:

HeðteÞ ¼ � �h2

2m

XN
i¼1

r2ðtei Þ �
�h2

2M

XN
i;j¼1

~rðtei Þ �~rðtej Þ þ
e2

8p20

XN
i;j¼1

0 1

jtej � tei j
; (17)

while the part that can be associated with nuclear motion is:

HnðtnÞ ¼ � �h2

2

XA�1

i:j¼1

1

mnij
~rðtni Þ �~rðtnj Þ þ

e2

8p20

XA
i;j¼1

0 ZiZj
rijðtnÞ ; (18)

rijðtnÞ ¼
X
a

XA�1

k¼1

ððVn�1Þkj� ðVn�1ÞkiÞtnak
 !20

@
1
A
1=2

; (19)

and the inverse mass matrix is similarly specialized as:

1=mnij ¼
XA
k¼1

mk
�1 Vn

kiV
n
kj; i; j ¼ 1; 2; . . .A� 1: (20)

The electronic and nuclear motions are coupled only via a potential term:

Henðtn; teÞ ¼ � e2

4p20

XA
i¼1

XN
j¼1

Zi
r0ijðtn; teÞ ; (21)

and the electron–nucleus distance expression becomes:

jxni � xej j � r0ij ¼
XA�1

k¼1

tnkðVnÞ�1
ki � tej

�����
�����: (22)
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If there is only a single nucleus and that is taken as the origin for the electronic

coordinates, then the nuclear motion term (18) does not arise and so there is no need

of explicit consideration of nuclear motion for an atom or atomic ion and such

systems need not be considered further.

It might now be reasonably hoped that for some set of nuclei and electrons, there

were discrete solutions of the form

H0ðtÞCnðtÞ ¼ EnCnðtÞ

among which molecules might be identified. Here n is used to denote a set of quan-
tum numbers (J M p r n): J andM for the angular momentum state: p specifying the
parity of the state: r specifying the permutationally allowed irreps within the groups

of identical particles, and n to specify a particular energy value. For a given J, such
solutions will be degenerate for all 2J þ 1 values ofM, and the permutational irreps

can be extensively degenerate too.

It might also be hoped that a first approximation to a solution of (16) could be

constructed in terms of product functions in which one portion of each product

was obtained from a problem in which the electronic motion was treated as

primary, and the other portion described the nuclear motion in the electronic

field derived from the first part of the product. This is the standard technique

for treating a system of coupled differential equations in which one group of

equations represent fast motions and another slow motions. Most chemists get

their familiarity with this technique by considering the kinetics of sequential

chemical reactions. It is this technique that underlies the Born and Oppenheimer

program in which the electronic motion is approached in a frame fixed in the

laboratory with an electronic Hamiltonian in which the nuclear motion is at first

ignored. Thus, it is natural with the present coordinate choice to hope that

functions of the form

celecðteÞcnucðtn; teÞ

might prove effective approximations.

Although the Hamiltonian (16) has a complete spectrum, it should be remem-

bered that when constructing approximate eigenfunctions, certain eigenfunctions

may not be approximatable with a given functional form and a particular coordi-

nate choice. If the region of the spectrum considered is one in which the system

is dissociating into well-separated atoms, it is rather unlikely that the electronic

motions can be effectively represented by a coordinate with origin at a remote

center-of-nuclear mass. For reasons that are explained fully in [12], this form of the

Hamiltonian is only really useful when the internuclear distances are relatively

small, but since it is molecules that are being considered here, it is an appropriate

form. It would not be very useful when considering a scattering problem.

So far it has not proved possible, except in some very simple diatomic cases to

calculate eigenfunctions of the Hamiltonian (16) using methods in which the nuclei
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and electrons are treated on the same footing, and so it is essential to consider the

status of the clamped-nuclei approach in this formulation as it, at present, forms the

basis for all calculations.

By analogy, the electronic Hamiltonian arising from (16) on ignoring the nuclear

motion is:

Helecðtn; teÞ ¼ HeðteÞ þ Venðtn; teÞ þ e2

8p20

XA
i;j¼1

0 ZiZj
rijðtnÞ : (23)

It is the sum of (17) and (21) together with the last term from (18). Hence, the

full Hamiltonian can now be written as:

H0ðtÞ ¼ � �h2

2

XA�1

i:j¼1

1

mnij
~rðtni Þ �~rðtnj Þ þ Helecðtn; teÞ: (24)

If the tn were assigned values, b say, based on choices xng ¼ ag in the laboratory-
fixed frame, then this would be the translationally invariant form of the electronic

Hamiltonian appropriate to a particular classical nuclear geometry and

Helecðtn; teÞ ! Helecðb; teÞ: (25)

This Hamiltonian is very likely the usual clamped-nuclei one, but it is explicitly

translationally invariant and has an extra term, the second term in (17), which is

often called either the Hughes–Eckart or the mass-polarization term. Since this last

term involves the reciprocal of the total nuclear masses, it is liable to be small. If it

is neglected, the remaining part of Helec(b, te) maps onto the usual clamped-nuclei

form exactly, and the neglected part can be included as a first-order perturbation.

This approach is often taken in electronic structure calculations and is usually

called “including the diagonal BO corrections.” The domain of Helec(b, te) consists
of functions on R3N because the nuclear repulsion operator becomes a number

multiplier and just determines an energy zero, and the electron–nucleus interaction

terms have fixed origins.

It should be noted that because the eigenvalues of Helec(b, te) do not depend on

the way in which the geometry specified by b is oriented, in clamped-nuclei

calculations a single orientation is always chosen and so the eigenvalue is always

a function simply of the geometry. Thus, this eigenvalue is more properly regarded

as the eigenfunction arising from a rotationally invariant formulation.

The Hamiltonian Helec(tn, te) has the same invariance under the rotation–

reflection group O(3) as does the full translationally invariant Hamiltonian (6),

and it has a somewhat extended invariance under nuclear permutations, since it

contains the nuclear masses only in symmetrical sums. Since it contains the trans-

lationally invariant nuclear coordinates as multiplicative operators, its domain is of
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functions on R3N � R3(A�1). If the atomic and diatomic cases are not under

consideration, then it is clear that the electronic Hamiltonian contains potential

terms with no kinetic partners and so it cannot be self-adjoint, as explained earlier

so presenting the electronic problem as if the potential for nuclear motion arose from:

Helecðtn; teÞCelec
p ðtn; teÞ ¼ Eelec

p ðtnÞCelec
p ðtn; teÞ (26)

cannot be justified.

Progress can be made by noting that electronic Hamiltonian (23) commutes with

each of the A � 1 nuclear position variables. Think now of the molecular bound

state space H as the square integrable sections in the trivial fiber bundle R3A�6 �
L2(R3N). In this case, the nuclear operator (which is the bare kinetic energy

operator) acts in the base space, that is upon functions defined on R3A�6, and the

electronic Hamiltonian acts only upon the fiber defined by the choice of b. (In this

case, the fiber is a vector space and so the fiber bundle in this context is often called

a vector bundle.) Now write the full electronic Hamiltonian as a direct integral over

the fibers:

Helecð1; teÞ ¼
ð
�
Helecðb; teÞ db; (27)

where the tn have been replaced by b within the integral, to emphasize that it is over

fixed points that the “sum” is occurring and by1 on the left, to symbolize that this

is the form that the electronic Hamiltonian would have were the nuclear masses

allowed to increase without limit and the nuclear positions to cover all of R3A�3.

This is, of course, to redefine the electronic Hamiltonian but in a perfectly reason-

able way and one which avoids the pitfalls of trying to deal directly with (23). It is

a perfectly decent operator, but there are some aspects of it that need a bit more

discussion.

It should be noted that Celec(b, te) as a solution to the Schr€odinger equation (26)
with tn replaced by b is defined only up to a phase factor of the form:

exp ½iwðbÞ�;

where w is any single-valued real function of the bk and can be different for

different electronic states. Specific phase choices must therefore be made when

tying this part to the nuclear part of the product wave function. It is only by making

suitable phase choices that the electronic wave function is made a continuous

function of the formal nuclear variables, b, and the complete product function,

made single valued. This is the origin of the Berry phase in clamped-nuclei

calculations involving intersecting potential energy surfaces; for a discussion of

these matters, see [13]. It is worth noting explicitly that notions of molecular Berry

phases and conical intersections are tied to the clamped-nuclei viewpoint. They are

only “observable” to the extent that experimental data are interpreted within that
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framework. According to quantum mechanics, the eigensolutions of (1) are single-

valued functions by construction with arbitrary phases (rays); so one does not

expect any Berry phase phenomena.

If it is decided to treat the system by specifying a set of three rotation angles and

3NT � 6 internal coordinates, then problems arise with the vector bundle idea. This

is because such a separation requires that the vector space R3NT�3 is decomposed

into the manifold S3 � R3NT�6. But this manifold cannot be coordinatized globally,

of course; so any account of electronic structure given in this way can at best be

only local. The local Hamiltonian can describe only a subset of the states accessible

in the full problem.

It is possible to decompose the full space leaving the electrons described in

a vector space, if there are more than two nuclei, by splitting the whole space as

R3N � S3 � R3A�6. Although with such a splitting the form of the electronic Hamil-

tonian remains unchanged, it couples the electronic motion to the angular motion and

leaves the notion of the electronic Hamiltonian as a direct integral, a local idea.

However, if themass-polarization term is neglected, the resultingHamiltonian can be

mapped exactly on to clamped-nuclei electronic Hamiltonian with proper neglect of

rigid rotations of the molecular frame defined by the choice of nuclear geometry.

If a solution of the electronic problem is to be used in a solution of the full

problem, then the solution must be one invariant under the permutation of identical

nuclei. The direct integral form is indifferent to whether individual nuclei are

identified, and it is thus perfectly possible to regard formally identical nuclei as

distinguishable particles simply by a suitable labeling of the points specified by b.
However, it is equally possible that the direct integral properly reflects the permu-

tational symmetry by requiring that if b0 results from a permutation of identical

nuclei specified by b both sets be included in the same way in the direct integral.

3 The Status of the Born–Oppenheimer Approximation

The Born–Oppenheimer approximation consists of choosing a particular clamped-

nuclei electronic state in terms of which the lower rotational and vibrational states

of the full problem can be most closely approximated. What Born and Oppenheimer

hoped that they were showing in their original paper was that by choosing the

clamped-nuclei electronic state to be at a nuclear geometry that yielded the lowest

electronic energy of all the states in the vicinity of that geometry, the nuclear

motion could be treated as rotating the system almost as a rigid body while it was

undergoing small vibrations and that the resulting set of rotation–vibration eigen-

values would be good approximations to the exact values provided. They expressed

this by supposing that the clamped-nuclei electronic structure could be extended to

provide a potential continuous in the geometrical variables around the chosen

minimum, and that a good approximation might be expected if this minimum was

isolated and deep. They started from an equivalent of (26) for a diatomic molecule
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and used ordinary perturbation theory. They give no fully explicit account of the

polyatomic molecule problem at all.

The observations made above must make it clear that Born and Oppenheimer’s

original discussion cannot be mathematically sound, no matter how persuasive it

may seem. However, Combes, Duclos, and Seiler [14], using the fiber bundle

approach and singular perturbation theory about an assumed nondegenerate mini-

mum in the potential V elec(tn), showed in the 1970s that this approach for the

diatomic molecule led in a mathematically sound way to asymptotic solutions for
the full problem, just like those anticipated by Born and Oppenheimer. That is, they

were able to show that asymptotically the energy could be written as the sum of an

electronic, a vibrational, and rotational part. The electronic part was the value of the

potential at the minimum, the vibrational part was given by the Harmonic oscillator

eigenvalues with the force constant determined by the second derivative of the

electronic energy at the potential minimum, and the rotational energies were given

by those of a rigid rotor whose extension was the value of the internuclear separa-

tion at the potential minimum. That it is the Harmonic oscillator that provides

the vibrational energies is, as the authors note, “a miracle” because the range of the

internuclear distance operator is only [01), while that of the Harmonic oscillator

variable is (�1 þ 1). But they show that this is justified if the vibrational

eigenfunctions vanish quickly enough away from the equilibrium extension,

and that such vanishing is a consequence of a potential minimum deep enough to

validate the general argument.

Since it is possible to formulate the nuclear motion problem for a diatomic in

terms of the spherical polar coordinates of the internuclear vector, it is possible to

describe the rotational motion of the nuclei without leaving the Cartesian space R3.

It was thus possible for Combes and Seiler to consider how this rotational motion

approximated the rotational motion as a whole. However, it is not generally

possible to do so, and for rotational motion to be considered explicitly, it is neces-

sary to decompose to the manifold form discussed above. However, since the

required kind of fiber bundle can be constructed only upon a Cartesian space that

means that there is no single form for the electronic Hamiltonian but one for each of

the possible bundles. This corresponds to approximating only that subset of states

which are accessible in the chosen formulation. The fiber bundle structure here

is thus nontrivial and is only generalizable locally. The nontrivial nature of the

separated fiber bundle form has so far prevented a mathematically sound account of

the Born–Oppenheimer approximation from being given with explicit considera-

tion of rotational symmetry.

However, the fiber bundle structure on the translationally invariant space is trivial,

and in 1992, however, it was shown byKlein et al. [15], treating the full translationally

invariant problem in terms of a trivial fiber bundle, that if it is assumed that (25) has

a discrete eigenvaluewhich has aminimum as a function of the tng in the neighborhood

of some values tng ¼ bg, then because of the rotation– inversion invariance such

a minimum exists on a three-dimensional sub-manifold for all bg such that:

bg ! Rbg;R 2 Oð3Þ:
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The bg therefore defines the geometrical shape of the minimum in the usual way.

If the minimum figure is a plane, then the potential well is diffeomorphic to SO(3),

and if it is nonplanar, then it is diffeomorphic to O(3) and so the well is actually

a symmetric double well. In either case, Klein et al. show that the eigenvalues

and eigenfunctions for a polynuclear molecule can be obtained as WKB-type

expansions to all orders4 of the parameter k. Hence, it is properly established that

the Born–Oppenheimer approach leads to asymptotic solutions for the full problem

but, interestingly, the potential is usually a double-well one.

Just as permutational symmetry was not considered in the work of Born and his

collaborators, neither is it considered in the later work. With the choice of transla-

tionally invariant coordinates made above, it is a simple matter to incorporate

electronic permutational symmetry and, without any diminution of mathematical

generality, to require that the electronic part of the wave function includes spin

and be properly antisymmetric. On this understanding, it is perfectly reasonable

to assume that the potential at the minimum should not be degenerate. If it seems

sufficient to treat the nuclei as distinguishable particles, then it can confidently

be asserted that the Born–Oppenheimer approach offers a perfectly satisfactory

account of molecular wave functions whose energy is close to a minimum in the

potential.

At present there has been no direct consideration of the Born and Huang [16]

approach by mathematicians. To remove the translational motion from the problem

and so make possible the formal expansion at the heart of this method, while still

allowing a useful approach as the nuclei became widely separated, seems a vain

hope.5 However, in the time-dependent coherent states (wave-packet) approach to

a freely moving system, it is possible to use the laboratory-fixed coordinate system

and hence to deal with all the asymptotes, while avoiding problems arising from the

pure translational continuum. Among the first to use this approach on a molecule

was Hagedorn [17]. For diatomics, he was able to show that, in the limit of large

nuclear masses, the electrons move adiabatically and determine an effective poten-

tial in which the nuclei, treated as identifiable particles, move semi-classically if

the potential surface is isolated. These results do not depend upon there being

a minimum in the potential. The results of the Born and Oppenheimer work cited

above would not be valid if there were not a minimum around which the wave

function could be expanded. Hagedorn’s work has not been formally extended to

polynuclear molecules (but see [18]) though it certainly could be, by deploying

the same sort of techniques that are used by Klein et al. [15] in their work on

polynuclear systems. However, the approximation breaks down when the potential

surface fails to remain isolated from the rest of the electronic energy spectrum.

There is so far no mathematically satisfactory resolution of the general level-

4The eigenfunctions expand in integer powers of k; most of the eigenvalues expand in even powers

of k.
5Although it seems very likely that the special case of this approach, called in [2] the

Longuet–Higgins approach, in which the nuclei are regarded as fixed in the electronic problem

and as variables in the nuclear motion problem could be treated as above.
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crossing problem, but in a later paper [19] Hagedorn puts some aspects of the work

that has been done here in the context of more chemically oriented level-crossing

ideas. If it becomes possible to deal with level crossing, then what is usually done in

quantum chemical calculations can be regarded as soundly based mathematically;

however, to relate the product-like solutions obtained from such calculations to

eigenfunctions of the Hamiltonian for the moving nucleus problem, it still remains

to deal with nuclear permutational symmetry.

3.1 Permutational Invariance of the Effective
Electronic Hamiltonian

If the nuclei are treated as identifiable particles and a particular set of nuclear coor-

dinates is chosen, say xng ¼ ag, then within the chosen set of translationally invariant
coordinates this will generate the set bg corresponding to the t

n
g. A particular choice

of nuclear coordinates will specify a geometrical figure F at whose vertices are

placed the nuclei. Any choice of nuclear coordinates that can be obtained from

a given choice by means of a rotation–reflection will generate the same geometrical

figure. If the nuclear coordinate choice a generates a geometry F, then any nuclear

coordinate choice that arises from a permutation of nuclei with the same charge will

give rise to the same energy Velec. However, two equivalent geometries so gene-

rated usually correspond to a different coordinate choice. Hence, regarding Velec as

specifying a particular point on a potential surface expressed in terms of the tng is

rather too restrictive. It actually corresponds to as many points as are generated by

permutations of particles with identical charges. This observation was made at least

as long ago as 1985 by Schmelzer and Murrell [20] and developed in a series of

papers by Collins and his group [21]. The work of Schmelzer and Murrell has been

further developed by Bowman and coworkers [22] and that of Collins by Cassam-

Chenai and coworkers [23]. If the chosen point is located at a minimum on the

potential surface, then it corresponds to a multiple minimum with as many wells as

there are permuted positions.

It is perhaps useful to provide an example of what is meant here. Suppose that

one was dealing with the molecule H2O2 and began by specifying four nuclear

coordinates in the full problem as xng, g ¼ 1, 2, 3, 4 with 1 and 3 as labels for the

protons, and 2 and 4 for the oxygens. The internal coordinates might be chosen as:

tn1 ¼ xn2 � xn1; tn2 ¼ xn2 � xn4; tn3 ¼ xn4 � xn3

and thought of as one OH bond vector, an OO bond vector, and another OH bond

vector, respectively. Now imagine a specific choice a made for the xn, then such

a choice would specify a point in the coordinate space. The permutation (13) would

transform the OH bond vectors and produce new coordinates corresponding to

crossed OH bonds vectors. These crossed forms would require a linear combination
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of all three of the original coordinates to express them. They would therefore, when

the specific choice has been made, locate a different position in the coordinate space

than that originally specified, but one at which the electronic energy had the same

value.

Were there to be a minimum in the potential for some particular choice of the b,
then in this example there would be four minima simply as a result of permutational

symmetry. If these minima occurred at a nonplanar configuration, there would be

eight because of inversion symmetry. Any point group symmetry would be sub-

sumed in the permutational symmetry. The nuclear motion problem tackled along

the lines of the Born–Oppenheimer program would thus involve establishing

that the usual solutions were asymptotic solutions to a problem with a many-well

potential. It would also involve constructing permutationally allowed trial functions

for nuclear motion. No mathematical work that attempts to follow the Born and

Oppenheimer or the Born program along this path appears to have been done.

The work mentioned above is devoted to describing a potential surface in terms

of coordinates that are invariant under permutations of identical nuclei and is not

directly a help in the matters considered here. However, the use made of classical

invariant theory as described in Weyl [24] in these discussions is very illuminating

and may perhaps provide a way forward, as perhaps does the work of Helffer

and Sj€ostrand [25] dealing with multiple well potentials. The potentials considered

in all of these works are invariant under the operations of the rotation–reflection

group in three dimensions, O(3). The discussion given is thus at a level somewhat

different from that given above, where only translational invariance has been con-

sidered explicitly. No matter which internal motion space is chosen, it will still be

necessary to deal with both fermion and boson particles. Methods for dealing with

spin 1
2
fermions are well enough known, but the treatment of fermions with higher

spins and bosons generally is much less studied. The work of Paldus and his

colleagues [26] and that of Katriel [27] may perhaps provide a useful start here.

It should be pointed out that if one is considering potentials invariant under

the operations of the rotation–reflection group in three dimensions, O(3), then it is

possible that a permutation of identical particles may result in a redefinition of

the Eulerian angles. Since the internal coordinates are defined in terms of scalar

products of the translationally invariant coordinates, it is clear that a permutation

of the original coordinates will transform any internal coordinate into, at most,

a function of internal coordinates. However, since the Eulerian angles are defined

by orienting a coordinate frame in the translationally invariant coordinate space, it

is equally clear that, unless the orientation is such that all indistinguishable particles

are treated symmetrically, a permutation will result in the Eulerian angles being

transformed into functions of the original Eulerian angles and the internal coordi-

nates. Thus, if the matrix C were chosen according to the Eckart prescription [6],

which is the one generally used by molecular spectroscopists and does not usually

involve all nuclei of equal mass symmetrically, then permutations often mix the

Eulerian and internal coordinates. Nuclear motions in the Eckart prescription are

defined in terms of displacements from a fixed nuclear geometry, and only permuta-

tions that correspond to point group operations for that geometry leave the Eulerian

angles unchanged.
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If it were possible to construct from a clamped-nuclei start, a very good approxi-

mate wave function for the whole system, having all the required symmetry proper-

ties and including nuclear motion, then it might be possible to consider in a proper

manner in what sense it could be approximated by a wave function arising from the

same clamped-nuclei start but leaving the nuclei identified and ignoring any nuclear

permutation symmetry. This could be by means of an approach similar to that which

is used in computing intermolecular forces within the clamped-nuclei approxi-

mation. Here, if one considers two interacting molecules, then the system of

electrons formed by the two combined must be represented by an antisymmetric

wave function. The system is a “super-molecule.” But as the two molecules are

separated, then the representation of the totally antisymmetric wave function by the

product of two individually antisymmetric wave functions becomes perfectly

adequate in energy terms. Thus, some consequences of the full symmetry require-

ments of the problem become unimportant from an energetic point of view. Of

course if one were looking for Einstein–Podolsky–Rosen correlation effects, the

full symmetry of the problem might well remain important in understanding the

results of some experiment, even where it is unimportant energetically.

3.2 Rotation–Reflection Invariance

In the section on the Molecular Hamiltonian in [2], the authors begin by saying:

The essential step in the construction[of the molecular Hamiltonian]is the removal of the

ignorable coordinates corresponding to the overall translation and overall rotation of the

molecule.

and although there is no doubt that translational motion is ignorable, the status of

rotational motion, as has been seen, still remains more doubtful. In [28], it was

argued that because the potential calculated from the standard clamped-nuclei

electronic Hamiltonian is usually taken to be rotationally and translationally invari-

ant, then any attempt to place this potential in the context of the full Schr€odinger
Coulomb Hamiltonian must be made with this Hamiltonian expressed in terms

of translationally and rotationally invariant coordinates with the electronic coordi-

nates explicit. Ways in which such a Hamiltonian might be constructed were dis-

cussed in [29, 30]. In what follows the account given in [30] will be used. Even

though the mathematically sound arguments for the Born–Oppenheimer approxi-

mation do not allow for the explicit treatment of rotational motion, it is perfectly

possible to construct an expression for the expected value of a wave function of

electron–nucleus product form but with the rotational variables made explicit. In

this approach, the approximating functions including angular momentum are taken

to be of the form:

cpðq; zÞ
XþJ

k¼�J

FJ
kpðqÞjJMk >; (28)
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where |JMk > is a symmetric-top eigenfunction expressed in terms of the nuclear

coordinates and where the qk are members of the set of 3A � 6 internal coordinates

invariant under rotation–reflections and z are the electronic coordinate in the mole-

cular frame. J is the angular momentum quantum number, M its z-value along the

axis fixed in space, k its z-value along the axis fixed in the molecule, and p denotes

a chosen electronic state.

The effective nuclear motion Hamiltonian, depending only on the q, can be

obtained by letting the Hamiltonian operator operate on functions of this kind and

multiplying the resulting expression from the left by cp0 (q, z) and integrating over

the z. Doing this yields an equation with coupling between different electronic

states, labeled by p. The effective internal motion operator is then:

<JMk0p0jH0jJMkp>z

¼ �h2

4
ðbþ2C

þ
Jkþ1C

þ
Jkdk0kþ2þb�2C

�
Jk�1C

�
Jkdk0k�2Þdp0pþ�h2

4
ðCþ

Jkðbþ1ð2kþ1Þ

þlþÞdk0kþ1þC�
Jkðb�1ð2k�1Þþl�Þdk0k�1Þdp0pþ�h2

4
ðCþ

Jkg
þ
p0pðqÞdk0kþ1

þC�
Jkg

�
p0pðqÞdk0k�1Þþ�h2

2
ððJðJþ1Þ� k2Þbþb0k

2þl0kÞdk0kdp0p

þ�h2

2
dk0kkg0p0pðqÞþdp0pdk0kðKAþEpðqÞþVnðqÞÞþdk0kgp0pðqÞ: (29)

The definitions of the terms can be found in [30], but it is sufficient here to note

that KA represents the vibrational kinetic energy operator, Ep the electronic energy,

Vn the nuclear repulsion operator, and the terms b and b0 are elements of a matrix

closely related to the inverse of the instantaneous inertia operator matrix. It should

also be noted that the g terms arise from the interaction of the rotational with the

electronic motion and tend to couple electronic states, even those diagonal in k.
If it were the case that a single electronic state dominated in the energy range of

interest and that within that state for a given J only a single value of k dominated

then, to a first approximation the Hamiltonian

ðKA þ EpðqÞ þ VnðqÞÞ

would determine the vibrational motion and, since the b and b0 values are simply

multipliers, the Hamiltonian

�h2

2
ððJðJ þ 1Þ � k2Þbþ b0k

2Þ

would determine the rotational motion if any contribution from l0 can be ignored.

This separation forms the basis for the standard description of vibration–rotation

motion in which the vibrational levels are treated as primary levels having

Chemistry as a “Manifestation of Quantum Phenomena” 117



rotational sublevels. In the standard description of an oblate symmetric-top, for

example, the expression becomes:

hc ðBJðJ þ 1Þ þ ðC� BÞk2Þ;

where B and C are the rotational constants expressed in cm�1.

It is argued in [28], however, that it would be logical to regard this second term

as a modification to the potential in the context of solving the full rotation–vibration

problem for there is no particular indication that the second term is separable.

Indeed, this is exactly what is done in the most accurate clamped-nuclei calcula-

tions on the hydrogen molecule. In [31], it is shown that for the hydrogen molecule

dissociating into two hydrogen atoms in their ground states, the J ¼ 0 state supports

14 vibrational states, the state J ¼ 15 supports 10, and for J ¼ 31 only 1. In fact,

there are just 301 states that can be associated with the lowest electronic state of the

hydrogen molecule. Hence, it is clear that here the number of vibrational states

possible is strongly associatedwith the rotational state. Furthermore, the energy levels

are inter-twined. Thus, for example, in the ground vibrational state, the rotational state

with J ¼ 9 has a higher energy than the J ¼ 0 state has in the second vibrational state.

This approach to the potential has also been used in some calculations on Hþ
3 . In the

case of J ¼ 0 in the chosen formulation, it is estimated that there are 1,280 vibrational

states below dissociation [32]. It seems that 46 is the highest value of J for which at

least one vibrational state exists [33], but these figures should be taken as indicative

rather than definitive, for the electronic structure calculations from which they result,

though among the best available, do not have quite the accuracy that the calculations

on H2 cited above do. What information there is would seem to indicate that for

J ¼ 11 and above there will be overlap between the rotational states assigned to the

lowest vibrational state and the J ¼ 0 states of the higher vibrational states, just like

the inter-twining that occurs in the hydrogen molecule case.

It is clear, however, that the larger the nuclear masses become, the smaller must

the variables b and b0 become, for they depend on reciprocals of the nuclear masses.

Thus, the rotational motion will have a decreasing effect upon the potential for

vibrational motion as the nuclear masses increase. Hence, although it is not correct

to treat rotational motion as an ignorable motion in the same sense that transla-

tional motion is, it seems nevertheless generally justifiable to neglect the effect of

rotational motion when considering vibrational motion. The general arguments

advanced in [2] would therefore seem to remain valid ones.

4 Conclusions

In [2], the authors clearly set out the way in which they saw quantum mechanics as

being used to explain molecular spectra in a chemical context. They recognized that

the Born–Oppenheimer approximation was central to the way in which the quantum
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mechanics was used to provide chemically relevant interpretations of spectra. Their

particular interest was in the vibrational states and the vibrational structure on

electronic transitions. They regarded the coordinates used to describe translations

and rotations as ignorable in the context chosen and supposed that the arguments

used by Born and Oppenheimer to separate rotational motion was sufficient for

their purposes neither did they consider the problems that might be posed by the

requirements of permutational invariance. In both these areas, there still remain

unanswered questions. It is a source of great regret that we no longer have Carl

among us to help to answer them.
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From Ligand Field Theory to Molecular

Collision Dynamics: A Common Thread

of Angular Momentum

Anthony J. McCaffery

Abstract Interest in, and appreciation of, the role played by angular momentum in

chemical physics was first aroused by a Carl Ballhausen lecture early in the author’s

scientific career. Later came deeper understanding of the fundamental nature of

angular momentum and the power of its formal algebraic expression. Spectroscopy

using light of precisely defined energy and (z-component of) angular momentum

represents a unique experimental probe with the potential to reveal the underlying

physics of chemical processes. Experiments using circularly polarised emission of

gas phase molecules led to new insights in the field of molecular collision dynam-

ics. Further work, and that of others, suggested an alternative formulation of the

mechanics of bimolecular collisions. A theoretical model was developed guided

throughout by experiment. Its basis is linear-to-angular momentum conversion

within the constraint of state-to-state energy conservation. An evolutionary process

guided by experiment is described, with illustrations that demonstrate the power of

the angular momentum theory of molecular collisions developed by the author and

co-workers. Examples include very recent work on multicollision models of gas

ensembles of potential value in, e.g., modelling planetary atmospheres.

Keywords Angular momentum � Energy transfer � Molecular collision dynamics
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1 Introduction

My first encounter with Carl Ballhausen was at an Inorganic Group meeting in

Oxford in the early 1960s when, as a second year graduate student working on

optical activity in transition metal complexes, I heard Carl give an outstandingly

clear exposition on why angular momentum (AM) eigenfunctions form an essential

part of atomic, and hence coordination complex, theory and form the basis of

atomic and molecular wave functions. David Buckingham had introduced Carl

with the humorous aside that he (i.e., Carl) was the writer of a text [1] of great

service to the inorganic community in making comprehensible the daunting volume

by J. S.Griffith! [2] This of course it does; but from first publication Introduction

to Ligand Field Theory was universally recognised as a major contribution to the

theoretical basis of coordination chemistry. In the text and in his lecture, Carl

lucidly explained how properly constructed AM eigenfunctions provide the essen-

tial description of many-electron systems of high symmetry, and he showed explic-

itly how to write suitable functions. These basic elements together with much

insight into the theoretical and experimental basis of ligand field theory are set

out at greater length in his book. I was greatly impressed by the clarity and rigour of

this presentation so that a year later, when awarded a CIBA-GEIGY Fellowship,

I opted to take it up in Copenhagen in the Ballhausen laboratory. This proved a very

stimulating environment, right at the forefront of research on theoretical coordina-

tion chemistry and ligand field theory. Permanent staff and a large contingent of

post-doctoral researchers from many different countries worked on experimental

and theoretical aspects of coordination complex bonding theory and spectroscopy,

creating a uniquely focussed and stimulating environment.

This introduction to the world of interactive theory and experiment, in which

discoveries in one branch provided significant guidance for research in the other,

was most influential. It was followed in my case by a very productive period

working with Paul Schatz at University of Virginia and involved deeper immersion

into the world of angular momentum theory, guided by expert tuition from Paul and

from Philip Stephens. Also highly influential were the publications of Peter Day and

other leading authors whose work illustrates vividly the elegance and power of

Griffith’s methods. As readers will be aware, the latter differ somewhat from the

approach taken in Carl’s book in their extensive use of Griffith’s adaptation of

formal angular momentum theory. This topic, previously the exclusive domain of

theoretical physics, greatly speeds construction of symmetry adapted AM eigen-

functions for the electronic structure and symmetry of the molecule under consid-

eration and in evaluating key matrix elements. The irreducible tensor method

provides a very powerful and rigorous formalism for writing electronic structures

of complexes of the transition metal ions and for describing their interaction with
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radiation and external electric and magnetic fields. In Paul Schatz’s lab, experi-

ments were designed to measure high-resolution magnetic circular dichroism in

inorganic complexes at low temperature. Circularly polarised photons carry well-

defined total, and z-component of, angular momentum and hence data analysis

centres on how photons of precise energy and AM interact with molecules known

to be in states defined in terms of AM eigenfunctions. This familiarity with the

fundamental significance of angular momentum that began with the Ballhausen

lecture was to have considerable influence in later developments.

2 Angular Momentum in Collision Dynamics

At first glance, the physics of molecular collisions in closed shell molecules might

be thought to have little in common with vibronic transitions in complexes of the

transition metal ions. However, the utility of AM eigenfunctions and the univer-

sality of AM algebra means that there are always potential common elements in

formalism and concepts. Thus, angular momentum enters early on in the formal

expression of quantum scattering theory for atom-rigid rotor collisions. In the

coupled equations of Arthurs and Dalgarno [3], initial and final wave functions

are written in terms of orbital (l;ml) and rotor (j;mj) AM and a single incoming

momentum wave is scattered into a weighted sum of outgoing partial waves, each

of well-defined (l0;m0
l); (j

0;m0
j). The coupled equations are generally expressed in

the total J basis in which the (vector) sum of (l + j) ¼ J ¼ (j0 + l0), resulting in

a set of close-coupled (CC) equations in which J is conserved as is its projection M.

In the general atom–diatom scattering case, there are many coupled equations and

determining the amplitudes of each scattered wave is a demanding task if a large

number of j and l channels are open. The CC equations are diagonal in J and

independent of M and the total J formulation could be seen as an application of the

Wigner–Eckart theorem [4, 5], widely used in problems involving coordination

chemistry [6]. Other forms of recoupling, the translation-internal coupling scheme,

for example, allow the tensor properties of the T-matrix to be explicitly formulated

[7, 8] and are particularly useful when the multipolar moments of the mj distri-

butions are required, as, for example, in experiments using polarised light or

2-photon excitation.

Despite the clarity contained within the AM formalism, current collision theories

such as the CC method, briefly outlined above, or the numerous modifications of

reduced rigour, insight into the relationship between initial conditions and the

outcomes is often very hard to obtain. Calculations are highly computer intensive,

since many (l,ml;j,mj) channels must be summed over as the system traverses an

intermolecular potential energy surface (PES). Furthermore, the PES must be

accurately known for each collision pair. Scattering amplitudes are obtained but

their relation to distinctive characteristics of the colliding species is rarely apparent

and causal relationships are difficult to discern. Furthermore, any change in the

collision partners, however small, requires a new PES appropriate to that pair, with
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results highly sensitive to PES details. Very few generalisations have emerged

from many years of highly sophisticated experiment and theory, with few guiding

principles or predictive principles for even the simplest of collision partners.

Although computational packages now exist, scattering theory calculations of

collision outcomes are still some distance from becoming an everyday tool of the

practical chemist working in the field of chemical or physical change. Furthermore,

this gap has not been filled by classical trajectory calculations, which also have

given relatively little insight into the basic physics of change at the molecular level.

Experimental investigation of collision dynamics at the molecular level was

revolutionised in the late 1960s and early 1970s by the introduction of commercial

laser systems. These permitted quantum state-resolved transition probabilities to be

measured with relative ease, rapidly creating a large database of state-to-state rate

constants or cross-sections for inelastic transfer with rotational state resolution.

Among these were a small number of experiments indicating that very simple

theories, unrelated to the formal methods mentioned above, were capable of

explaining the results of very sophisticated experiments. For example, Gentry and

co-workers [9], following analysis of the rotational “rainbow” (i.e., angular distri-

bution) of inelastic scattering of ArCl2 in a difficult and lengthy molecular beam

experiment, reported that the characteristic rainbow angle (distribution peak) was

directly relatable to half the bond length of the Cl2 molecule. They concluded that

their “hard-won data had yielded little more than could have been predicted from a

table of atomic radii”. However, these authors also recognised the value of a direct

link from a collision observable to a well-established, measurable, molecular

property. Parmenter and coworkers [10] demonstrated that, in inelastic collisions

between glyoxal and a wide range of partners, simple factors such as molecular

mass of the partners were considerably more significant than the intermolecular

potential. Most revealing were the 28 amu species CO, N2 and C2H4. Each of these

species has a very different PES of interaction with glyoxal, but the experimental

inelastic data were found to be indistinguishable. Bosanac [11] had earlier repro-

duced the key elements of sophisticated molecular beam scattering experiments

with a simple model based on linear-to-angular momentum conversion at the edge

of a 2-D ellipse having the (A–B) dimension equal to half molecular bond length. In

concluding a survey of atom–diatom collision data in 1992, Korsch and Ernesti [12]

remarked “. . ..amazingly simple models allow very precise description of experi-

mental rotational transfer results.”

The author became interested in collision-induced state-to-state processes as a

result of experiments in which narrow-line, circularly polarised laser radiation was

used to excite fluorescence from diatomic molecules in collision cells. The laser

excites known multipolar moments of mj distribution among specific j states of an
excited vibronic state. Wavelength and polarisation analysis of the emission

allowed the population and orientation multipoles of mj among states accessed by

elastic and inelastic collisions to be determined from measured intensity and degree

of circular polarisation. An example is shown in Fig. 1, from which it is evident that

the initial asymmetric mj distribution is maintained through elastic and inelastic

collisions [13] even when substantial amounts of vibrational and rotational energy
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are exchanged. Subsequent experimental investigations [14, 15] demonstrated

this to be a widespread phenomenon in diatomics that either are, light or heavy,

do or do not possess dipole moments, do or do not have atoms possessing nuclear

spin. Quantitative measurements indicate that reorienting (mj changing) collisions

have very small cross-sections for diatomic – rare gas partners [16]. In a detailed

theoretical study of this phenomenon, Khare, Kouri and Hoffmann [17] concluded

that the change in angular momentum causing a j changing collision must result

from momentum change perpendicular to the direction of momentum change. This

optimal condition for AM transfer, essentially Newtonian in nature, was later

confirmed by experiment [18, 19].

The mj components of a particular diatomic j state are (2j + 1)-fold degenerate.

In an energy-based mechanics, such as the classical mechanics of Lagrange or

Hamilton or quantum scattering theory, in which kinetic energy of relative motion

is converted into rotational or other form of internal energy via anisotropies in

the PES, very rapid interconversion between the mj states in a j manifold would

be anticipated. However, to those widely aware of the remarkable properties of

angular momentum, such rapid changes might not be the first expectation in a body

that, once set into motion, somewhat resembles a microscopic bicycle wheel. This

indicator of an important role for angular momentum in collision dynamics led to

further experimental discoveries, some described briefly below, where again the

focus is on collision-induced rotational state change.
Angular momentum enters into the dynamics of collisions in two principal

guises. It is created when the initial momentum of relative motion is converted,

on impact, to orbital AM. This orbital AM is then partitioned between molecular

rotation and recoil orbital AM. Molecular rotation plays a key role here since

spectroscopic methods allow directly measurement of rotational energy and

16 –2 18 +3

33 43 53 63 73 83 93

95
cm-1

85756555453525P 5

R 13 23

15 +2
17 +3

n 7650 17000

Fig. 1 Intensity (lower spectrum) and circular polarisation (upper spectrum) of emission from (B)
3P0u+ I2 in a collision cell with He as partner gas. Initial excitation is to (v ¼ 16; j ¼ 34) of the B

state and Fig. 1 shows the RT populations and circular polarisations monitored via the 16 ! 2

vibrational transition. Note that VRT features >Dv ¼ 4 are also strongly polarised

From Ligand Field Theory to Molecular Collision Dynamics 125



rotational AM both before and after collision and from such measurements, the key

quantities of collision-induced change in energy and AM are obtained with high

precision. This is important since the rotations, although small in energy magnitude,

are the true building blocks of a theory of collision-induced change. Our principal

interest is in the quantum state selectivity and probability of population transfer

from precollision to post-collision species. This contains the critical information on

the nature of the forces that govern physical and chemical change. Just as the sum of

vibrational state populations gives that of a particular electronic state, the sum

of rotational intensities within a given vibration state represents the population of

that vibrational state. In momentum terms, collision-induced vibration state change

simply represents an exchange of linear momentum and therefore could be seen in

terms of a momentum and energy threshold that must be attained before rotations

within that v-state may be accessed.

Diatomic molecules are favoured species for collision dynamics experiment and

theory primarily because of their relative simplicity for theoretical and experimen-

tal investigation. Diatomics have a single vibrational mode and rotational motion

about one axis so that data analysis is relatively simple. However, since rotational

energy and rotational AM within a vibrational manifold increase and decrease

together in diatomics, any differences between the role of AM change and of

energy change are difficult to disentangle. This is particularly problematic if the

diatomic is initially in its j ¼ 0 level. The earliest and most detailed experiments

were often performed on molecules in their lowest j states and thus any separation

of the roles of the two variables mentioned above would not be apparent. However,

this situation changes for rovibrational energy transfer from diatomics in high (v;j)
states, and data from experiments of this kind [20, 21] have been used to demon-

strate the dominant role of AM change in determining the probability of transition

[22]. This separation is clearly apparent in, e.g., bent triatomic molecules. These

species have complex energy level patterns arising from the asymmetric rotor

quantisation condition in which total AM (j) and two projection quantum numbers

(ka and kc) define each state. This effectively decouples the simple relation between

energy and AM as the NH2 energy level diagram shown in Fig. 2 illustrates. The

diagram makes clear that, for example, transition between j ¼ 2 and j ¼ 4 (of

ka ¼ 0 and 2, respectively) involve very small DE for Dj ¼ 2, whereas the Dj ¼ 0

transition from 303 requires substantial DE. Thus, in asymmetric rotors, energy and

AM changing events are readily decoupled.

Experimental [23, 24] probabilities for the many possible collision-induced

transitions in this molecule show no apparent dependence on energy gap between

initial and final state. However, the probabilities fall exponentially with the magni-

tude of the AM gap measured as shown in Fig. 3. This static model (Fig. 3) of an

asymmetric top jka;kc AM vector is not wholly representative since the vector’s

natural precession creates an AM trajectory. Coupling of this vector to an external

AM introduced on collision can cause the vector to hop to an adjacent trajectory of

different jka;kc on the molecule’s AM “surface.” When this dynamical picture is

considered, the conclusions above remain valid [24, 25]. The energy gap generally

becomes more dominant as initial j state increases [25], an effect also found in
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molecules generally [26]. This occurs because the energy conservation condition

acts as a constraint on AM conversion as discussed in more detail below. Linear

to-angular momentum conversion provides the primary motive force for change,

although the manner in which energy conservation modifies the range of possible

processes, each of which must simultaneously obey energy and AM conservation,

leads to a wide variety of outcomes in collision experiments [27].

A third piece of experimental evidence came from double resonance mea-

surements carried out in the author’s laboratory using two narrow line tuneable

Fig. 3 AM vector diagram

showing the length of the

vector that couples jka;kc ¼
303 to 523 in the fixed vector

approximation

Fig. 2 Energy level diagram for the ka ¼ 0, 2 states of NH2 in the (0,9,0) vibrational manifold of

the (upper) 2A1 state. Note that spin doublet states are not shown here
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dye lasers and a heated cell containing Li2 molecules with Xe as collision partner.

The first laser selects a known velocity subgroup of a single rovibrational state in

A(1S+)Li2 and a second narrow line laser, tuned to a different rotational state,

measures intensity and line width of the transferred population. The line width is

a measure of the reorientation of the velocity vector and can be directly trans-

formed to give the differential scattering cross-section for the state-to-state process

[28, 29]. Thus, this all-spectroscopic experiment gives a full description of the

collision event namely the probability of transfer to a new rovibrational state for a

selected relative velocity plus the most probable scattering angle for that relative

velocity and its distribution. By tuning the excitation laser over the initial state

Doppler profile a threefold change in magnitude of initial relative velocity was

achieved [30, 31]. This highly detailed collision dynamics experiment yielded

results that on analysis, corroborated the point made by Korsch and Ernesti [12],

namely, that very simple models can reproduce the results of the most sophisticated

of experiments. The most probable scattering angle could be predicted from a

simple Newtonian vector model connecting initial relative velocity (vr), threshold,
or channel-opening velocity (vth), a quantity readily calculated from DE for the

transition, and sin y where y is the (measured) most probable scattering angle

[32, 33]. The relationship is sin y ¼ vth/vr and as Fig. 4 demonstrates, this fits all

data measured in the velocity selected double resonance experiment as well as data

Fig. 4 Plot of sin y, where y is the most probable scattering angle, versus vth/vr where vr is the
most probable relative velocity and vth the (calculated) threshold relative velocity for the particular
state-to-state collision-induced transition
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from a wide range of molecular beam scattering experiments on a number of

different systems [24].

2.1 An Angular Momentum Model for Collision-Induced
Transfer

These experimental results, and others similar in their conclusions, suggested to the

author that an expression for predicting the quantum state-to-quantum state out-

come of molecular collisions might be based on the (vector) momentum mechanics

of Newton rather than the (scalar) energy mechanics of Lagrange and Hamilton.

These differ fundamentally in their identification for the origin of the force that

leads to change. This is attributed in Newtonian mechanics to momentum (p)

change, i.e.,

F ¼ ma ¼ dp=dt: (1)

The concept of energy in Newton’s era was only partially formed and does not

appear in his equations of motion. Ideas on energy only began to be sharpened

following much later work on, e.g., the equivalence of heat and work by Joule and

Rumford with experiments on the efficiency of the steam engine playing a particu-

larly significant role. These led Lagrange to substitute expressions for kinetic (T)
and potential (V) energy into (1) and in this new, energy-based mechanics, force is

redefined in terms of the variation of the potential energy with distance or angle,

i.e., F ¼ dV/dq where q is a generalised coordinate. Hamilton’s later reformulation

and the formal expression of the law of conservation of energy in the middle of the

nineteenth century resulted in a very usable form of mechanics for macroscopic

bodies that is generally known as classical mechanics, elements of which are

evident in modern quantum mechanics. However, lost in the transformation is the

inherent vector nature of Newton’s mechanics with force and directionality now to

be obtained from the variation of the scalar potential energy field with angle and/or

distance.

Collision and reaction dynamics experiments on molecules in the laser era are

considerably more sophisticated and detailed than those of the eighteenth and

nineteenth centuries that resulted in the new forms of mechanics formulated by

Lagrange and Hamilton. In addition to great improvements in the methods of

preparing molecules prior to collision and probing them post-collision, there is

the precision in our knowledge of the energy and angular momentum of molecules

inherent in the molecule’s quantum state description. Each molecule must start in a

well-defined quantum state and end in another and thus the process has elements in

common with spectroscopy. This analogy has its limitations but also has its uses.

Photons have well-defined energy, AM and parity, all properties that place strict

limitations on the destination state for a given initial state. In a collision dynamics
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experiment, the collision energy may be expressed with reasonable precision and so

the initial orbital angular momentum generated on collision is moderately well

defined. It may, however, be very large – up to 500 ħ or more for heavy atom –

heavy molecule encounters, although frequently very much less. Nuclear spin change

can generally be ruled out and so Dj ¼ �2n propensities are commonly seen in

homonuclear diatomics, but the ubiquitous and generally reliable Dj ¼ �1, 0

of spectroscopy is absent. The collision equivalent appears to be a Dj “transfer
function” that is an exponential-like fall [34, 35] of transition probability as magni-

tude of Dj increases.
This “spectroscopic analogy” might seem an unpromising approach until the

alternatives are considered of, e.g., summing over the many scattered partial waves

following traversal over a PES with the partitioning of flux highly dependent on the

accuracy of the surface and with little insight available as to the features of the

surface that favour particular outcomes. The experimental factors described above

led the author and co-workers to develop an alternative form of mechanics for

collision-induced quantum state change that follows Newton but incorporates later

discoveries, e.g., quantisation and the conservation of energy for each quantum

state-to-quantum state transition. For the reasons given above on the special role of

molecular rotations, the development begins from the equation for conversion of

linear momentum of relative motion to angular momentum,

l ¼ m vrbn; (2)

where l is the orbital angular momentum generated initially on collision, m is the

reduced mass of the collision pair, vr the relative velocity and bn the effective

impact parameter or molecular “lever arm” about which linear momentum is

converted to angular momentum. Once created, l is then partitioned between mole-

cular rotation change Dj and recoil orbital AM. Energy change (DE) on collision

accompanies AM change and so, in the most general terms, the probability of

collision-induced rotational state change could be written as a joint probability

function P(Dj;DE). As experiment strongly suggests that momentum change

provides the motive force, the probabilities (P) of simultaneous AM and energy

change are assumed to be independent variables and can be written

PðDj;DEÞ ¼ PðDjÞPðDEÞ: (3)

To simplify the problem of calculation, P(DE) is assumed to be a delta func-

tion that allows state-to-state transitions strictly within the limit of available

energy i.e.

PðDj;DEÞ ¼ PðDjÞdðEtot � E0
totÞdðJ � J0Þ: (4)

Using probability theory, the following expression was obtained as the basic

rotational transfer function. In practice, this expression is summed over available

velocities weighted by their individual probabilities.
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P jf jjið Þ ¼
ðbmax
n

0

P l bnjð ÞP bnð Þd Etot � E0
totj jð Þd Ji � Jfj jð Þbndbndjf : (5)

The energy conservation condition for each state-to-state process is

1
2
mv2r ¼ DEj j; (6)

where DE ¼ Ef – Ei and the symbols i and f refer to initial and final quantum states,

respectively, and the ji – jf transition may take place within or between vibrational

levels including those in different electronic states.

As Fig. 5 demonstrates, (5) is able to reproduce the exponential-like decay curve

of rotational transfer probabilities and gives an excellent fit to a wide range of

collision-induced rotational transfer (RT) data using bmax
n , the maximum value of

the (molecular) torque- or lever arm, as a variable parameter. More precisely, an

inverse-power dependence gave best results [36] although for many molecules, an

exponential function provides a very reasonable fit. The data fit regularly returned

bmax
n ¼ half bond length of a homonuclear diatomic or the equivalent distance from

the centre-of-mass for a heteronuclear species, in good agreement with the very

different experiment and analysis by Hoffbauer et al. [9].

However, (5) does not represent the most practical means of calculating state-

to-state energy transfer rate constants or cross-sections. The process is readily

computerised using a 3-dimensional ellipsoid or Newton surface to represent

the molecule, in conjunction with a Monte Carlo set of many (>106) collision

trajectories with the collision partner. This method was first used by Kreutz and

Flynn [37] and is based on the simple 2-D ellipse kinematic relations first derived

by Bosanac [11]. The function of the Newton surface, all dimensions of which are

those of distance and are determined by the bond length of the target molecule, is to

provide a realistic shape via which linear-to-(orbital) angular momentum conver-

sion may be effected. The orbital AM is then partitioned between molecular

rotation and recoil orbital AM with ellipsoid major (A) and minor (B) axis

dimensions chosen so that (A–B) ¼ half bond length ¼ bmax
n . Relatively simple

modifications allow heteronuclear species to be represented by an acentric ellip-

soid. Bosanac [11] illustrates how a range of bn values may be generated depending

on the point of impact on the ellipse surface ranging from bn ¼ 0 for end-on, or

ellipse centre, impact or bn ¼ bmax
n for impact around 45o. Thus, the bn value

contains stereodynamical information.

This computational routine for predicting state-to-state probabilities has been

shown to give quantitative agreement with experiment for a wide variety of

collision-induced processes. These include rotational transfer (RT) [24, 26, 36,

38–40], i.e., state change within a vibrational manifold, vibration–rotation transfer

(VRT) [41, 42], i.e., transitions between vibrational states and electronic energy

transfer [43], i.e., transitions between discrete levels of different electronic states.

An example is given in Fig. 6 in which the calculated data were computed using the

From Ligand Field Theory to Molecular Collision Dynamics 131



100000

10000

1000

100

10

0 10 15 20

j

Xe

Li2
+

 + Ne,Ar,Xe

Ar

Ne

Ki f

25 30 355

1

10

100

Fig. 5 Plot of rotational transfer rate coefficients for state-to-state collision-induced transfer in

A(1Su) Li2 with Ne, Ar and Xe as collision partners from experiment (symbols) and via (5) (full
line). Numerous other data sets on a wide range of molecules were found [36] to give fits of

similar quality to (5)

Fig. 6 Experimental (filled
squares) and calculated (open
triangles) rate constants for
RT from j ¼ 26 in Na2* in

collision with H2.

Experimental data from

Brunner and Pritchard [35].

The figure illustrates that

agreement between

experiment and calculation is

quantitative
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diatomic–diatomic collision variant of the AM model [44]. The computation is

based on (2) and the further conversion of l into Dj plus recoil with each trajectory

subject to the state-to-state energy and overall energy conservation conditions of

(4) and (6).

The use of classical mechanics to solve practical problems often involves

development of an appropriate expression that combines simultaneous energy and

AM conservation. This can be done for a limited number of cases of collision-

induced transitions in molecular quantum states but rapidly becomes very complex

when, for example, VRT or takes place. Furthermore, such equations often lack the

transparency of the individual expressions for energy and AM conservation and key

insights are lost. This is readily illustrated since the equations for DE and for Dj
(in the limiting case l ¼ Dj so that Dj ¼ m v bmax

n ) may both be plotted as velocity or

momentum as a function of Dj using bmax
n ¼ half bond length (HBL). This gives a

clear picture of the very different effects energy– and AM– conservation constraints

have on the state-to-state outcome of collisions. Some examples are given below.

Particularly relevant are collisions involving diatomic hydrides such as HF, OH,

HCl, etc., which have relatively large molecular mass and hence generate substan-

tial AM on collision. However, the energy levels of these species are determined by

their reduced mass, so that each unit of AM change requires substantial energy

input, a feature that would not immediately be evident from a combined expression.

This disjunction between energy and AM requirements has a significant influence

on the dynamical properties of diatomic hydrides, explaining, e.g., why they are

excellent candidates as the gain medium in chemical lasers.

3 Dynamical Properties of Atmospheric Molecules

The use of the AM theory to predict the results of processes of change at the

molecular level such as inelastic collisions, molecular dissociation, etc. was men-

tioned above with appropriate references to publications where full detail is

given. In this final section, the method is illustrated with reference to the collision

dynamics of Earth’s major atmospheric species N2 and O2 and, as a contrast to these

collisionally “well-behaved” molecules, some aspects of the dynamical properties

of the more eccentric OH molecule are discussed. To begin with, the behaviour in

single, state-to-state inelastic collisions is described. This is followed by an outline

of more recent work that utilises the speed and accuracy of the AM method to

construct a rudimentary model of energy transfer in planetary atmospheres, plasmas

or other gas ensembles. In this model, the fate of energy, initially located in a single

(v;j) state of a trace species, is followed through many hundreds of collisions in an

ensemble of up to 10,000 particles. At each stage, the actual populations of each

quantum state in the gas mixture may be obtained. This approach is found to give

more insight into non-equilibrium ensemble behaviour than is obtained from

statistical methods of describing quantum state populations.
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In studies of global warming, much of the emphasis is on radiation balance and

the ability of key species in the atmosphere to radiate excess energy through a

narrow infrared “window.” Also significant, but more difficult to study, is the

redistribution of energy contained in “hot” molecules, by collision, to the abundant

homonuclear species O2 and N2, each of which may act as a reservoir for excess

energy. These molecules may transfer energy to or from Earth’s surface and oceans,

or to other atmospheric gases including the minority radiating species, but they

themselves make no significant contribution to outgoing terrestrial radiation. Here

some of the fundamental collision properties of N2 and O2 are discussed, and their

similarities and differences highlighted. In addition, the energy transfer properties

of the OH molecule are discussed. Although present only in trace quantities, OH

plays a very important role as a cleansing agent in the troposphere [45] and is

known to be an essential component in models of ozone layer concentrations [45].

Its presence in the upper atmosphere as a contributor to Earth’s airglow has been

known since the pioneering work of Meinel [46].

3.1 Rotational Transfer and Vibration–Rotation Transfer

Rotational transfer (RT) is the collision transfer process that involves exchange of

the smallest quanta of energy, and is found to accompany many other forms of

collision-induced physical and chemical change. This form of state-to-state transi-

tion is illustrated as process 1 in Fig. 7 where RT within rotational states of v ¼ 0 of

the N2 molecule are shown. Collision-induced RT may take place from any

rotational state that is populated. Often this will be from individual levels within

a Boltzmann distribution among the lower rotational states, but might alternatively

take place from a single rovibrational level populated, e.g., by a laser and hence

highly specified. Many events involving physical and chemical change appear to

be highly quantum state selective and almost invariably are accompanied by

rotational state change. That this is inevitable follows from the fact that molecules

Fig. 7 Partial energy level

diagram showing rotational

states of v ¼ 0, 1 of (X)1Sg
+

N2. Red, green and blue

arrows illustrate the processes

of rotational transfer (1),

vibration rotation transfer (2)

and quasi-resonant vibration

rotation transfer (3) each of

which is discussed in more

detail in the text
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have a characteristic spatial distribution of mass and therefore generation of AM

will usually occur when species collide due to the existence of lever arms within

molecules. The value of constructing a view of energy transfer that begins with a

quantitative description of rotational energy transfer was emphasised earlier.

Calculated cross-sections for RT in N2, O2 and OH in collisions with the rare gas

Ar using the AM method are shown in Fig. 8. There are several interesting features

in this figure. It is evident that the two principal components of Earth’s atmosphere

are quite similar in this basic aspect with calculated RT of N2 and O2 molecules

almost identical. They have a very similar elastic (Dj ¼ 0) cross-section and

Dj ¼ �2 inelastic cross-sections that are of the order 0.4 Å2 for each. It is well

known that the transport properties of N2 and O2 in the troposphere are very alike,

with little sign of gravitational separation until very high altitudes are reached [45],

and this has its origin in the similarity in collision cross-sections for the two species.

It is evident from Fig. 8 that transitions involving Dj > � 4 are of low probability

with Ar as collision partner at 300 K. RT in the OH molecule is highly restricted

under the same conditions (Ar partner, 300 K), with very low probability of

rotational state change. A major cause of this inefficient conversion of linear to

rotational AM in OH is the energy cost per AM unit. This aspect is discussed in

more detail below.

There is greater differentiation in the behaviour of N2 and O2 when VRT is

calculated. The data in Fig. 9 were computed for the processes N2(1,10) ! (0;Dj),
O2(1,12) ! (0;Dj) and OH(1,3) ! (0;Dn) at 1,200 K, 1,200 K and 300 K respec-

tively, all with Ar as collision partner. As can be seen from Fig. 9, VRT cross-

sections for O2 exceed those for N2 approximately by a factor of two. However, the

individual state-to-state cross-sections for these two species are considerably

smaller than those for RT. In addition, the overall shape of the VRT distributions

for N2 and O2 are now much changed with the peak no longer at Dj ¼ 0 but

displaced to 16 and 15, respectively. The distribution shape, reminiscent to some

extent of a rotational Boltzmann distribution, with Dj peak displaced by �15 units

from the final state closest in energy to the initial quantum state, led early workers

Fig. 8 Collision-induced

rotational transfer in

collisions between Ar and

N2(0;10) (squares), O2(0;12)

(circles) and OH(0;3)

(triangles). Collision
conditions are

Maxwell–Boltzmann

distribution of velocities at

300 K. Note that there is a

Dj ¼ 2n selection rule in

collision-induced processes

for homonuclear diatomic

molecules
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to assume complete thermalization occurs in this single collision event. However,

rotational temperatures extracted from Boltzmann fits were often highly unphysical

and clearly this interpretation is untenable. We show below that the shape and

peak of VRT distributions are readily explained as the effect of energy and AM

constraints on VRT process.

3.2 Understanding Collisions Through Velocity-AM Diagrams

In previous work, the author and co-workers have introduced, and made extensive

use of, graphs in which relative velocity (or momentum) is plotted against change

in rotational angular momentum [47]. This representation is very helpful in rationa-

lising the disparate experimental observations that characterise the field of collision

dynamics. The plots are of the two equations that form the basis of the above form

of mechanics in their limiting forms and thus they indicate regions of velocity – AM

space that are allowed or forbidden by the conservation of angular momentum and

of energy.

The equations are:

Dj ¼ m vrelbmax
n A� equationð Þ: (7)

The A-equation represents threshold condition for AM conservation in the

process of linear-to-rotational AM conversion for each state-to-state transition.

Thus, (7) expresses the limiting condition in which all incident linear momentum

is converted to molecular rotation via the maximum lever arm (bmax
n ) available from

the molecule.

DE ¼ Ef � Eij j ¼ 1=2 m v2r E� equationð Þ: (8)

Fig. 9 Vibration rotation

transfer in N2(1,10) ! (0;Dj),
(squares), O2(1,12) ! (0;Dj),
(circles) and H(1,3) !
(0;Dn), (triangles) collisions
with Ar at 1,200 K, 1,200 K

and 300 K respectively
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Equation (8) is a statement of energy conservation for any collision-induced,

state-to-state transition. Kinetic energy of relative motion is converted into internal

energy within the molecule or vice versa. This might involve rotation state change

alone or in conjunction with vibration state change and/or electronic state change.

The velocity-AM diagrams are found to exist in a limited number of basic forms

that have been found to be process-specific and, in addition, give strong indication

as to the likely outcome of the collision. Examples below illustrate the power of

these simple diagrams.

Figure 10 shows a vr � Dj diagram for RT and VRT for the N2–Ar collision

pair. The limiting linear-to-rotational AM condition (7) is represented by squares,

whereas the energy conservation condition for RT within the v ¼ 0 state is shown

as circles with that for VRT from v ¼ 1 ! v ¼ 0 as triangles. The plot for O2-Ar is

very similar to this and so the general insights obtained from Fig. 10 will also apply

to that system. Consider first the RT process. Any collision that results in quantum

state change must occur with conservation of both energy and AM, and so the

minimum permissible velocity available to open a specified Dj channel is the

greater of the two obtained from computing solutions to (7) and (8). Figure 10

demonstrates that for transitions to most Dj channels for this collision pair, the

limiting condition is generally that of energy conservation and those channels

affected in this way are said to be energy constrained. Note, however, that the
motive force for change in this model remains the momentum conversion process

and for the Dj channels that are energy constrained, an adjustment to the value of

bmax
n must be made so that the energy conservation condition is met. The diagram

illustrates the A plot for the maximum value of bn, the molecular lever arm, and it is

evident that for all Dj channels that are energy constrained, a reduced maximum

Fig. 10 Plots of (7) and (8) for RT within v ¼ 0 from N2(0;10) and VRT N2 (1;10) ! (0;Dj).
Filled squares represent the A-plot (7), circles the E-plot (8) for RT and triangles that for VRT.
The vertical arrow indicates the mean relative speed at 300 K. From this it is evident that only

velocities in the high-energy region of the MB distribution may open the VRT channels are hence

the process is of low inherent probability. The shaded region indicates those channels and

velocities for which energy and AM conservation are simultaneously conserved
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value of bn (lower than bmax
n ) will conserve energy for all bn up to this new maxi-

mum. This corrected, reduced, maximum bn value is readily calculated for each

Dj channel.
The link between bn and point of impact was made above, and the effect of an

energy constraint is to limit acceptable geometries for the atom–diatom collision to

those that meet the new maximum bn condition for the Dj channels concerned. This
will of course reduce the number of successful trajectories and hence the probability

of populating destination states that are energy constrained. The form of bn reduc-
tion found in RT affects the efficiency of linear-to-angular momentum conversion,

but does not change the essentially exponential-like decay of cross-section or

rate constant with Dj. This characteristic shape results from the form of the P(bn)
function for the ellipsoidal Newton surface used to represent the diatomic molecule,

and is also exponential-like [36]. Other shapes have other, distinctive, forms of

P(bn) function as demonstrated by Murrell and Bosanac [48]. The exponential-like

decay of P(Dj) with increasing Dj is the basic functional form from which other

processes, with their characteristic energy constraint functions, are derived.

The N2–Ar rotational transfer collisions (as with those between O2–Ar ) are

relatively little constrained by energy conservation and so reasonably high RT

probabilities are expected, and found, in collisions involving these molecules.

The situation is very different for VRT, however, where, as Fig. 10 makes clear,

all destination channels from Dj ¼ �12 to +16 are energy limited, some very

strongly so.

The overall shape of the E-plot is characteristic of vibrational energy transfer

from high- to low-vibrational state, as portrayed in Fig. 7 (process 2), in which the

largest energy gap is associated with the transition to the j ¼ 0 rotational state of

the lower vibrational level. This energy gap decreases as final j increases to a point
around j ¼ 35 (Dj ¼ 25) when the energy gap is minimum, from which point it

begins to increase. The near energy resonance with j ¼ 35 in the lower state would,

in some theoretical treatments, lead to the prediction that this j value should

coincide with the peak of the rotational distribution following VRT. However,

this is not the case and the peak is found at, or very close to, the Dj value at

which the A- and the E-plots coincide. This is the case for both N2 and O2 with Ar

and is found to be a widespread phenomenon in VRT and in the closely related

process of vibrational predissociation [49–52].

The discussion above on reduction in maximum value of bn to meet the energy

conservation condition is particularly relevant here, and it is evident that all

negative Dj, 0 and some low positive Dj channels are constrained strongly by

energy conservation. They are further limited at 300 K by the magnitude of

velocities required to open these channels so that only velocities in the high-energy

tail of the MB distribution will suffice. The shaded region shows that part of

velocity – AM space that is open for relative velocities greater than three times

their mean value at 300 K (mean value indicated by the vertical arrow on the

velocity axis of Fig. 10). The overall shape and peak of the resulting j state

distribution in N2 (0;Dj), following VRT from N2 (1;10)–Ar collisions, are readily

predicted from the vrel � Dj plot. The effect of the dominant energy constraint is to
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truncate strongly the �ve and low Dj region of the exponential-like decay. In

addition to these insights concerning the rotational distributions, there is molecule

frame directionality built in to this adapted form of vector mechanics via the bn
value. A simple illustration is that for Dj ¼ 0, it is evident that bn ¼ 0, implying

impact either end-on, or directly in the middle of, a (homonuclear) diatomic. Other

values of bn are related to impact points on the Newton surface that represents a

particular molecule for the key process of linear-to-angular momentum conversion.

The velocity-AM diagram for RT and VRT in OH–Ar collisions (Fig. 11)

indicates that the energy conservation relation has a much more dramatic impact

on the linear-to-angular momentum conversion process than was found with N2 and

O2. This is a consequence of the very high rotational constant for OH – roughly an

order of magnitude larger than those of N2 and O2. This results in an energy cost for

each Dn collision-induced transition that is high and increases rapidly with the

magnitude of Dn. The effect of this form of energy constraint is to focus the allowed

collision-induced transitions into a narrow range of final n-states, as seen in Fig. 8.

This constraint is highly effective, as the calculated RT cross-sections make clear.

There is very little spread of Dn probabilities of the kind found in N2 and O2, and the

exponential-like decay is very fast indeed.

A similar situation arises for VRT but now, because an inter-vibrational state

change occurs, the peak is displaced to near energy-resonance with the initial OH

(1;3) state. Again, access to other rotational states is limited by the energy cost of

each Dn and at 300 K the focussing effect of flux into the new state is very marked.

Thus, the molecule has been collisionally pumped to a narrow range of high n-states
of v ¼ 0. This is an example of process 3 in Fig. 7 and can be seen to represent a

situation of some potential in gas laser gain-medium design. More valuable in this

instance, however, would be to start with OH molecules in a high vibrational level,

since the large anharmonic and centrifugal distortion constants for the hydrides and

other light molecules mean that low Dn processes involving one or two Dv quanta
occur quasi-resonantly. This quasi-resonant vibration–rotation transfer (QVRT) of

low Dn transitions with small energy gaps can be very efficient indeed [20, 53–56],

Fig. 11 Plots of (7) and (8)

for RT within v ¼ 0 from OH

(0;3) and VRT OH

(1;3) ! (0;Dj). Squares
represent the A-plot (7),

circles the E-plot (8) for RT
and triangles represent the E-
plot for VRT. The vertical
arrow indicates mean relative

speed at 300 K
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and the fact that it generally involves transitions between high n-states means that

the energy constraint compresses transfer into a very small number of states. QVRT

involves �ve Dv coupled with +ve Dn or vice versa and so population initially in

high v and low n state may jump down in v but with increasing n. This effectively
traps molecules in high n-states as the energy gaps for intra v-state relaxation

become very large.

The above process is a key element in the operation of the gain medium in the

HF chemical laser [57]. It is also thought to explain the remarkable persistence and

exceptionally high rotational energy (n � 32) of OH emission in Earth’s airglow

which has been detected some 12 h after sunset and therefore cannot be the result of

direct solar excitation [58]. In the final part of this contribution, the AM method is

used to demonstrate how such effects might come about in a multicollision envi-

ronment that represents a rudimentary model of Earth’s atmosphere.

4 Equilibration of Gas Ensembles at the Quantum Level

The above discussion of the AM theory of collisions describes a theoretical

approach to experiments designed to determine the quantum state outcome of single

molecular collisions. These yield valuable data that allow theory to be tested and

cross-sections or rate constants for elementary processes to be determined. How-

ever, real-life situations of physical and chemical change generally find molecules

in environments where many collisions occur, and the single collision measurement

may not always be a reliable guide to eventual outcomes. Examples of important

gas ensembles include chemical reactors, industrial plasmas and planetary atmos-

pheres. Furthermore, such gas ensembles often contain species that initially are

highly excited. It would be very valuable to be able to model evolution towards

equilibrium of such ensembles without recourse to the assumption of statistical

behaviour, with consequent loss of potentially valuable information contained

in the quantum state populations. Among the advantages of a full quantum state

description of equilibration in multicollision environments are the possibility of (1)

developing realistic models of chemical reactions in bulk that would allow process

optimisation, (2) making positive use of known non-Boltzmann populations, e.g., in

gas lasers, (3) intervening in the evolution of a non-equilibrium ensemble to

achieve specific outcomes.

Obstacles to modelling the evolution of quantum state populations under multi-

ple collisions primarily arise from the complexity of standard collision theory. An

accurate PES is needed for all potential collision partners in a gas mixture and some

species will be in highly excited states. State-to-state collision calculations are

highly computer intensive for even the simplest of processes and, without a major

increase in computational speed, are not suited to multiple, successive calculations.

By contrast, the AM method is fast, accurate and calculations for atoms and/or

diatomic molecules require only readily available data such as molecular bond

length, atomic mass, spectroscopic constants and collision energy.
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The author and coworkers have recently demonstrated [59–61] a quantitative,

multicollision model of state-to-state equilibration in molecular gas ensembles

containing up to 10,000 molecules. These are mixtures of atoms and/or diatomic

molecules that generally contain one highly excited species in a bath gas of ground

state atoms or molecules. Quantum state populations and (approximate) modal

temperatures (Tmode) are computed for ensembles in which each constituent mole-

cule undergoes successive cycles of single collision events of up to 1,000 or more

collision cycles. Tmode values are obtained by assuming Boltzmann distributions.

This is a poor approximation initially as all species begin in single (v;j) quantum
states; however, Tmode values become much more reliable as equilibration proceeds.

Plots of Tmode versus number of collision cycles undergone by the ensemble, the

collision number (CN), give a useful pictorial guide to the equilibration process.

The model also gives vibration and rotation quantum state population data at each

stage in the ensemble’s evolution and these yield greatest insight into the micro-

scopic mechanism of ensemble equilibration. In our model, ensembles may consist

of up to three different diatomic molecules, each initially in a specific (v;j) state ((v;
n) in the case of OH) and in chosen proportions. Thus with further development, the

method has the potential to model the microscopic processes of energy flow and the

evolution towards local thermodynamic equilibrium (LTE) of gaseous environ-

ments that mimic aspects of the behaviour of, e.g., planetary atmospheres. Here, we

illustrate use of the method to follow energy flow in the equilibration of a gas

ensemble containing vibrationally excited OH (OH*) at the level of around 10% of

total in a 4:1 mixture of N2 + O2.

OH is known to play a critical role in chemical, industrial and environmental

contexts, although it frequently is only a minor component of the molecules present.

An example is the combustion of hydrocarbon fuels [62]. Laser-induced fluores-

cence spectroscopy from OH is an important element in remote monitoring of the

physical and chemical conditions during combustion. In Earth’s troposphere, OH

is a significant contributor to the oxidation, and eventual removal, of hydrocarbons

and sulphur- or nitrogen-containing pollutants [45], and the role of OH in the

balance of ozone creation and destruction is now well established [45]. The

rotational spectra of OH have been used to measure mesosphere temperatures via

ground, rocket or satellite-based measurements, as demonstrated by the recent work

of Cosby and Slanger [63] based on the analysis of high-resolution Meinel band

emission spectra. Excited OH is also found in comets, stellar atmospheres and

interstellar clouds. In Earth’s mesosphere, it is thought to be formed from the

reaction H + O3 ! OH + O2 in a region around 8 km wide at ~87 km altitude.

Laboratory studies [64, 65] have determined that the reaction is exothermic

by >27,000 cm�1 with preferential population of OH vibrational states vOH ¼ 7,

8 and 9.

A previous publication [59] contains a flowchart of the computational routine as

well as a brief description of the method. For the calculations reported here,

ensembles consist of (nominally) 8,000 molecules in the ratio excited species:

bath gas molecule ¼ 1:10. Choice of total number of molecules is determined by

the balance between computational time and statistical reliability, given the small
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proportion of OH* molecules making up each ensemble. OH* is initially in the

single rovibrational state v;j ¼ (8;3) with N2 and O2 bath gases in (0;10) and (0;12),

respectively. Kinetic temperatures are set initially as a 250 K Maxwell–Boltzmann

(M–B) distribution. These conditions, together with relevant spectroscopic data, are

entered in the program which stores the initial (v;j) and velocities of all 8,000

molecules. Two molecules are then picked at random, weighted by size and

velocity which, together with the starting (v;j) configurations, form the input to a

diatom–diatom collision-induced RT and VRT calculation [44]. The molecules

collide at random angle and the resulting new (v;j) states of the pair are stored in

the appropriate location of the array. A fresh pair is picked and a new collision

occurs with a new result, a process repeated many times until all members of the

ensemble have (on average) undergone a single collision. This is repeated for as

many single collision cycles as desired, here up to 1,000–1,500 collisions for each

member of the ensemble (on average).

Following each round of collisions, which may be preset to consist of one, or any

given number, of collisions for every molecule in the ensemble, the populations in

each v;j state of each component species are computed and presented as plots of

population versus j for each v state or as population versus v, summed over j states for
that v. Also available are plots of total j distribution (summed over v) for each species
present. In addition, the v and j population data are fitted to Boltzmann expressions

and results presented as vibrational, rotational and translational temperatures (Tv, Tr
and Tt, respectively) for each of the three species present. Clearly the concept of a

Boltzmann temperature assigned to an array of molecules entirely in single quantum

state is not physically meaningful and it will be evident that modal temperatures are

useful but not reliable in the early stages of ensemble. This situation improves later in

the evolution, generally sometime after the early turbulent phase of rapid energy

exchange has ended. Provided these caveats are borne in mind, the modal tempera-

ture plots provide a useful pictorial guide to the macroscopic equilibration process.

However, the primary data are the quantum state populations that are available after

each cycle of collisions undergone by the molecules of the ensemble.

Figure 12 shows a plot of modal temperatures versus number of collision cycles

for an 8,000 molecule air-like ensemble containing approximately 10% excited OH.

The figure illustrates how OH (8;3) is de-excited by exchanging vibrational,

rotational and translational energy with the N2 and O2 bath gases. Note that in

Fig. 12, the Tmode scale is truncated in order to display the variation of the low

energy modes. Initially, Tv for OH exceeds 30,000 K and falls very rapidly with

each collision cycle. Also, the collision number scale is terminated at CN ¼ 500,

although the computations were continued to CN ¼ 1,000. Relatively minor

changes are seen beyond 500 collisions. Several striking features stand out in the

Tmode vs CN plot. Clearly the main initial cooling mechanism involves major

exchange of vibrational energy between OH* and the two bath gases with the latter

rising in modal temperature as the former falls. Detailed examination of quantum

state populations in this early phase for this same system at 300 K indicate [66] the

operation of fast vibration–vibration (V–V) exchange between OH* and N2 and

between OH* and O2 [66]. These energy near-resonant vibrational state changes,
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down in OH and up in N2/O2, will generally involve different numbers of quanta in

each molecule because of differences in the characteristic vibrational frequencies of

the three species. Near-resonance in this context means match to within ~200 cm�1

in the vibrational energies since the remainder may be taken up with rotational state

change plus recoil. However, as Fig. 8 makes clear, the probability of fast V–V

exchange falls off rapidly as the Dj requirement increases.

When excited and bath species are identical, resonant V–V exchange causes

very rapid vibrational deactivation with very little rotational or translational energy

involvement [61]. This can lead to a curious quasi-equilibrium of the vibrational

modes in which translation and rotation remain cold [61]. Overall equilibration

in these circumstances can then take many collisions. When excited and bath

molecules have very different vibrational constants, the existence of near-resonant

V–V pathways depends on such factors as the magnitude of anharmonicity and

initial vibrational state and is highly partner specific. The mechanism can lead

to rapid population of intermediate vibrational states in both excited and bath

molecules from which there may only be very slow VRT pathways for relaxation,

whereas in other instances, successive near-resonant paths can lead to a population

cascade down to the lowest level. In the example shown above, N2 has fewer near-

resonant V–V pathways than O2 on collision with OH (8;3) and so despite being the

lesser partner in number density, O2 is overall a more efficient relaxer of OH* than

the more abundant N2.

Fig. 12 Variation of modal temperatures of OH, initially in (v;n) ¼ (8;3) with number of collision

cycles (collision number) for a 1:10 mixture of OH (8;3) in a 4:1 mixture of N2 (0;10) and O2

(0;12) at 250 K. Total number of molecules is (nominally) 8,000. Tv (squares) represents

vibrational temperature, Tr (circles) rotational temperature and Tt (triangles) translational temper-

ature throughout. For OH and N2 the symbols are black, red and green for Tv, Tr and Tt respectively
and are solid for OH and open for N2. The symbols for O2 follow this same pattern but are blue for
all three modal temperatures. As described in the text, the primary data are the quantum state

populations. Modal temperatures are calculated assuming a Boltzmann distribution and thus Tv
and Tr will not be meaningful at the outset and in the early stages of ensemble evolution
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A second unusual feature of the Tmode versus CN plot is the rapid rise in Tr of OH
as Tv for this species falls in the early stages of ensemble evolution. Examination of

the rotational state populations during this phase [66] shows this to be due to the

QVRT process described in more detail above (process 3 in Fig. 7). Very high nOH
states are populated during this phase with nOH � 30 being common. In air, this

high level of rotational excitation does not last for many collision cycles and by

CN ¼ 150, Tr for OH is very similar to rotational temperatures of both N2 and O2.

The ensemble in our calculations represents a thermodynamically closed system

from which energy and matter cannot migrate. This is not the case in Earth’s

atmosphere where airglow emission from nOH > 30 has been found and thought

to originate from the exothermic H + O3 reaction in the mesosphere [58] through

the mechanism of QVRT. High nOH molecules are calculated to survive more

collisions in air as temperature is lowered.

The third unexpected observation from Fig. 12 is that modes other than Tr for OH
have approximately equilibrated after 300 collisions and change little with further

repeated collision cycles. Tr of OH; however, after an initial excursion to higher

temperatures, drops to approximately 1,000 K below other modal temperatures

following some 350 collision cycles and remains there, unchanged, to at least 2,000

collisions. This is an observation of some significance since the rotational spectrum

of OH is widely used as a remote temperature sensor in the upper atmosphere

[45, 63] and in combustion diagnostics [62]. It is generally assumed that the low

frequency rotational modes will rapidly equilibrate and accurately reflect the

kinetic temperature of an ensemble. In our closed system, there is only a very

brief span in ensemble evolution when Tr for OH matches the translational (kinetic)

temperature. Our calculations may not be a wholly reliable guide to the behaviour

of an open system such as a planetary atmosphere in which gas transport is a

significant feature. However, results on OH* relaxation in a range of bath gases

indicate that low Tr may be a real phenomenon and one that perhaps is not

inexplicable. It is evident from velocity-AM diagrams such as Fig. 11 that �ve

Dn transitions will always be energetically favoured over +ve Dn because of the

quadratic dependence of rotational state energy on quantum number. This is very

pronounced with OH to the extent that once the QVRT phase has ended and the

high n-state molecules have relaxed to a temperature near that of the other modes,

relatively small +ve Dn transitions have become energetically inaccessible at the

kinetic temperatures available. Other factors relating to the efficiency of the RT

[27] process may become significant when many collisions take place. Further work

is in progress to investigate in more detail the origin of this unexpected observation.

5 Conclusions

This contribution describes some of the experiments that led to and guided the

formulation of a simple model for collisions in which motive force is momentum

change. In the case of collision-induced energy exchange in molecules, the driving

144 A.J. McCaffery



force is linear-to-angular momentum conversion. The formulation of this Angular

Momentum model begins with two very simple equations. The first expresses the

generation of angular momentum from linear momentum of relative motion via a

lever arm of length determined by the molecular bond length. The second is a

statement of energy conservation for each quantum state-to-quantum state transi-

tion. An expression for the probability of the first of these processes within limits set

by the second proves highly successful in fitting known data, confirming the

validity of the principle. A more practical model based on momentum conversion

at a Newton surface is fast, accurate and reproduces known data quantitatively

using only readily available input such as bond length, mass, velocity and spectro-

scopic constants. In addition to treating collision-induced transitions, the theory can

be extended to the rovibrational products of dissociation experiments and to

atom–diatom reactive collisions.

The two key equations both contain velocity and rotational angular momentum

as variables, and so the threshold conditions for conservation of energy and of

angular momentum may be separately displayed in a single velocity vs Dj plot. This
graphical representation gives insight into causal factors. Thus, the origins of the

widely differing rotational distributions observed from bimolecular collisions may

readily be understood in terms of the state-to-state energy and angular momentum

constraints that the diagrams reveal. As a result, the theory becomes transparent and

although for practical purposes it is computerised, the velocity–angular momentum

plots for a given process are generally able to connect outcomes to physical causes.

This is also found to be the case in analysis of ensemble equilibration, a process

that generally passes through a number of phases of differing relaxation mechanism

and rate.

Examples are given to illustrate the power of the method in investigating energy

transfer in molecules of atmospheric interest and velocity – AM diagrams are used

to aid interpretation of these results in terms of molecular properties. The extension

of the method is described to the more demanding task of modelling gas ensemble

evolution while maintaining full quantum state information. An example is shown

that illustrates the highly unusual quantum state behaviour of OH in a 4:1 nitrogen,

oxygen mixture. The development of the theoretical approach outlined here was led

throughout by experiment in which, in the case of those performed in the author’s

laboratory, the significance of angular momentum was always at the forefront. This

keen awareness of the role of angular momentum as one of the cornerstones of

molecular physics, began for the author, with a lecture by Carl Ballhausen nearly

50 years ago, and this contribution to the memorial issue is marks appreciation of

this inspirational event and a very stimulating year spent in Carl’s laboratory.
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A Modern First-Principles View on Ligand

Field Theory Through the Eyes of Correlated

Multireference Wavefunctions

Mihail Atanasov, Dmitry Ganyushin, Kantharuban Sivalingam,

and Frank Neese

Abstract Recent developments in AI methods for strongly correlated electronic

systems and their implementations in highly efficient quantum chemistry programs

allow one to calculate – from first principles – the spectroscopic and magnetic

properties of transition metal complexes with open d- and f-shells. For a long

time, this field was the domain of ligand field theory (LFT), subject to various

assumptions and approximations which are solely justified by the success of using

this theory for the interpretation of experimental data. Yet the chemical significance

of the ligand field parameters, while being under intense debate, remains unclear as

far as the roots of LFT in its relation to rigorous quantum chemistry are concerned.

In the present review, we attempt to answer the question how well ligand field

theory performs from the point of view of state-of-art first principle calculations and

how to connect the two areas. To achieve this goal, energies of electronic states

originating from dn configurations of spectroscopically and structurally well-

documented complexes of 3d metals from complete active space self-consistent

field (CASSCF) wavefunctions and their improved energy eigenvalues from

N-electron valence perturbation theory (NEVPT2) have been analyzed employing

various ligand field parameterization schemes. Case studies include classical coor-

dination compounds such as octahedral CrX6
3� and tetrahedral CrX4 complexes

(X ¼ F, Cl, Br, I), distorted tetrahedral to square planar CuCl4
2� complexes and the
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distorted pseudotetrahedral NiCl4
2�. In addition, bis and tris-chelate complexes of

NiII, and MIII ¼ Cr, Mn, respectively [Ni(L-L)2, L-L ¼ ethyldithiocarbamate

(Et2dtc
�), 2,2,6,6-tetramethylheptane-3,5-dionato (DPM�), pentane-2,4 dionato

(acac�), and M(acac)3 (MIII ¼ Cr, Mn), all complex ligands possessing

p-conjugate electronic systems] have been included in the analysis. Values of

10Dq, the energy difference between the e- and t2-type orbitals in octahedral or

tetrahedral complexes, identified as the energy of the first spin-allowed transition,

in for example, octahedral CrIII and NiII complexes, and the angular overlap

parameters for s and p metal 3d–ligand interactions (es and ep) for CrX6
3� and

CrX4 (X
� ¼ F, Cl, Br, I) compare nicely with their counterparts deduced from a fit

to experimental d–d spectra. The expected variations of these parameters embodied

in the well-known orderings of ligands, according to the spectrochemical series

and two-dimensional maps accounting for the ligand s- and p-functions toward the
metal 3d orbitals (quantified by the parameters es and ep) are reasonably

well reproduced and hence also justified by AI theory. In addition, the parameters

of the covalently reduced d–d interelectronic repulsion B and C (the nephelauxetic

series) are also well reproduced from a fit of these parameters to AI data, more

specifically to NEVPT2 results. Being able to reproduce the AI data for all

multiplets of a given dn-complex using only three to four parameters, we conclude

from these studies that the CASSCF and NEVPT2 AI methods and classical LFT

are remarkably well compatible. A procedure of obtaining ligand field parameters

from AI data described in this work opens the unique possibility to analyze numerical

data from AI calculations. In turn, comparison between ligand field parameters,

deduced from AI data and, independently, from available high-resolution electronic

d–d absorption spectra can stimulate the validation and further development of

multireference AI theory. Using this approach, the effects of p-bonding (in

Ni(L-L)2, L ¼ Et2dtc, acac, DPM and Cr(acac)3) and the interplay between

p-bonding and Jahn–Teller coupling in the case of Mn(acac)3 on their optical

spectra and the magnetic anisotropy (the zero-field splitting tensor) as studied by

EPR spectroscopy are discussed. Finally optically detected transitions between the

Zeeman levels of Cr(acac)3 and Mn(acac)3 have been analyzed in detail.
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1 Introduction

Ligand field theory (LFT) has been initially developed as a model to explain the

optical splittings of the multiplets of transition metal ions in ionic crystals (crystal

field theory). The model has been set up qualitatively by Beckerel [1] and devel-

oped into a mathematically precise theory by H. Bethe. Bethe also discovered

all group theoretical principles and basic tools governing the state and orbital

splitting patterns [2]. The application of this theory to explain the magnetic

moments of complexes of 3d transition metals by Van Vleck and Penney [3, 4],

the calculation of the complete energy levels of chrome alum by Finkelstein and

Van Vleck [5], and the discovery of the first spin-allowed d–d transition by Ilse and

Hartmann [6, 7] laid down the experimental and theoretical framework for all

subsequent studies of the spectroscopic and magnetic properties of transition

metal complexes. A very important achievement toward the goal of understanding

transition metal physical properties is the fusion of the ideas of Bethe [2] as well as

Van Vleck and Penney [3, 4] with those of the molecular orbital theory by Mulliken

[8] to eventually lead to [9] to what is known today as “ligand field theory” as

documented in many excellent monographs and textbooks [10–14]. From all these,

the two monographs authored Prof. C.J. Ballhausen [10, 11] served for a long time

as a source of inspiration for researchers in the field (see also [15–17] for historical

reviews).

The calculation of the ground state and excited state properties of transition

metal complexes with open d shells, in particular, the nature of 10Dq – the energy

separation between the eg and t2g orbitals in octahedral complexes of Cr(III) and

Ni(II) – identified as the first spin-allowed d–d transition in their electronic d–d

absorption spectra – has been a challenge for ab initio (AI) quantum chemistry since

the early days of LFT and quantum chemistry [18, 19]. In order to describe

electronic states of transition metal complexes stemming from nominally dn elec-

tronic configurations, electronic correlation – both static correlation (related to the

multiconfigurational character of the electronic states of the open d-shell) and

dynamical correlation (reflecting the escaping tendency the electron cloud due

to a pair of electrons with opposite spins) – has to be taken into account in a

well-balanced way. During the past 15–20 years, significant progress has been

made in the field of quantum chemistry applied to open-shell transition metal

complexes. In fact, much of the progress has to be attributed to the success of

density functional theory (DFT) to account for dynamic correlation effects [20–26].

DFT can also be applied to the calculation of excitation spectra within the time-

dependent linear response formalism [27–32]. However, the TD-DFT method has

not met with the same success that ground state applications of DFT have enjoyed
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[33, 34]. Hybrids between ligand-field theory and DFT have been put forward for

the calculation of multiplet structures of complexes of 3d- and 4f-metals and have

also shown some success [35–37]. They do, however, not follow naturally from

rigorous DFT theory and are therefore subjects to approximations which are

sometimes out of control. Second, extremely efficient multireference (MR)

approaches have been developed which, together with the enormous increase in

available computer power, allow applications to transition metal complexes of

significant size even on low cost personal computers. Pioneering work to this

field have been made by Roos and co-workers who have developed the efficient

complete active space self-consistent field method (CASSCF) together with the

highly popular second-order perturbation correction for dynamic correlation

(CASPT2). These methods have provided much insight into electron correlation

effects in transition metal complexes. For reviews of these approaches and their

application, see [38–44]. However, the development of new methods that provide a

good balance between computational cost and reliable accuracy is still an important

goal of quantum chemical method development.

During the past few years, we have been interested in the calculation and

interpretation of transition metal optical spectra conducted in parallel to ongoing

experimental studies. To this end, we have developed efficient computer codes to

carry out such calculations [45]. In particular, a method called spectroscopy

oriented configuration interaction (SORCI) was developed [46] and successfully

tested in a number of applications [47–57] (for an extensive review on the these

developments and their application, see [58]).

So far, we have briefly touched upon the ligand field approach and AI calculation

on transition metal complexes. In our view, it is important to realize that these two

approaches have fundamentally different goals. LFT aims at providing a conceptual

framework which qualitatively describes the properties of a class of compounds

in as-simple-as-possible terms. It is not meant to be a theory that lets one to predict

the properties of a given compound accurately without any external input. Thus,

using LFT, it is possible to predict how many absorption bands are expected in the

UV–vis spectra of, say, high-spin d3 systems, which of them are spin-allowed. Only

after adjustment of certain parameters (to be described later), one can make

semiquantitative estimates of the positions – and perhaps also the intensities – of

these bands. However, importantly, LFT makes the statement that there are many

properties that are common to the class of high-spin d3 systems – or, in fact, that any

dn share a number of physical properties.

The aim of AI theory is completely different. These calculations are carried out

on individualmolecules and each and every molecule is treated as a completely new

case. In fact, an unbiased quantum chemist will carefully explore the quality of his

or her calculation for each and every molecule not taking anything for granted that

was calculated for another molecule, no matter how similar it might have been to

the present investigated system. These AI calculations do not aim at taking any

external input, except perhaps for an initial geometry of the species under investi-

gation. The aim is then to predict the physical properties of the compound under

investigation “from scratch.” The ultimate goal would be to obtain precise results
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that are as close as possible to the one-particle and N-particle basis set limits under

full inclusion of relativistic effects and as close as possible to the full four compo-

nent Dirac–Coulomb–Breit relativistic wave equation.

As different the ligand field and AI approaches are, as different are the cultures

of the respective proponents. It is very instructive to recall here a comment that Carl

Ballhausen made in the preface of his wonderful book “Molecular Electronic

Structures of Transition Metal Complexes” about the relation of LFT to micro-

scopic first-principles physics; “Unfortunately the temptation is to elaborate an
approximate theory and to introduce an increasing number of loosely defined
‘effects’ in order to ‘explain’ the movements of the parameters . . . there is little
reason to expect that deeper insight can be gained in this way.”

Being involved in both LFT and AI theories, we believe that it is timely and also

important to discuss the connection between ligand field and AI theory from a

somewhat broader perspective. It is obvious to us that better AI calculations will be

performed if the underlying conceptual ligand field framework is known to the

researcher. It is equally important to realize that LFT itself is a theory that is

frustratingly wrong when taken literally. In fact, if one evaluates all integrals that

occur in LFT precisely as written, the results are disastrously wrong. This just

emphasizes that it would be a misunderstanding to treat LFT as a method to predict

accurate numbers. LFT is, always has been and always will be, intimately related to

semiempirical parameters. There are certainly better and worse sets of ligand field

parameters. For example, the original LFT is formulated in terms of crystal field

parameters: 10Dq, Ds, Dt, etc. The problem with these parameters is that they give

little chemical insight and are not transferable between related systems. The angular

overlap model (AOM) on the other hand tries to achieve just that. Both models treat

the all-important interelectronic repulsion in a similar way by heavily relying on

the insights provided by atomic spectra theory.

The natural question then arises what the connection between the parameters of

LFT and the precise first-principles AI calculations is? Obviously, the connection is

not to take the integrals of LFT literally. An earlier suggestion accompanied by a

deep analysis shows the best answer to this problem lies in the theory of effective

(or model) Hamiltonians [59].

Any quantum mechanical Hamiltonian operator has a spectrum of energy

eigenvalues and eigenfunctions associated with it. If the Hamiltonian is the “true”

first-principles microscopic Hamilton operator, i.e., the aforementioned Dirac–

Coulomb–Breit (DCB) Hamiltonian, all available evidence point to the fact that

its eigenspectrum coincides to very high precision with the best available

measurements, without any known exception. Thus, when carried through in full

consequence every experiment performed so far confirms that quantum mechanics

correctly describes the behavior of all matter on an atomic scale. The nature of

model Hamiltonians is to describe only a part of the full energy spectrum.

As discussed at length by Primas, the nature of any model is to reduce complexity

and only describe a part of reality with it [60]. Thus, models are “deliberately

wrong” – and by doing so they create a language in terms of which scientists can

communicate without facing the overwhelming complexity of the complete
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underlying many particle physics. LFT has clearly achieved this objective. The aim

should then be to model the corresponding part of the true eigenspectrum qualita-

tively correctly (obtain the correct number of states and their order) and as precisely

as possible. The question is then how good can a parameterization be in order to

achieve this goal and how transparent is the connection of the parameters involved

in the model to the true microscopic physics.

Obviously, effective Hamiltonians are extremely widespread in chemistry –

each of them creating a field of investigation with an individual language that is

based on the parameters occurring in the model. For “good” effective Hamiltonians,

there is a clean and unambiguous definition of the parameters in terms of matrix

elements of the microscopic operators. Such a “good” effective Hamiltonian is, for

example, the spin-Hamiltonian used in EPR and NMR spectroscopy that is pre-

cisely defined in terms of many particle states and operators. A comparatively

“bad” effective Hamiltonian is the H€uckel Hamiltonian used to describe aromatic

systems. Its prime parameter, the resonance integral, defeats a precise quantum

chemical definition. Its value changes between systems and worse, even between

different properties of the same system. The Anderson model for antiferro-

magnetism is another important effective Hamiltonian. When taken literally its

predictions are plainly wrong and may be off by an order of magnitude or so.

However, the physical picture it implies is an essentially correct one. What lacks

from the Anderson model – as from any other model in chemistry – is dynamic

electron correlation. It is this dynamic electronic correlation that is so overwhelm-

ingly important to achieve good numerical predictions. Yet, it is something that is

not amenable to human understanding (and it is difficult to calculate accurately).

Thus, the possibility to “hide” the effects of dynamic correlation in a small set of

intuitively appealing semiempirical parameters is very attractive. This procedure to

connect the microscopic and model physics through effective Hamiltonians brings a

large amount of clarity and order into both theoretical and experimental results,

which is a feature that, in our opinion, should not be underestimated in its impor-

tance – in particular, in modern times where the temptation to mistake numerical

agreement between calculated and measured numbers for understanding appears to

be widespread.

In terms of effective Hamiltonians LFT probably takes an intermediate position.

Its parameters are, regrettably, not precisely defined in terms of matrix elements

over the exact many particle eigenfunctions. However, the best point of connection

between AI and LFT, in our opinion, is via the many particle eigenspectrum.

A mathematically more precise formulation will be provided in Sect. 2. In fact,

one of the biggest assets of LFT – next to its correct treatment of symmetry – is the

fact that it has a well-defined many particle eigenspectrum. Thus, if one

diagonalizes the ligand-field and interelectronic repulsion operators together over

a complete basis of ligand field configuration state functions (CSFs, defined below) –

subject to the ligand field parameterization of course – one can obtain a result that

can be mapped onto the multiplets arising from the restricted part of eigenfunctions

of the Born–Oppenheimer (BO) Hamiltonian that describes the d–d part of the

spectrum. Likewise, when one includes spin–orbit coupling (SOC) or other spin- or
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magnetic field dependent effects, one can still diagonalize the ligand field plus

relativistic and Zeeman Hamiltonians over a complete set of ligand field CSFs (or

equivalently, a complete set of nonrelativistic ligand field eigenfunctions) and map

the results one-to-one onto a part of the eigenspectrum of the DCB Hamiltonian.

This procedure works as long as there is an identifiable part of the spectrum of the

microscopic first-principle Hamiltonians that can be associated with a dn manifold.

That such a part exists is not self-evident. If the construction of the microscopic

many particle spectrum is based on some sort of molecular orbitals (which is

usually done, but not necessary in terms of fundamental theory), then this mapping

is usually possible. In cases where it fails, a LFT cannot be defined [59, 61].

However, fortunately in very many, if not most, cases this mapping is possible.

The general situation is sketched in Fig. 1. In general, the effective Hamiltonian will

be designed to model a part of the eigenspectrum of the true Hamiltonian, quite

typically the lowest energy eigenstates. Quite typically, the higher-energy

eigenstates of the effective Hamiltonian are less well modeled than the lower

eigenstates because there are stronger interactions with the “outer space” (the

space not contained in the model space that is the isomorphic with the basis of

the effective Hamiltonian) that are not modeled in the effective Hamiltonian. In

case, the outer space and the model space overlap energetically, the effective

Hamiltonian – depending on which formulation is chosen – may have accuracy or

convergence problems. In this respect, Malrieu’s theory of “intermediate

Hamiltonians” that contain a “buffer space” to “protect” the model space from

outer space intruders is an important concept [62].

In the case of LFT, this basic principle is readily illustrated. The model space for

LFT is the manifold of the ground and d–d excited states. However, there are also

intraligand, ligand-to-metal, metal-to-ligand, or ligand-to-ligand charge transfer

states that may occur in the spectrum. As the d–d spectrum “runs into” the charge

Fig. 1 Relationship between

the eigenspectrum of the

“true” Hamiltonian and an

effective Hamiltonian. States

that occur in the real spectrum

but that are missing in the

effective Hamiltonian

eigenspectrum are printed in

gray on the left side. States
that correlate with each other

are connected through dashed
lines. It may occur, of course,

that the order of states in the

real and effective

Hamiltonian eigenspectrum is

different
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transfer spectrum, the predictions of LFT for the d–d transitions become less

accurate, and – obviously – the charge transfer states are not modeled at all in

LFT. Quite typically, the overlap starts to occur for higher-energy d–d transitions

because the lowest LMCT charge transfer states normally stem from electronic

transitions from nonbonding ligand orbitals resulting in excited states which are

only weakly mixed with the term manifold of the 3dn configurations. By contrast,

charge transfer states due to excitations from ligand orbitals which overlap strongly

with metal 3d functions (e.g., those involved in s metal–ligand bonds) are (even in

the case of more covalent ligands such as S2�, Se2�, etc.) too high in energy. A nice

example to illustrate this effect is shown in Fig. 2. Tetrahedral FeO4
2�with FeIV(d2)

is involved in rather strong metal–ligand bonding to O2�. It was possible to identify
the low-lying d–d transitions corresponding to 3A2 ! 1E, 3A2 ! 1A1, and
3A2 ! 3T2 and obtain the parameters D ¼ 10Dq, B, and C from a best fit to the

Fig. 2 The electronic absorption spectrum of Fe6+ doped into K2SeO4 (adopted from [63]), with

the 3A2 ! 1E and 3A2 ! 1A1 spin–flip transitions within the e2 electronic configuration, and the

first spin-allowed 3A2(e
2) ! 3T2(t2

1e1) d–d band. Theoretical values for all d–d transitions

calculated using values of D ¼ 12,940 cm�1, B ¼ 375 cm�1, C ¼ 1,390 cm�1 (best fit values),

and observed and calculated [189] LMCT energies are shown. The energy of the 1t2 ! 2t2
transition has been calculated following the model of Vanquickenborne and Verdonck [189].

The Fe(V)(d3) electronic states of the LMCT configuration, coupling with single hole on the t1 and
1t2 oxygen-based orbitals are given in parenthesis (cf. inset showing the definition of orbitals

involved in the CT along with the ground state electronic configuration of FeO4
2�). Values of B

and C much smaller than those of the Fe6+-free ion (B ¼ 1,390, C ¼ 5,560 cm�1) reflect the very

pronounced covalency of the Fe–O bond. The energy difference between the 3T1(
4T1) and

3T1(
2E)

excited CT states (2,900 cm�1) reflects the value of D ¼ 10Dq (12,940 cm�1) reduced by the spin-

pairing energy 7.6B[<S(S + 1) > �S(S + 1)] of 10,000 cm�1
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energy band maxima [63]. Higher lying ligand field excited states (Fig. 2) are

however obscured by weak LMCT bands.

This discussion leads to the outline of the present chapter. We first describe

computationally affordable approximations to the full eigenspectra of the BO and

DCB Hamiltonians in terms of multireference self-consistent-field approaches

supplemented with dynamic correlation and relativistic treatments. For the men-

tioned reasons, the AI methods of choice here are CASSCF and the N-electron
valence perturbation theory (NEVPT2) as implemented in our computer program

ORCA [45]. This allows for the calculation of electronic and magnetic properties of

transition metal complexes of unprecedented size. We then describe in detail how

this information can be used to determine a complete set of ligand field parameters

using various model examples, for which spectroscopic data are also available. That

these parameters are unique is by no means guaranteed of course. We have, in fact,

severe doubts that a unique parameterization can exist. Two kinds of two ligand

field models appear appealing to chemists. One of them, exploiting as much as

possible the symmetry of the whole complex – the global parameterization, is more

general and applicable in the case of high-symmetries – cubic point groups and their

axial (trigonal and tetragonal) subgroups. Another parameterization, the AOM,

rests on the concept of a functional group and the pseudosymmetry of a given
metal–ligand pair. It then constructs the one-electron ligand field matrix of a MLn

complex as the sum over all metal–ligand pairs resulting in an additive or superpo-

sition model. We also present extensive numerical data to illustrate the possibilities

and also the enormous utility that this approach has.

This work is structured as follows. After Sect. 2 setting up a rigorous and general

procedure connecting AI and LFT, a short introduction into the multiconfi-

gurational self-consistent field methods (MRSCF) and their simplified CASSCF

and NEVPT2 variants providing wavefunctions and energies, respectively, in

Sect. 3.1 and into the basic tools for calculations of magnetic properties using

these results (the calculation of SOC and spin–spin coupling (SSC) and basic

guidelines of applying quasidegenarate second-order perturbation theory, QDPT,

Sect. 3.2). LFT and its model extensions are briefly outlined in Sect. 4. After a

computational Sect. 5 describing basis sets, geometries, and the interfacing of

ORCA with ligand field programs, applications are given in Sect. 6. Two different

types of complexes have been encountered – classical coordination compounds

such as octahedral CrX6
3� and tetrahedral (CrX4, X ¼ F, Cl, Br, I) (Sects. 6.1 and

6.2, respectively) and cases where the d–d only descriptions break down and need

extensions (such as Jahn–Teller distorted CuCl4
2� and NiCl4

2�, Sect. 6.3). Finally,
in Sect. 6.4, we consider bis- and tris bidentate complexes of NiII and MIII ¼ CrIII

and MnIII with complex ligands such as dithiocarbamete and acetylacetonate, and

show how effects of p-bonding and the interplay of the latter with Jahn–Teller

activity (in the case of Mn(acac)3) affect their spectroscopic and magnetic pro-

perties including a planar paramagnetic complex of Ni(II) (Sect. 6.5) In Sect. 7

(Conclusions and Outlook), a summary is given of what we can learn from mapping

AI results onto LFT.
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2 Connection of Ab Initio and LFT

In this section, we provide a mathematical formulation of the connection between

LFT and AI electronic structure theory. Let us start from an elementary and slightly

abstract ligand field construction scheme. The exposition will be based on the

strong-field coupling scheme which is the one that maps most readily onto AI

theory. We give a construction scheme that cleanly connects the two areas. It is

certainly not the only possible one but one that we find particularly transparent and

illuminating. We stay at the nonrelativistic level in this section as the inclusion of

relativistic effects brings in no new aspects.

In LFT, the five d-orbitals di (i ¼ 1–5) are the basic one-electron objects. There

are nd-electrons to be distributed over these orbitals. A configuration I is defined by
the occupation number of each orbital. Thus, there are NCFG configurations with

occupation vectors nðIÞ (I ¼ 1; :::;NCFG). If the point group is Abelian, each indi-

vidual configuration transforms under one of the irreducible representations of the

point group. For non-Abelian groups, linear combination of configurations must be

taken in order to transform correctly. In general, one will need two additional

quantum numbers G to denote the irreducible representation (irrep) and g to denote
the particular column of the irrep under which a given configuration transforms.

In each configuration, there can be unpaired electrons (ni ¼ 1). A CSF is defined

by a configuration and a spin-coupling pattern m among the SOMOs of that

configuration to a given total spin S. For a given number of open-shells (n, number

of unpaired electrons) and given total spin S, there are nm spin-couplings with:

nm ¼ n
1
2
n� S

� �
� n

1
2
n� S� 1

� �
: (1)

A good way to construct the different spin-couplings is based on the branching

diagram technique as elaborated into a constructive algorithm by Grein and co-

workers.[64] (Fig. 3). We cannot go into details here (Table 1).

Fig. 3 Yamanouchi–Kotani

branching diagram governing

the spin-levels of dN for

N ¼ Nspin ¼ 1, 2, 3, 4, 5

(see Ref. 19, p. 44)
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To each CSFs of spin S, there are 2Sþ 1 magnetic sublevels with quantum

numberM ¼ S; S� 1; :::;�S. Thus, a ligand field CSF is defined by LFTnImGgSMj i.
As long as one treats spin-independent properties, it is only necessary to treat the

“principle” components with M ¼ S because all 2Sþ 1 members of the multiplet

are degenerate. For simplicity, lets us enumerate the totality of the ligand field

CSFs by ILFTj i. Obviously, there are NCSF > NCFG ligand field CFSs.

The time-independent Schr€odinger equation in this basis is:

HLFTCLFT ¼ ELFTCLFT: (2)

With

HLFT
IJ ¼ ILFTjHLFTjJLFT� �

: (3)

On a most elementary level, the CSFs can be reduced to sums over Slater

determinants and then the Slater–Condon rules can be used to calculate the actual

matrix elements. Recipes to do this are readily found in the literature.

Given the set of ILFTj if g is complete, the solutions to this eigenvalue equation

are the exact nonrelativistic ligand field states

CLFT
I

�� � ¼
X
J

CJI J
LFT

�� �
(4)

with associated energies ELFT
I . Since the coefficients CLFT and the eigenenergies

ELFT result from a linear eigenvalue problem, the information they contain is

identical to the information content of the ligand field Hamiltonian matrix HLFT.

Thus, the connection between AIT and LFT can be made most readily by fitting

either of the two quantities. The matrix HLFT is a function of the ligand field

parameters that can be collectively summarized in a vector p with elements pk
with k ¼ 1:::Np where Np is the number of such parameters. There are two types of

ligand field parameters: (1) The parameters that describe the ligand field. They enter

the one-electron matrix. In the AOM model, these are the various eLs and eLp
parameters for each ligand L. (2) The parameters that enter the calculation of the

Table 1 The number of spin-functions for number of d-electrons in the five d-orbitals nd ¼ 1–9a

Nel 1,9       2,8         3,7   4,6   5
5S=1/2(1) 10S=1(1,1)  10S=3/2(1,1,1) 5S=2(1,1,1,1)    1S=5/2(1,1,1,1,1)

10S=0(1,1) 20S=1/2(1,1,1) 15S=1(1,1,1,1)     4S=3/2(1,1,1,1,1)
20S=1/2(1,2)   10S=0(1,1,1,1)  5S=0(2) 5S=1/2(1,1,1,1,1)

20S=3/2(1,1,1,2)30S=1(2,1,1)
30S=0(2,1,1) 40S=1/2(1,1,1,2)
10S=0(2,2)        30S=1/2(1,2,2)

aType of configuration vectors are given in parenthesis
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interelectronic repulsion, normally expressed in terms of the Slater–Condon

parameters F0
dd, F

2
dd, and F4

dd or, equivalently, the Racah parameters A, B, and C.
“Fancy” refinements would include molecular anisotropy into account by scaling

different interelectronic repulsion parameters differently as a result of anisotropic

covalency. Over-parameterization of the model is a danger. It is interesting to note

that all of these parameters enter the matrix HLFT in a linear fashion. Thus, one

might as well write this matrix as:

HLFTðpÞ ¼ HLFT;ð0Þ þ
XNp

k¼1

pkH
LFT;ðkÞ; (5)

where HLFT;ðkÞ is the part of the matrix HLFT that is linearly dependent on pk and

HLFT;ð0Þ is the part that does not depend on any of the parameters.

We now turn to AI theory. While it is not strictly necessary, it is extremely

convenient to base the discussion on some sort of molecular orbitals cif g. The
precise form of these orbitals and how to obtain them are discussed below. This set

of orbitals will be divided into three classes: (a) the internal orbitals (labels i; j; k; l),
(b) the active orbitals (labels p; q; r; s), and (c) the inactive or virtual orbitals (labels
a; b; c; d). A natural connection to LFT arises, when the active orbitals are of

dominantly metal d-character.

Obviously, it is now possible to distribute all of the nel electrons of the systems

among all of the available orbitals and couple spins in the same way as in the ligand

field case to obtain the AI CSFs. This then defines the full configuration interaction

(FCI) many particle space. This space is gigantically large and grows factorially

with the number of electrons. If one diagonalizes the BO Hamiltonian over the

entire set of FCI CSFs, one can obtain the FCI wavefunction. In practice, one is

forced to expand the MOs in terms of basis functions (ciðxÞ ¼
P

n cni’nðxÞ, with
’nðxÞ being a member of a finite set of basis functions, cni is a molecular orbital

coefficient, and x collectively denotes the spin-and-space variables of the single

electron). The FCI wavefunction and its associated energy approaches the exact

nonrelativistic solution of the Schr€odinger equation as the one-particle basis set

’nf g is approaching mathematical completeness.

The FCI wavefunction, while being completely impractical, still serves well for

illustrative purposes. For the discussion, it is necessary that a single CSF or a class

of CSFs dominates the many particle ground state wavefunction C0ðx1; :::; xnelÞ –
these are the configurations with nd electrons in the active space orbitals. If it

possible to identify such a class, then nd is fixed and one can cleanly divide the

CSFs in the FCI space into two categories: (a) the “model space” (“a” space) CSFs.

These are all CSFs with exactly nd electrons in the active, metal-d-based orbitals

and (b) the “outer space” that contains all other CSFs.
It is obvious that there are exactly as many AI CSFs in the “a” space as there are

LF CSFs for nd electrons. Their number is never exceeding a few hundred and

hence this is a very attractive model space to work with. It is now exceedingly easy

to diagonalize the BO Hamiltonian over the model “a” space. However, this does

not lead to accurate results as the coupling with the “outer” space brings in the
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dynamic correlation. If one is aiming at an AI effective Hamiltonian, one wants to

incorporate the effects of the outer space while still keeping the model space at

exactly the ligand field space. Thus, one needs an effective equation that only

involves the “a” space. The simplest possible approach is based on writing the FCI

equation in partitioned form:

Haa Hab

Hba Hbb

� �
Ca

Cb

� �
¼ E

Ca

Cb

� �
; (6)

which can be readily re-arranged to an equation involving only Ca:

Haa �HabðHbb � 1EÞ�1
Hba

n o
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

HeffðEÞ

Ca ¼ ECa: (7)

Thus, the term in curly brackets defines an effective Hamiltonian that operates only

on the “a” space while incorporating the effects of the “b” space. This equation is

exactly equivalent to the FCI equations. The re-arrangement came, however, at a

significant cost, namely, the fact that the effective Hamiltonian is energy dependent.

There are various ways to reconcile this and we will not enter a detailed discussion as

this section is only meant to lay out the principles. For the purposes pursued here, it is

sufficient to argue that one seeks solutions close to ground state. Thus, one can replace

E by E0, the lowest solution of the Haa eigenvalue problem. Furthermore, a more

practical equation is obtained by approximatingHbb by its diagonal in which case the

inversion is trivial and one can obtain an equation that is correct to second order:

Heff
IJ ¼ Haa

IJ �
X
K2b

IajHjKb
� �

KbjHjJa� �
Hbb

K � E0

: (8)

No matter which approximations are made (or none), one can obtain a matrix

Heff that is of the same dimension as the ligand field matrix. It is this matrix that one

tries to approximate in AI LFT. Thus, in order to determine the LF parameters, one

should form the root mean square difference:

RðpÞ ¼
X
I;J

ðHLFT
IJ ðpÞ � Heff

IJ Þ2: (9)

Thus:

RðpÞ¼
X
I;J

ðHLFT;ð0Þ
IJ Þ2þðHeff

IJ Þ2þ2
X
k

pkH
LFT;ðkÞ
IJ ðHeff

IJ þH
LFT;ð0Þ
IJ Þ

þ
X
kl

pkplH
LFT;ðkÞ
IJ H

LFT;ðlÞ
IJ ¼R0þ2

X
k

pk
X
IJ

H
LFT;ðkÞ
IJ ðHeff

IJ þH
LFT;ð0Þ
IJ Þ

þ
X
kl

pkpl
X
IJ

H
LFT;ðkÞ
IJ H

LFT;ðlÞ
IJ : (10)
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With

R0 ¼
X
I;J

ðHLFT;ð0Þ
IJ Þ2 þ ðHeff

IJ Þ2 (11)

and minimize it:

@R

@pk
¼ 0 ¼

X
IJ

H
LFT;ðkÞ
IJ ðHeff

IJ þ H
LFT;ð0Þ
IJ Þ þ

X
l

pl
X
IJ

H
LFT;ðkÞ
IJ H

LFT;ðlÞ
IJ ; (12)

Which is written in the form:

Ap ¼ �b; (13)

Akl ¼
X
IJ

H
LFT;ðkÞ
IJ H

LFT;ðlÞ
IJ ; (14)

bk ¼
X
IJ

H
LFT;ðkÞ
IJ ðHeff

IJ þ H
LFT;ð0Þ
IJ Þ (15)

and has a unique solution:

p ¼ A�1b: (16)

Thus, this solution defines the exact AI parameterization of the ligand field

Hamiltonian. To the best of our knowledge, this is a new result. In practice, of course,

the FCI equations cannot be solved for even the smallest transition metal complex.

Hence one has to resort to approximation that still define an effective Hamiltonian or

at least its energies. We next turn our attention to such approximations.

3 Ab Initio Theory

3.1 Multiconfigurational Self-Consistent Field

The self-consistent field Hartree–Fock (HF) method is the foundation of AI

quantum chemistry. In this simplest of approaches, the nel-electron ground state

function Cðx1; :::; xNÞ is approximated by a single Slater determinant built from

antisymmetrized products of one-electron functions ciðxÞ (molecular orbitals, MOs,

xi includes space, ri, and spin, si ¼ �1=2 variables). MOs are orthonormal single

electronwavefunctions commonly expressed as linear combinations of atom-centered

basis functions ’f g as ciðxÞ ¼
P

m cmi’mðxÞ. The MO expansion coefficients cmi are
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determined variationally according to the Rayleigh Ritz theorem. This leads to

the Hartree–Fock (HF) method. Owing to the single Slater determinantal form, it

does of course not coincide with the exact wavefunction. Physically speaking, the

electrons are moving in the field of the nuclei and the average field of the remaining

electrons in HF theory. Already at this level of theory, often 99% of the exact total

energy is reproduced. The missing energy fragment, known as the correlation energy,

can be recovered if the nel-electron state function is expanded in the full CI space.

If one starts from a single HF determinant, the FCI space is usually spanned by

singly, doubly, triply, etc. excited determinants. The wavefunction depends implicitly

on the molecular orbital, and explicitly on the configuration coefficients C that

determine the nel-electron state function

Cðc;CÞ ¼ CHFCHF þ
X
ia

Ci
aC

a
i þ 1

4

X
ijab

Cij
abC

ab
ij þ 1

36

X
ijkabc

Cijk
abcC

abc
ijk þ � � � : (17)

Based on the technique used to estimate the C-coefficients, three principle

approaches arise. If they are derived variationally, one can obtain the method of

configuration interaction (CI). Alternatives are many body perturbation theory

(MBPT) and coupled cluster (CC) theory. Due to the systematic construction of

determinants in the wavefunction Ansatz, these methods strongly rely on the

validity of the reference determinant. Although many chemical questions can be

successfully addressed with these approaches, cases, where the reference is degen-

erate or nearly degenerate, cannot be described even qualitatively correct.

Examples, where such degeneracy appears, are multiplet structures, d–d excited

states of transition metal compounds, or even simply bond formation and breaking

processes. Single references electron correlation theories have come a long way and

presently have been fully developed. They are, however, not the method of choice

when it comes to the connection between LFT and AIT.

The generalization of the HF methods toward degenerate or nearly degenerate

systems is known as multiconfigurational self-consistent field (MCSCF). In this

method, the MCSCF wavefunction is initially expanded in a set of many particle

basis functions Ff g (Slater determinants or CSFs) [65].

CMCSCFðc;CÞ ¼
X
I

CIFI: (18)

The configuration expansion coefficients C and MO coefficients c are deter-

mined simultaneously using the variational principle. The selection of CSFs is,

however, anything from straightforward. Experience has shown, however, that one

is well advised with a construction that is known as CASSCF [66, 67]. In CASSCF,

the orbitals are partitioned into three classes; internal orbitals i, j, k, l that are doubly
occupied in all CSF; virtual orbitals a, b, c, d that are unoccupied in all CSF;

the active orbitals p, q, r, s spanning the space in between and the generic orbitals,

t, u, v, and w. Respecting spin and spatial symmetry, CSFs are constructed such that
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n electrons are distributed among the m active orbitals corresponding to a FCI in the

subspace. This is abbreviated as CASSCF (n, m). Although, this approach is not the
most economic as many of the CSFs have little contribution to the energy, CASSCF

also has many advantages. The most noteworthy advantage is the orbital invariance

within the three subspaces. Usually, the computation of many states is performed in

a state-averaged CASSCF (SA-CASSCF), where a single set of orbitals minimizes

the average energy. Nowadays, CASSCF is routinely applied to many challenging

questions. Molecules with up to 2,000 basis functions can be computed using

modern computational techniques [68, 69]. Despite recent progress in approximate

FCI theory [70], calculations with more than 14 orbitals still remain challenging.

Notwithstanding the CI size, CASSCF is not designed to obtain exact energies, but

a qualitatively correct picture by covering degeneracy effects and correct multiplet

structures. It is therefore a good starting point for the treatment of dynamic

correlation.

One particular defect of CASSCF, the bias toward high-spin states also inherent

in HF, is lifted upon inclusion of dynamic correlation. For detailed information on

CASSCF and its application to transition metal chemistry, we refer to the pertinent

literature and references therein [42, 71].

While the CASSCF wavefunction accounts for degeneracy effects (static corre-

lation), accuracy requires the inclusion of CSF outside the CAS-CI. The computa-

tional most attractive approach to improve on the CASSCF description is through

perturbation theory, which is motivated by the enormous success of Møller–Plesset

perturbation theory (MP2) [72]. Various extensions toward multireference pertur-

bation theory have been proposed as the partitioning of the Born Oppenheimer

Hamiltonian into a zero Hamiltonian and a perturbation is not unique [73–81]. The

most widely used approach so far is the CASPT2 approach of Roos and co-workers

[82], which has been extensively applied to transition metal chemistry. Here we

report on a similar multireference perturbation theory named n-electron valence

state perturbation theory (NEVPT2) that was devised by Angeli and co-workers

[74, 83–88]. While it has many attractive features in common with CASPT2, other

important properties such as exact size consistency and absence of intruder state are

specific to NEVPT2. Early calibration studies have revealed an accuracy compara-

ble to CASPT2 [85]. NEVPT2 has further matured by extension to a third-order

treatment [88] and its quasidegenerate formulation [87, 89].

Let us start with some general considerations. In second-order perturbation

theory, the first-order wavefunction 1ij is expanded in a set of many particle

CSFs CI that are excited with respect to the CSFs in the CAS-CI:

1j i ¼
X
I=2CAS

C
ð1Þ
I CI: (19)

Due to the fact that at most single and double excitations can directly interact

through the BO Hamiltonian with the zero-order wavefunction 0ij , it is sufficient to

terminate the expansion at this level known as “first-order interacting space”
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(FOIS) [90]. Comparing with the single reference counterpart, the multireference

FOIS is by the factor number of references larger. Thus, calculations with larger

CAS-CI spaces quickly become intractable. The success of CASPT2 is based on an

approximation proposed by Siegbahn and Meyer known as internal contraction [91,

92]. Here, the FOIS is spanned by excitations acting on the entire zero-order

wavefunction instead of the references therein, e.g.,

Cap
ij ¼ Ea

i E
p
j 0j i;¼ Ea

i E
p
j

X
I

CIFI; (20)

where the CI coefficients are fixed by the proceeding CASSCF. We used

the notation Ev
w ¼ ayvaawa þ ayvbawb for the replacement operators in second

quantization; here ayms and ans are operators that annihilate and create one electron

of spin s on orbitals n and m, respectively. However, these functions are generally
not orthogonal or linear independent, thus a transformation into a suitable set is

necessary. Despite this complication, the internal contraction leads to substantial

time saving as the FOIS is reduced to the same dimension as the single reference

counterpart. The introduced error is negligible [93, 94]. There are some cases,

where the perturbation causes strong mixing in the reference space, e.g., conical

intersection. Then a quasi-degenerate formulation is necessary [87, 89, 95].

NEVPT2 comes in three flavors: uncontracted, partially contracted, and strongly

contracted [74]. The uncontracted and partially contracted variants are very similar

to the previously discussed representation of the FOIS. The reader is encouraged to

consult the original papers on this topic for details [74]. In the following, we focus

on the strongly contracted version, which goes beyond the common internal

contraction. Excitation operators are averaged (contracted) in the active space

before acting on the contracted CAS-CI wave function. The resulting functions

are defined just by the internal and virtual excitation labels. In principle, the BO

Hamiltonian

HBO ¼
X
tu

htuE
t
u þ 1

2

X
tuvw

ðtujvwÞ Et
uE

v
w � duvEt

w


 �
; (21)

htu ¼
ð
’�
t ðxÞĥ’uðxÞdx; (22)

ðtujvwÞ ¼
ð
’�
t ðx1Þ’uðx1ÞĜðx1; x2Þ’�

vðx2Þ’wðx2Þdx1dx2; (23)

where ĥ and Ĝðx1; x2Þ ¼ 1/|r1 � r2| are the one-electron Hamiltonian and the two-

electron repulsion operators, respectively, contains the very same single and double

excitation operators that are involved in the definition of the internally contracted

CSFs, but they are contracted with integrals. The strongly contracted NEVPT2

utilizes this contraction to define a new set of functions in the FOIS. They are

generated by acting with just the parts of the Hamiltonian on the contracted
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wavefunction, that involve the respective internal and virtual excitation labels, e.g.,

a function (class) for the excitations of two internal into a virtual orbital is [83]

Ca
ij ¼ �dij

X
p

ðajjpiÞEa
j E

p
i þ ðaijpjÞEa

i E
p
j

h i
0j i � V̂a

ij; (24)

with �dij ¼ 1� ð1=2Þdij. Here, we introduced the effective excitation operator V̂a
ij.

The so defined averaging of the excitation operators is physically motivated

through the inherent integrals coupling. In fact, calibration studies by Havenith

et al. show a negligible difference between the partially and strongly contracted

NEVPT2 despite the compactness of the FOIS in the latter scheme [85]. As a

second important consequence, the functions are exactly orthogonal, and thus once

properly normalized, they are perfectly suited for a wavefunction expansion. We

define the normalized FOIS functions

C0
I ¼

1ffiffiffiffiffi
NI

p CI; (25)

where NI ¼ CIjCIh i is the norm.

Having defined the FOIS, we construct the zero-order Hamiltonian such that

Ĥ ¼ Ĥ0 þ V̂; (26)

where the direct sum of previously defined effective excitations exactly span the

perturbation

V̂ ¼
X

I2FOIS
V̂I: (27)

In multireference perturbation theory, defining a proper zero-order Hamiltonian

is anything but straightforward. The reference wavefunction, in general, is not an

eigenfunction of the zero-order Hamiltonian. A second complication arises as

interactions between the FOIS functions and zero-order wavefunction through the

zero-order Hamiltonian cannot be excluded. Therefore, projection techniques are

commonly employed. In NEVPT2, the zero-order Hamiltonian takes the form

Ĥ0 ¼ P̂ĤP̂þ
X

I2FOIS
C

0
I

�� E
E

0
I C

0
I

D ��; (28)

where P̂ ¼ 0j i 0h j is the projector into the CAS-CI space and EI are energies of the

FOIS functions defined as expectation values

E
0
I ¼ C

0
IjĤjC0

I

D E
: (29)
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Usually, the full Hamiltonian is approximated with a computationally more

attractive and less complex counterpart. In NEVPT2, the Dyall Hamiltonian [96]

HD is employed

ĤD ¼ ĤD
ie þ ĤD

v ; (30)

ĤD
ie ¼

X
i

eiEi
i þ

X
a

eaEa
a þ C; (31)

ĤD
v ¼

X
pq

heffpq E
p
q þ 1

2

X
pqrs

ðpqjrsÞ Ep
qE

r
s � dqrEp

s

h i
: (32)

with ĤD
ie and ĤD

v denoting the internal–external (ie) and the valence (v)

Hamiltonians, respectively. The constant C in (31) is chosen as C ¼ 2
P

i hii þP
ij 2ðiijjjÞ � ðijjijÞ½ � � 2

P
i ei to satisfy

ĤD 0j i ¼ Eð0Þ 0j i (33)

The orbitals with energies ei; ea are canonical in the internal and external space

with respect to Fock operator

Fmn ¼ hmn þ
X
i

2ðiijmnÞ � ðimjinÞ½ � þ
X
pq

gpq ðmnjpqÞ � 1
2
ðmpjnqÞ
 �

; (34)

where gpq ¼ 0jEp
qj0

D E
is the first-order reduced density matrix.

Applying standard Rayleigh-Schr€odinger perturbation theory, the first-order

wave function and second-order energy correction Eð2Þ are

1j i ¼
X

I2FOIS
C0

I

�� � C
0
IjV̂j0

D E
Eð0Þ � E

0
I

¼
X

I2FOIS
C0

I

�� � ffiffiffiffiffi
NI

p
Eð0Þ � E

0
I

; (35)

Eð2Þ ¼
X

I2FOIS

NI

Eð0Þ � EI0
: (36)

By construction in (28), the reference wave function cannot interact with FOIS

functions at zeroth order. Thus, no linear equation system has to be solved, as it

would otherwise be the case.

In many multireference perturbation theories, the energy spectrum computed

with the approximated Hamiltonian is ill conditioned. Functions outside the refer-

ence space become artificially degenerate with reference wavefunction. The phe-

nomenon is known in the literature as “intruder state,” and it results in unphysical

energy corrections and spurious bumps along a potential energy surface. Several

schemes, such as ad hoc level shift parameter, have been proposed [97–100], yet
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none of the schemes is entirely convincing [101]. The inclusion of the full two-

electron interaction within the active space in (30) guarantees the absence of

intruder states in the NEVPT2 formulation, since energies of the FOIS functions

are computed at the same level as the zero-order CAS-CI wave function.

3.2 Calculation of Magnetic Properties

The starting point for the introduction of the SOC and SSC interactions is a

calculation of matrix elements over multiconfigurational wave functions

CSS
I ðx1; :::; xNÞ ¼

X
J

CSS
JIF

SS
J ðx1; :::; xNÞ (37)

of a CASSCF or a multireference configuration interaction (MRCI) type. Here FSS
I

symbolizes a CSF with spin quantum number S and spin projection quantum

number MS ¼ S, and CSS
I represents a CI coefficient.

3.2.1 Spin–Orbit Coupling

In order to include the SOC effects, a suitable many-electron Hamiltonian should be

introduced. We employed a widely used in calculations Breit–Pauli spin–orbit

Hamiltonian:

ĤBP ¼ Ĥ
ð1Þ
BP þ Ĥ

ð2Þ
BP ; (38)

Ĥ
ð1Þ
BP ¼ a2

2

X
i

X
A

ZAr
�3
iA l̂iAŝi; (39)

Ĥ
ð2Þ
BP ¼ Ĥ

ð2Þ
SSO þ Ĥ

ð2Þ
SOO ¼ � a2

2

X
i

X
j 6¼i

r�3
ij l̂ijŝi�

X
i

X
j 6¼i

a2r�3
ij l̂ijŝj: (40)

Here Ĥ
ð2Þ
SSO and Ĥ

ð2Þ
SOO denote the spin–same orbit (SSO) and spin–other-orbit

(SOO) contributions. l̂i and ŝi stand for the orbital momentum and the spin momen-

tum operators of the ith electron, and riA ¼ ri � RAj j is the distance between the

electron i and the nucleus A. The angular momentum operator of the electron

i calculated with respect to the nucleus A at the position RA is defined as

l̂iA ¼ ri � RAð Þ � p̂i. Similarly, rij ¼ ri � rj
�� �� represent the distance between the

electrons i and j; l̂ij ¼ ri � rj

 �� p̂i symbolizes the orbital momentum operator of

the electron i with respect to the position of the electron j. Boldface printed
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operators conventionally have three Cartesian components x, y, z; a ¼ 1/c in atomic

units is the fine structure constant (~1/137).

The Breit–Pauli SOC Hamiltonian contains a one-electron and two-electron

parts. The one-electron part describes an interaction of an electron spin with a

potential produced by nuclei. The two-electron part has the SSO contribution and

the SOO contribution. The SSO contribution describes an interaction of an electron

spin with an orbital momentum of the same electron. The SOO contribution

describes an interaction of an electron spin with the orbital momentum of other

electrons. However, due to a complicated two-electron part, the evaluation of the

Breit–Pauli SOC operator takes considerable time. A mean field approximation was

suggested by Hess et al. [102] This approximation allows converting the compli-

cated two-electron Breit–Pauli Hamiltonian to an effective one-electron spin–orbit

mean-field form

ĤSOMF ¼
X
i

ẑðiÞŝðiÞ; (41)

where ẑi is an appropriate effective (Hermitian but purely imaginary) spacial

operator, which incorporates the bulk of the two-electron effects. Omitting the

full derivation and employing the following notations (see [103] for details):

ĥ
lel�SOC

i ¼ a2

2

X
A

ZAr
�3
iA l̂iA; (42)

ĝ
SOC ¼ � a2

2
l̂ijr

�3
ij ; (43)

the final working equation in a set of atomic basis functions ’f g

fi ¼
X
m

cmi’m; (44)

for our SOMF implementation can be written as [103]:

’m ẑj j’n

� � ¼ ’m ĥ
lel�SOC

��� ���’n

D E
þ ’m’n ĝ

SOC
��� ���r� �

� 3

2

�
X
kt

Pkt ’m’k ĝ
SOC

��� ���’t’n

� �
þ ’t’n ĝ

SOC
��� ���’m’k

� �h i
: (45)

Here

Pmn ¼
X
j

njcmjcnj (46)
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represents the electron density in an atomic basis where nj refers to the occupation

number of the jth molecular orbital, and

r rð Þ ¼
X
m;n

Pmnfm rð Þfn rð Þ (47)

stands for the electron density.

The SOMF operator was successfully employed in various calculations as

implemented in the ORCA [103], MOLPRO [104], and AMFI [105] integral

programs. Several additional approximations can be optionally employed in the

ORCA program such as a one-center approximation and utilization of atomic

densities (in line with the AMFI code) as well as utilization of the RI approximation

for the Coulomb-like (second) term of (45) [103]

3.2.2 Spin–Spin Coupling

The dipole coupling between two spins is described by the Breit–Pauli spin–spin

Hamiltonian [106]

ĤSS ¼ g2ea
2

8

X
i 6¼j

ŝðiÞŝðjÞ
r3ij

� 3
ŝðiÞrij

 �

ŝðjÞrij

 �
r5ij

" #
: (48)

Here ge represents the g-factor of a free electron, a is a fine structure constant,

rij ¼ ri � rj; and rij ¼ �ri � �rj
�� ��; and ŝðiÞ, ŝðjÞ are spin operators for electrons i, j.

It is convenient to represent the SSC Hamiltonian in the form of a product of two

second-rank irreducible tensor operators in order to take an advantage of using

symmetry of a spin [106].

ĤSSC ¼ � 3g2ea
2

8

X
m¼0;�1;�2

X
i 6¼j

�1ð Þm
r5ij

rij � rij

 �ð2Þ

�m
ŝðiÞ � ŝðjÞ½ �ð2Þm : (49)

Here ŝðiÞ � ŝðjÞ½ �ð2Þm stands for a linear combinations of spin operator products

ŝkðiÞŝlðjÞ transforming like spin eigenfunctions with quantum numbers S, M [107].

3.2.3 Quasi-Degenerate Perturbation Theory

In the basis of precalculated spin-free states of the BO Hamiltonian, SOC and SSC

effect could be treated in the most accurate way using quasi-degenerate perturbation

theory. This method implies construction and diagonalization of the matrix

representations of ĤBO þ ĤSOC þ ĤSSC þ ĤZ:
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CSM
I ĤBO þ ĤSOC þ ĤSSC þ ĤZ

�� ��CS0M0
J

D E
¼ dIJdSS0dMM0E

ðSÞ
I

þ CSM
I ĤSOC þ ĤSSC þ ĤZ

�� ��CS0M0
J

D E
:

(50)

The resulting matrix has a typical size of ~100 which depends on the number

of spin-free roots taken into the treatment. After diagonalization, the resulting

eigenvalues yield the fine structure splitting along with the Zeeman splitting. The

complex eigenvectors can be employed later for calculations of properties. Thus,

the main effort consists in computation of SOC and SSC matrix elements using

multiconfiguration wavefunctions each containing several million CSFs.

Employing the standard tensor algebra notations for tensor spherical

components

Ĵ0 ¼ Ĵz; Ĵþ1 ¼ � 1ffiffiffi
2

p Ĵx þ iĴy

 �

; Ĵ�1 ¼ 1ffiffiffi
2

p Ĵx � iĴy

 �

: (51)

The SOMF operator can be rewritten as

ĤSOMF ¼
X

m¼0;�1

�1ð Þm
X
i

ẑ�mðiÞŝmðiÞ: (52)

It is highly useful to employ symmetry relations and selection rules of angular

momentum operators for SOC matrix elements [108, 109]. The Wigner–Eckart

theorem (WET) allows calculations of just a few matrix elements of manifold

S;M; S0;M0 in order to obtain all other matrix elements. The WET states that the

dependence of the matrix elements on the M;M0 quantum numbers can be entirely

represented by a Clebsch–Gordan coefficient
S0 1

M0 m
S
M

����
� �

(CGC). Thus, a general

spin-dependent matrix element can be written as [110]:

CSM
I

X
i

ŝmðiÞ
�����

�����CS0M0
J

* +
¼ S0 1

M0 m
S
M

����
� �

CS
I Ŝ
�� ��CS0

J

D E
: (53)

Here CS
I Ŝ
�� ��CS0

J

D E
denotes so-called a reduced matrix element (RME) which

depends only on the quantum numbers S; S0. Because the CI wavefunction

employed in our spin-free calculations is a linear combination of CSFs which are

eigenfunctions of Sz, so that MS ¼ S, it is advantageous to evaluate the RMEs only

for the states MS ¼ S.
Application of the WET to the case of SOMF operator yields:

CSM
I

X
m¼0;�1

ð�1Þm
X
i

ẑ�mðiÞŝmðiÞ
�����

�����CS0M0
J

* +
¼

X
m¼0;�1

�1ð Þm S0 1

M0 m

S

M

����
� �

YSS0
IJ :

(54)
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Here YSS0
IJ symbolizes the RMEs needed to be computed. For three possible cases

S � S0 ¼ 0, �1, one can obtain the following matrix elements [109, 111]

YSS
IJ ðmÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SðSþ 1Þp
S

CSS
I

X
i

ẑmðiÞŝ0ðiÞ
�����

�����CSS
J

* +
; (55)

YSS�1
IJ ðmÞ ¼ CSS

I

X
i

ẑmðiÞŝþ1ðiÞ
�����

�����CS�1S�1
J

* +
; (56)

YSS�1
IJ ðmÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sþ 3

2Sþ 1

r
CSS

I

X
i

ẑmðiÞŝ�1ðiÞ
�����

�����CSþ1Sþ1
J

* +
: (57)

In order to develop computationally manageable expressions for the RMEs,

second quantization form of the SOMF operator is usually employed in actual

calculations. As described elsewhere [112], the SOMF operator in the second

quantization approach written in the basis of the one-electron orbitals p, q used to

construct the CSFs is given by:

ĤSOMF ¼ 1

2

X
pq

z�pqâ
y
pb̂q þ zþpqb̂

y
pâþ z0pq âypâq � b̂ypb̂q

h i
: (58)

Here âyp; âp symbolizes the creation and annihilation of a spin-up electron p, and

b̂yp; b̂p the creation and annihilation of a spin-down electron p. The operator Ŝ
ðzÞ
pq ¼

1=2 âypâq � b̂ypb̂q
h i

corresponds to the spin-density operator; operators

Ŝ
ðþ1Þ
pq ¼ �ð1= ffiffiffi

2
p Þâypb̂q and Ŝ

ð�1Þ
pq ¼ ð1= ffiffiffi

2
p Þb̂ypâq represent the spin-rising and

spin-lowering operators. Combining (44) and (45), z�pq ¼ zxpq � izypq and z0pq are

calculated as:

zipq ¼
X
m;n

cmpcnq ’m

� ��ẑi ’nj iði ¼ x; y; zÞ: (59)

The evaluation of the SSC matrix elements is analogous to the treatment of the

SOC matrix elements with exception that the SSC Hamiltonian of (49) is a product

of two irreducible second-rank tensors operators. Because SSC has nonvanishing

contribution in the first order, it is usually sufficient to neglect contributions from

states of different multiplicities. Application of the WET theorem to SSC Hamilto-

nian of (49) reads (S ¼ S0):

CSM
I ĤSSC

�� ��CSM0
J

D E
¼ � 3g2ea

2

8

X
m¼0;�1;�2

ð�1Þm S 2

M0 m
S
M

����
� �

XSS
IJ ð�mÞ: (60)
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The RME for the SSC Hamiltonian takes the form:

XSS
IJ ðmÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðSþ1Þð2Sþ3Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SðSþ1Þp CSS

I

X
i 6¼j

r�5
ij rij� rij

 �ð2Þ

�m
ŝðiÞ� ŝðjÞ½ �ð2Þ0

�����
�����cSS

J

* +
(61)

Where the Cartesian components of the spin part of the Hamiltonian read:

�
ŝðiÞ � ŝðjÞ

�ð2Þ
0

¼ 1ffiffiffi
6

p 2ŝzðiÞŝzðjÞ � ŝyðiÞŝyðjÞ � ŝxðiÞŝxðiÞ

 �

(62)

and the spatial part [108]

rij � rij

 �ð2Þ

0
¼ 1ffiffiffi

6
p 2 rij


 �2
z
� rij

 �2

y
� rij

 �2

x

h i
; (63)

rij � rij

 �ð2Þ

�1
¼ 	 rij


 �
z
rij

 �

x
� i rij


 �
z
rij

 �

y

h i
; (64)

rij � rij

 �ð2Þ

�2
¼ rij


 �2
x
� rij

 �2

y
� 2i rij


 �
x
rij

 �

y

h i
: (65)

Similar to the evaluation of the SOC matrix element, it is convenient to employ

second quantization technique to compute SSC matrix elements over a

wavefunction of a MRCI type. In the second quantized formulation, the RMEs of

the SSC operator reads:

XSS
IJ ðmÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðSþ 1Þð2Sþ 3Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sð2S� 1Þp X

pqrs

DðmÞ
pqrs CSS

I Qð0Þ
pqrs

��� ���CSS
J

D E
: (66)

Here, the spin part Q
ð0Þ
pqrs represents the quintet spin-density operator:

Qð0Þ
pqrs ¼

1

4
ffiffiffi
6

p Epqdsr � SzpsS
z
rq þ

1

2
SzpqS

z
rs � EpqErs

� �� �
; (67)

here, S
ðzÞ
pq ¼ âypâq � b̂ypb̂q represent the spin density operator.

The spatial part represents the two-electron field gradient integrals. Employing

the notation for the Cartesian components

Dkl
pqrs ¼

ð ð
’p r1ð Þ’q r2ð Þ r12ð Þk r12ð Þl � ð1=3Þdklr212

r512
’q r1ð Þ’s r2ð Þdr1dr2 (68)

the compound tensor operators read:

Dð0Þ
pqrs ¼

1ffiffiffi
6

p 2DðzzÞ
pqrs � DðxxÞ

pqrs � DðyyÞ
pqrs

� �
; (69)

A Modern First-Principles View on Ligand Field Theory 173



D�1
pqrs ¼ 	 DðzxÞ

pqrs � iDðzyÞ
pqrs

� �
; (70)

Dð�2Þ
pqrs ¼ DðxxÞ

pqrs � DðyyÞ
pqrs � 2iDðxyÞ

pqrs; (71)

Thus, the computation of the SSC Hamiltonian matrix element requires

calculations of six (five if one employs the fact that the SSC operator is traceless)

Cartesian components of two-electron integrals. Those two-electron SSC integrals

can be evaluated using an RI approximation [113].

Finally, the Zeeman contribution can be included into QDPT treatment in the

form:

Ĥz ¼ mBge
2

l̂ þ 2ŝ

 �

B (72)

Here l̂ ¼ P
i l̂ðiÞ and ŝ ¼

P
i ŝðiÞ represent the total angular momentum operator

and the total spin operator, mB is the Bohr magnetron, in atomic units

mB ¼ a=2 ¼ 1=2c. B represents the applied magnetic field. It affects the calculated

SOC and SSC energy levels in two different ways. First, it splits the degenerate

level such as Kramers pairs changing the energy levels and Boltzmann distribution.

Second, the applied magnetic field mixes MS components of initial and final

states.

The Zeeman Hamiltonian is multiplied by a correction factor ge=2 which arises

from a treatment of the interaction of between an electron and the electromagnetic

field according to quantum electrodynamics [114].

4 Ligand Field Parameterization Schemes

In Sect. 2, we have outlined a general procedure of mapping the AI Hamiltonian

Heff
IJ onto a parameterized ligand field Hamiltonian Heff

IJ ðpÞ which we have let

unspecified up to now. We should recall here, that in difference to Heff
IJ , which in

complexes without symmetry implies strong mixing between dij i(i ¼ dxy, dyz, dz2,

dxz, dx2–y2) orbitals, the effective ligand field Hamiltonian Veff
mn ðpÞ is build up in a

basis of CFS with configurations constructed from pure dij i orbitals defined in the

chosen Cartesian axis molecule frame and arranged, for convenience, in a given

standard order. Denoting these CSF by FLFT
m

��� E
(m ¼ 1, NCSF), we can transform

Veff
mn ðpÞ into the desiredHeff

IJ ðpÞ form of (5) as follows. Using the projection operator

technique, we express ILFTj i of (2)–(3) in terms of FLFT
m

��� E
:

ILFT
�� � ¼ XNCSF

m¼1

FLFT
m

��� E
Tm;I; (73)
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with Tm,I given by

Tm;I ¼ FLFT
m

��� ILFTD E
: (74)

We should note here, that by construction, the matrix T is neither orthogonal

nor normalized; deviations from orthonormality are particularly pronounced in

complexes with highly covalent metal–ligand bonds, as for example in Fe–S

clusters. However, denoting the overlap matrix S ¼ TT·T, L€owdin’s procedure

(75) is used to obtain an orthogonal matrix C. Using this matrix Veff
mn ðpÞ is

transformed into Heff
IJ ðpÞ of (5) as given by (76).

C ¼ T:S�ð1=2Þ (75)

HLFTðpÞ ¼ CyðVeff;ð0Þ þ
XNp

k¼1

pkV
eff;ðkÞÞC: (76)

After having explained the relation between AIT and the LFT formalism, we

now turn to a brief outline of the various parameterizations of Veff
mn ðpÞ. The effective

ligand field Hamiltonian (77) consists of one-electron terms, the one-electron

ligand field Hamiltonian (v̂LFðiÞ), and two-electron terms (Ĝði; jÞ), which take

account of the Coulomb interactions between the d-electrons; summations is carried

out over the d-electrons i < j ¼ 1, Nd. In difference to crystal field theory, these

operators are left unspecified. Various LF models differ in the way they approxi-

mate the matrix elements of these operators. When acting on CSF FLFT
m

��� E
, the

operators v̂LFðiÞ and Ĝði; jÞ lead to one- (hab) and two-electron (Gabcd) matrix

elements (a, b, c, d – d-orbitals). Common to all ligand models is expressing the

Gabcd integrals:

ĤLF ¼
X
i

v̂LFðiÞ þ
X
i<j

Ĝði; jÞ; (77)

(without symmetry there are 120 independent integrals of this type) in terms of

parameters pertaining to the spherical symmetry. These are the Slater–Condon

(Fo, F2, and F4), or alternatively, the Racah parameters (A, B, and C), reduced by

covalency from the values of the free atom or ion. Of these, only the parameters

(F2, F4) or (B ¼ F2 � 5F4, C ¼ 35F4) contribute to the multiplet splittings. The

latter parameters are common to all ligand field models. What makes the various

models different is the parameterization of the matrix elements hab (a, b ¼ dxy, dyz,

dz2, dxz, dx2�y2, there are 15 independent parameters, from which only 14 contribute

to the multiplet splittings). For complexes with C4 and C3 symmetry axes, the hab
matrix takes a very simple form. Thus, in octahedral or tetrahedral complexes, there

is only one nonzero matrix element of hab – the energy difference between the t2 and
e type orbitals (D ¼ 10Dq). On lowering the symmetry to D4h or D2d, the t2 and
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e orbitals split into e and b2 and a1 and b1, respectively and this leads to three

diagonal parameters (D, Dt2 ¼ eðeÞ � e b2ð Þ, and De ¼ e(a1) � e(b1)). Finally,

trigonal distortions of Oh and Td complexes impose a splitting of t2 into e + a1,
and this leads again to three ligand field parameters, two diagonal

(D, Dt2 ¼ eðeÞ � e a1ð Þ) and one off-diagonal matrix element. The latter accounts

for the mixing between e(t2) and e(e). An advantage of these parameterizations

(LFModel 1) is that, being based on symmetry, they are quite general and model

independent. A drawback is that being global (referring to the whole complex)

these parameters are not transferable and not easy to interpret. However, when

being extracted from AI post-Hartree–Fock calculations, these parameters allow for

the use of symmetry principles to deduce d-orbital energy differences.

In difference to the global symmetry based parameterization, the AOM

considers the nonspherical ligand-field potential as consisting of spacially discrete

nonoverlapping parts, each associated with a separate ligand or donor group, in

such a way that the LF matrix in the basis of the five d-orbitals and axes of

quantization reflecting the local metal–ligand pseudosymmetry is diagonal. With

a local C2v pseudosymmetry, taking a M-pyridine bond, for example, we choose the

N lone pair pointing along the Z axis and the Cartesian axes X and Y lying in and

perpendicular to the pyridine plane. We then have the following nonzero matrix

elements in this local frame:

dz2h jvLF dz2j i ¼ es;

dxzh jvLF dxzj i ¼ epc;

dyz
� ��vLF dyz

�� � ¼ eps;

(78)

with parameters es, epc, and eps describing s (es), p in-plane (epc), and out-of-plane
(eps), respectively, and matrix elements for d bonding interactions (for dxy and

dx2�y2) which are usually either neglected or are subsumed in es, epc, and eps. In a

second step, one expresses the LF matrix in a global molecular frame and sums

contribution from each metal–ligand interactions. One then arrives at the master

equation for a matrix element of the AOM given by (79) (LFModel 2). It is a great

merit of the AOM that it uses structural data to define the coordinates and the

orientation of a given ligand in space (defined by the Euler angles yL; ’L;cL) and

energy parameters el;L; l ¼ s; ps; pc describing the chemical nature of a given

ligand independently of the angular geometry. When adjusted from spectra or AI

data, these parameters bear important chemical content and are largely transferable

between analogous complexes. Excellent reviews on the AOM, its extensions, and

application are found in literature [115–118] which the reader can refer.

hab ¼
X
L

X
l

FlaðyL; ’L;cLÞFlbðyL; ’L;cLÞel;L; l ¼ s; ps; pc (79)
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5 Computational Details

In this work, we have computed and analyzed hexa- and tetradentate complexes of

Cr(III)(d3) and Cr(IV)(d2), respectively, and bis-chelate complexes of Ni(II)(d8)

with structures depicted schematically in Fig. 4.

Calculations of the full manifold of the electronic states spanned by these

configurations have been done on structures obtained from DFT geometry

optimizations using the Perdew–Becke–Ernzerhof (PBE) functional [119, 120],

empirical van der Waals corrections [121] for the DFT energy, the scalar relativistic

zero-order regular approximation (ZORA) [122], and the scalar relativistically

recontracted (SARC) [123] version of the def2-TZVP basis set [124].

Ground and excited state energies based on CASSCF wavefunctions were

calculated using the CASSCF module of ORCA (to account for static correlation)

together with the NEVPT2 [74, 83, 84] (to account for dynamic correlation).

Reasonably extensive basis sets have been used – def2-TZVP, along with

corresponding auxiliary basis functions needed to apply the resolution of identity

method for the evaluation of molecular integrals. In all calculations, only the metal

d-orbitals were included in the active space. Better results can be obtained by also

including ligand orbitals or a second d-shell. However, here we want to demonstrate

what can be achieved on the basis of an “ab initio” version of LFT. As initial guess

for the CASSCF calculations, spin-unrestricted Kohn–Sham DFT orbitals were

Fig. 4 Octahedral (a) and tetrahedral (b) complexes and the angles y ¼ 60


and a ¼ 120




defining Oh ! D3d and Td ! D2d distortions employed in determining AOM parameters of

CrX6
3� and CrX4 complexes based on AI (CASSCF and NEVPT2) results; (c) bis-bidentate

chelate complexes with the chelate bite angle b used to analyze the effect of geometry and p-
bonding anisotropy (Orgel effect) in Ni(dtc)2, Ni(Et2dtc)2, Ni(acac)2, and Ni(DPM)2 planar

complexes (dtc dithiocarbamate, Et2dtc diethyldithiocarbamate, acac acetylacetonate, DMP
2,2,6,6-tetramethylheptanedionato)
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converted to quasi restricted orbitals. In some cases, reordering using the rotation

option of ORCA was necessary in order to ensure that the orbitals of dominantly

d-character are in the active space. To identify symmetries of CASSCF eigenstates,

we used the symmetry options of ORCA following a descent of symmetry, say from

Oh into the corresponding Abelian subgroup (D2h). For highly negatively charged

CrX6
3� (X� ¼ F, Cl, Br, I) species, a charge compensating polarizable continuum

using the conductor like solvent model (COSMO) with dielectric parameters for

water (dielectric constant e ¼ 80) have been chosen, both in the DFT and in the

correlated calculations. All calculations have been done with the program ORCA

[45] (DFT and AI) interfaced with the ligand field program AOMX [125] allowing

to fit ligand field parameters from the AI energy eigenvalues. Parameter

optimizations using Powell’s parallel subspace algorithm [126] and a subsequent

multivariate error analysis [127] allowed to refine ligand field parameters and to

obtain the associated error bars.

6 Applications and Analysis

6.1 The Ligand Field Spectra of CrIIIX6
3� (X� ¼ F, Cl, Br, I)

Electronic absorption spectra due to d–d transitions of CrF6
3� in solution [128] and

various solids – (NH4)3CrF6 [129], K3CrF6 [130], and K2NaCrF6 [131, 132] –

served for a long time to test and validate AI methods. Theoretical studies on

CrF6
3� have been done in the framework of simple Roothaan restricted open-shell

HF SCF method, limited CI and CASSCF [133–149] including also analysis of

second coordination sphere effects [150]. With three unpaired electrons in the 4A2g

ground state, absorption spectra of the CrF6
3� complex ion in various ionic solids

display three broad bands due to spin-allowed quartet–quartet transitions with band

maxima showing small (but essential, see [150]) changes in dependence on the

surrounding cations. The three d–d bands in increasing order of energy have been

assigned to the single (t2g
3 ! t2g

2eg
1):4A2g ! 4T2g and

4A2g ! 4T1g(1), and dou-

ble (t2g
3 ! t2g

1eg
2):4A2g ! 4T1g(2) electron excitations, all three multiplets

originating from the ground 4F and excited 4P electronic terms of the free Cr3+

ion. In addition to these broad bands, sharp electronic absorptions due to the

formally forbidden spin–flip transitions 4A2g ! 2Eg,
2T1g and

4A2g ! 2T2g within

the t2g
3 ground state configuration have been observed [128–132]. Being rather

close, respectively, to the 4A2g ! 4T2g and 4A2g ! 4T1g(1) bands, these spin

forbidden transitions gain intensity from the spin-allowed ones by mixing via

SOC. In Table 2, we list the experimental energies for K3CrF6 [130] along with

the corresponding (CASSCF and NEVPT2) AI values. In Table 3, we compare our

results with published AI data on the same complex including various levels of

theory – the simple, state-specific ROHF SCF method, CASSCF(3,5) employing

atomic natural orbital (ANO) basis sets and the singles and doubles configuration
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interaction (multireference CI, MRCI) on top of precalculated CASSCF

wavefunctions, where in addition to the 3d3 electrons, the (3s2, 3p6) electrons of

CrIII, or alternatively, electrons on the fully occupied bonding eg and t2g orbitals

(dominated by 2p functions of F� – eg
4t2g

6) have been correlated. Energies of the

electronic transitions within the t2g
3 ground state configuration (4A2g !

2Eg,
2T1g,

2T2g, Table 3, second column), which are 5,000–6,000 cm�1 higher in

energy than experiment, show that HF methods largely overestimate open-shell

repulsion effects (DFT calculations drastically underestimates them, see Table 3,

eighth column). While the value of 10Dq, identified with the 4A2g ! 4T2g band

maximum energy is readily reproduced already at the ROHF level of theory (the

error is merely�1,400 cm�1), the two 4A2g ! 4T1g(t2g
2eg

1) [4A2g ! 4T1g(t2g
1eg

2)]

transitions are found about 5,000 cm�1 larger and lower, respectively, in energy

compared to experiment. This artifact is largely due to the neglect of configuration

interaction between states of the same symmetry. Hence, this discrepancy is already

largely removed when accounting for static correlation (Table 3, results for

CASSCF(3,5), third column). The CASSCF method also leads to an improvement

of the energies of the intraconfigurational t2g
3 quartet–doublet transitions; the

2Eg,
2T1g, and

2T2g states due to this configuration mix with states of the same

symmetry originating from excited t2g
3�xeg

x (x ¼ 1, 2, 3) configurations which

leads to decrease of the energies of the former states. Not unexpectedly, this effect

is larger for the 2T2g state, being higher lying in energy, than for the lower lying
2Eg and 2T1g (cf. Table 2, second column). Calculated energies of the lowest
2Eg,

2T1g, and
2T2g states are further improved when, in addition to the three

3d Cr(III) electrons, eight (3s23p6) or ten (t2g
6eg

4) electrons on CrIII or F�, respec-
tively, are correlated. Dynamical correlation introduced in this way leads to a

further energy lowering of 2Eg,
2T1g, and

2T2g as the MRCI results clearly show

(Table 2, columns 3 and 4). We note in passing that, in spite of the quite different

basis sets and implementations of the CASSCF method in MOLCAS [151] and

ORCA [45], CASSCF results from [149] (Table 2, second column) and the ones

reported here (Table 2, fifth column) are almost identical. Further account for

dynamic correlation using NEVPT2 (Table 3, column 7) leads to further improvement

Table 3 Differences (in cm�1) between calculated (AI or LFDFT) and experimental (K3CrF6,

[130]) energies of d–d transitions of CrF6
3�

SCF

[149]a
CASSCF

[149]b
MRCI

[149]c
MRCI

[149]d
CASSCF

[this work]

NEVPT2

[this work]

LFDFT

[35]
4A2g ! 4T2g �1,410 �1,780 �1,830 �980 �1,820 165 �1,631
4A2g ! 2Eg 5,770 3,470 1,820 2,410 3,109 1,279 �3,803
4A2g ! 2T1g 5,750 4,470 3,120 3,320 4,130 2,381 �3,256
4A2g ! 4T1g(1) 4,974 �460 �990 150 �376 1,649 �2,357
4A2g ! 2T2g 13,433 4,690 1,430 2,389 4,372 2,288 �4,372
4A2g ! 4T1g(2) �4,592 120 �1,910 100 222 307 �4,661
aHF-Roothaan calculation: basis set Cr:15s11p6d/[9s6p4d]; F: 9s5p/[5s3p]
bAtomic natural orbitals (ANO) basis sets: Cr:16s12p8d/[7s5p3d]; F:14s9p/[5s3p]
cMRCI: CASSCF(3,5) + 8(Cr: 3s, 3p)
dMRCI: CASSCF(3,5) + 10(F: bonding eg, t2g)

180 M. Atanasov et al.



and results which are actually best among all AI data reported so far. We also

calculated electronic multiplets for the analogous CrX6
3� (X ¼ Cl�, Br�, I�)

complexes which are listed in Table 2, where for X ¼ Cl� and Br� energies of

d–d transitions from electronic absorption spectra are included for comparison. We

should note here, that in difference to CrF6
3�, agreement between experimental and

theoretical values of these energies are less good for the more covalent CrCl6
3� and

CrBr6
3�. More specifically, the energies of the lowest two spin-allowed transitions

4A2 ! 4T2 and 4A2 ! 4T1(1) are now found by CASSCF(NEVPT2) by �1,745

(1,665) and �182 (3,945) for CrCl6
3� and �3,428 (559) and �1,202 (3,810) for

CrBr6
3� smaller (larger) compared to experimental values. Positive corrections to

the energies of d–d transitions brought in by the NEVPT2 method are due to

stronger stabilization of the ground state compared to the excited states. However,

going from the rather ionic Cr–F to the more covalent Cr–Cl and Cr–Br bonds, this

effect becomes artificially enlarged (Table 2), a feature shared by all methods based

on second-order perturbation theory. In spite of this, the experimental trend of 10Dq

values, decreasing in the order X ¼ F, Cl, Br and I is well reproduced, both by

CASSCF and the NEVPT2 results (Fig. 5).

Let us now turn to the question of how consistent are various LF parameteriza-

tion schemes with rigorous AI calculations. Here, we focus on the total manifold of
states originating from a given dn configuration of a transition metal in a complex.

In Table 2, we analyze this point taking all multiplets stemming from the

nominal d3 configuration of Cr(III). In a first step, we focus on the simple LFModel

1 with parameters 10Dq, B, and C. A least squares fit to the energies of the 3

quartet–quartet and the 16 quartet–doublet transitions yields parameter values

(Table 4) with deviations between calculated (AILFT) vs. CASSCF–NEVPT2

energies and standard deviations (s) listed in Table 2. We observe from these results

that the LFModel 1 is remarkably well consistent with both the CASSCF and

NEVPT2, not unexpectedly, agreement being better with data from SA-CASSCF.

Fig. 5 Values of 10Dq (4A2g ! 4T2g transition energy) from CASSCF and NEVPT2 AI results of

octahedral CrX6
3� complexes and their comparison with data deduced from spectroscopic d–d-

transitions
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Deviations between AILFT and CASSCF–NEVPT2 energies are getting larger upon

introduction of dynamic correlation (NEVPT2) and this becomes increasingly pro-

nounced with increasing covalency in the series F < Cl < Br < I (Table 2). Along

the same lines, lowering of interelectronic repulsion, as reflected by the changes of

the parameter B across the series (referred to as the nephelauxetic effect [128]) is well

reproduced by the AI results (Table 4). Also included in Table 4 are values of 10Dq,

B and C that result from a fit to experimental spectral data. From a comparison of

between these values and the AILFT ones, one can infer that dynamic correlation

accounted for by NEVPT2 leads to a great improvement of B and C over the

CASSCF results. A refined parameterization of interelectronic repulsions considers

the fact that s-antibonding eg(dz2, dx2�y2) orbitals undergo a larger expansion than the

p-antibonding t2g(dxz, dyz, dxy) ones. Hence, different B parameters B33, B55, and B35

for interelectronic repulsion between electrons on eg–eg, t2g–t2g, and eg–t2g pairs of
orbitals are introduced (LFModel 3) [152, 153]. In this parameterization, the C/B
ratios are assumed to retain their free ion values, because covalency is thought to

affect B and C to about the same extent (but see [154, 155]). One therefore introduces

weighting factors in the molecular repulsion integrals “t” and “e” for electrons

occupying the t2g and eg orbitals and takes these parameters along with 10Dq as

adjustable starting with the values of the free ion Bo and Co. Results from such a fit to

the AI results (NEVPT2) are listed in Table 5. From the fit data, the expected order

t > e is nicely confirmed by the AI calculations. Values of B33, B55, and B35

calculated in this way have been included in the plot of Fig. 6. As judged by the

values of s (the standard deviation between AILFT and NEVPT2 energies, Table 5),

electronic transitions calculated using best fit parameters (Table 5) are approaching

the AI results even more closely than the results of LFModel1 (Table 4).

Let us now analyze AI results in terms of the additive parameterization scheme

offered by the AOM (LFModel2). In terms of this model 10Dq ¼ 3es � 4ep, which
makes it impossible to fix the two parameters for an octahedral complex. To do that

we employed a fixed but otherwise arbitrary distortion (y ¼ 60


, trigonal compres-

sion, see Fig. 4 for the definition of this angle; y ¼ 54.73


for the octahedron). The

trigonal field leads to splitting of the t2g orbitals into a1g and eg and to mixing of the

latter orbital with the one of the eg parent symmetry described by (80) and (81).

a1:

dz2j i : 9

2

� �
epsin

22yþ 3

8

� �
esð1þ 3 cos 2yÞ2; (80)

e:

jdyzðxzÞ
�

dx2�y2ðxyÞ
�� �

�
3epðcos2yþ cos22yÞ þ ð9=4Þsin22yes ð3=2Þð4ep � 3esÞ cos ysin3y

ð3=2Þð4ep � 3esÞ cos ysin3y ½3epð1þ cos2yÞ þ ð9=4Þsin2yes�sin2y

�
:

(81)
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Thus, the octahedral 4T2 term splits into 4A1 <
4E, and 4T1(1)[

4T1(2)] into
4E < 4A2[

4A2 <
4E] with order of energies as indicated. In Table 6, we list their

values for CrX6
3� (X ¼ F, Cl, Br, I). Parameters of es, ep, and B resulting from a

best fit to both the CASSCF and NEVPT2 data are listed in Table 7. Focusing on es,
ep we find that these values compare well with values from the literature (included

also in Table 7). From these results, we can deduce the following: First of all, and

more importantly, the dynamic correlation covered by NEVPT2 introduces a

significant increase of both es and ep as comparison between the CASSCF and

NEVPT2 AILFT values shows. Thus, taking es, we find es(NEVPT2) �
es(CASSCF) to increase in from F (1,404 cm�1) to Cl (1,700 cm�1) to Br

(1,891 cm�1) to I (2,121 cm�1), i.e., with increasing covalency. Here, we convey

to usual interpretations of the AOM parameters using perturbation theory being a

sum of two terms ((82), cellular ligand field model (CLF) [115–118]).

Fig. 6 Variation of the parameter B across the CrX6
3� series (nephelauxetic effects due to central

field covalency) and Jørgensens’ B33, B35, and B55 (differential covalency or symmetry restricted

covalency: B33 (eg–eg), B35 (eg–t2g), B55(t2g–t2g))

Table 5 AILFT ligand field parameter values for octahedral CrX6
3� complexes allowing for

anisotropic covalence (LFModel 3)a

CrF6
3� CrCl6

3� CrBr6
3� CrI6

3�

D ¼ 10Dq 15,150 13,944 13,383 13,389

t 0.968 0.947 0.938 0.933

e 0.952 0.903 0.884 0.856

B55 ¼ t4B 878 804 774 758

B35 ¼ t2e2B 849 731 687 638

B33 ¼ e4B 821 665 610 537

s 641 921 970 1,106
aBased on a reference value of B ¼ 1,000 and values of C/B ¼ 4.31 (CrF6

3�); 4.70 (CrCl6
3�);

4.98 (CrBr6
3�); 5.18 (CrI6

3�) from Table 4 (values for NEVPT2)

184 M. Atanasov et al.



T
a
b
le
6

C
A
S
S
C
F
an
d
N
E
V
P
T
2
en
er
g
ie
s
o
f
d
–
d
tr
an
si
ti
o
n
s
(i
n
cm

�
1
)
an
d
th
ei
r
b
es
t
fi
t
A
IL
F
T
v
al
u
es

a
sh
o
w
in
g
th
e
ef
fe
ct
o
f
tr
ig
o
n
al
d
is
to
rt
io
n
s
(y

¼
6
0

 )
o
n

th
e
p
ar
en
t
o
ct
ah
ed
ra
l
q
u
ar
te
t
st
at
es

b

C
rF

6
3
�

C
rC
l 6
3
�

C
rB
r 6
3
�

C
rI
6
3
�

C
A
S
S
C
F

N
E
V
P
T
2

C
A
S
S
C
F

N
E
V
P
T
2

C
A
S
S
C
F

N
E
V
P
T
2

C
A
S
S
C
F

N
E
V
P
T
2

4
A
1
[4
T
2
]

1
2
,8
8
0
(8
7
)

1
4
,6
0
3
(2
6
)

1
0
,8
8
8
(3
0
)

1
3
,7
0
6
(�

1
4
)

9
,8
7
4
(4
0
)

1
3
,3
2
3
(�

3
6
)

9
,2
7
8
(7
5
)

1
3
,4
8
4
(�

1
2
1
)

4
E
[4
T
2
]

1
3
,5
3
6
(�

1
7
2
)

1
5
,2
2
7
(�

2
8
)

1
1
,1
6
0
(�

1
7
4
)

1
3
,9
2
1
(�

1
3
)

1
0
,0
8
0
(�

1
2
3
)

1
3
,4
6
7
(�

2
)

9
,4
1
1
(�

5
1
)

1
3
,5
5
8
(�

5
9
)

4
E
[4
T
1
(1
)]

2
0
,5
1
1
(�

3
0
8
)

2
2
,0
9
7
(�

6
4
9
)

1
7
,4
2
4
(�

2
7
3
)

2
0
,5
7
7
(�

8
0
1
)

1
5
,9
9
0
(�

2
6
3
)

2
0
,0
6
4
(�

8
8
9
)

1
5
,1
7
0
(�

2
7
8
)

2
0
,1
5
0
(�

9
9
0
)

4
A
2
[4
T
1
(1
)]

2
3
,2
6
4
(3
6
0
)

2
4
,9
1
9
(�

3
3
2
)

1
9
,4
8
3
(3
4
3
)

2
2
,9
0
1
(�

4
4
1
)

1
7
,8
6
1
(2
7
9
)

2
2
,3
1
6
(�

5
5
1
)

1
6
,9
2
0
(2
1
8
)

2
2
,2
9
5
(�

6
2
2
)

4
A
2
[4
T
1
(2
)]

3
1
,6
2
6
(3
5
)

3
1
,5
0
8
(2
2
7
)

2
8
,6
4
0
(3
6
)

2
9
,5
8
9
(3
0
1
)

2
7
,1
9
5
(3
1
)

2
8
,6
9
2
(3
5
0
)

2
6
,3
4
7
(2
7
)

2
8
,6
8
3
(4
2
8
)

4
E
[4
T
1
(2
)]

3
6
,4
9
6
(�

6
0
)

3
6
,3
5
7
(4
0
6
)

3
1
,7
5
3
(�

4
9
)

3
2
,8
4
0
(5
1
3
)

2
9
,9
4
2
(�

3
1
)

3
1
,6
9
4
(6
0
0
)

2
8
,7
9
7
(�

1
8
)

3
1
,4
6
1
(6
9
7
)

sc
2
1
1

3
5
3

1
9
5

4
4
6

1
6
6

5
1
3

1
5
0

5
8
5

a
G
iv
en

in
b
ra
ck
et
s
as

d
ev
ia
ti
o
n
s
o
f
th
e
A
IL
F
T
fo
rm

th
e
A
I
o
n
e:

E
(A

IL
F
T
)
–
E
(C
A
S
S
C
F
)
o
f
E
(A

IL
F
T
)
–
E
(N

E
V
P
T
Z
)

b
L
is
te
d
in

sq
u
ar
e
b
ra
ck
et
s
in

th
e
fi
rs
t
co
lu
m
n

c
S
ta
n
d
ar
d
d
ev
ia
ti
o
n
in

cm
�
1

A Modern First-Principles View on Ligand Field Theory 185



T
a
b
le
7

A
n
g
u
la
r
o
v
er
la
p
p
ar
am

et
er
s
e s

an
d
e p

fo
r
C
r–
X
b
o
n
d
s
an
d
B
fr
o
m

A
IL
F
T
(L
F
M
o
d
el
2
)
al
o
n
g
w
it
h
th
ei
r
v
al
u
es

d
ed
u
ce
d
fr
o
m

o
p
ti
ca
l
d
–
d
tr
an
si
ti
o
n
s

(d
en
o
te
d
h
er
e
as

“e
x
p
.”
)
ta
k
en

fr
o
m

li
te
ra
tu
re

a

C
rF

6
3
�

C
rC
l 6
3
�

C
rB
r 6
3
�

C
rI
6
3
�

C
A
S
S
C
F

N
E
V
P
T
2

E
x
p
.
[1
5
6
,

1
9
2
,
1
9
3
]

C
A
S
S
C
F

N
E
V
P
T
2

E
x
p
.
[1
5
6
,

1
9
2
,
1
9
3
]

C
A
S
S
C
F

N
E
V
P
T
2

E
x
p
.
[1
5
6
,

1
9
2
,
1
9
3
]

C
A
S
S
C
F

N
E
V
P
T
2

E
x
p
.
[1
5
6
,

1
9
2
,
1
9
3
]

e s
6
,8
6
8

8
,2
7
2

7
,4
0
0

4
,7
3
0

6
,4
3
0

5
,5
0
0

4
,2
2
3

6
,1
1
4

4
,9
0
0

3
,8
5
5

5
,9
7
6

4
,3
0
0

e p
1
,7
5
5

2
,3
7
5

1
,7
0
0

7
1
5

1
,2
7
0

9
0
0

5
9
6

1
,1
4
2

6
0
0

4
6
9

1
,0
2
3

6
0
0

D
¼

3
e s

�
4
e p

1
3
,5
8
4

1
5
,3
1
6

1
5
,4
0
0

1
1
,3
3
0

1
4
,2
1
0

1
2
,9
0
0

1
0
,2
8
5

1
3
,7
7
4

1
2
,3
0
0

9
,6
8
9

1
3
,8
3
6

1
0
,5
0
0

B
1
,0
9
2

8
2
9

–
1
,0
5
0

7
5
2

–
1
,0
5
2

7
3
0

–
1
,0
3
0

7
1
3

–
a
(N

E
V
P
T
2
–
C
A
S
S
C
F
)/
N
E
V
P
T
2
(i
n
%
)
fo
r
e s

(e
p
)
ar
e
as

fo
ll
o
w
s:
C
rF

6
3
�
:
1
7
(2
6
);
C
rC
l 6
3
� :

2
6
(4
3
);
C
rB
r 6
3
� :

3
1
(4
8
);
C
rI
6
3
� :

3
5
(5
4
)

186 M. Atanasov et al.



el � dlh jh dlj i þ
X
l

dlh jh0
wlj i wlh jh0

dlj i
ed � ew

; l ¼ s; p; (82)

(h and h0 – properly defined as one-electron operators, see [118] for a review). The

first-order term (referred to as the static contribution) is ascribed to a direct

electrostatic influence of the ligand, a term which is formally similar to electrostatic

matrix element considered in crystal field theory. At the level of interpretation

using AI results, we can associate this term with the CASSCF values for es and

ep (e.g., es(CASSCF) ¼ 6,868 (F), 4,730 (Cl), 4,222 (Br), and 3,855 (I)). We see

that this term diminishes with increasing metal–ligand distance and orbitals getting

more and more diffuse in the given sequence. The second-order term, called

dynamical contribution, is covalent in nature; simple overlap considerations

(Wolfsberg–Helmholz approximation) might be used to rewrite it in the form

of (83). With the AI data at hand, we can associate this terms with the

es(NEVPT2) � es(CASSCF)

Deantibonding ¼ el � S2MLðlÞe2L
eM � eL

; l ¼ s; p (83)

difference which we find to increase from F (1,404 cm�1) to Cl (1,700 cm�1) to Br

(1,891 cm�1) to I (2,121 cm�1). Due to the more diffuse ligand orbitals and

favorable overlap in the given sequence, this term counteracts the increase of the

metal–ligand distance. The overall effect of the two effects – the electrostatic and

covalent – is apparently in favor of the first one. Arguments have been presented

claiming that the static term is considerably smaller than the dynamic one, espe-

cially so for l ¼ p rather than s. This is not supported by our AI data; for the

systems considered here, the term es(CASSCF) is found to be dominant in all

complexes and responsible for the trend in es. However, the larger relative impor-

tance of dynamic correlation effects for p than for s (leading to contributions of 26

(F), 44 (Cl), 48 (Br), and 54 (I) % of the total ep, compared to 17, 26, 31, and 35 for

es) finds full support in our AI data. We should also note here that (82) is a one-

electron analog of the rigorous (8), which carries essentially the same information

being based on a many-electron formulation of the problem, however. What is

different between (8) and (82), is that in the chosen basis and being based on

canonical orbitals, the second term in (8) is solely governed by electrostatic forces

described by two-electron repulsion matrix elements rather than one-electron
hopping integrals as the simple (82) implies.

Finally, concluding this section we should note that the two-dimensional

spectrochemical series, i.e., the order of the ligands with regard to their values of

es vs. ep, subject to many analysis of spectroscopic results [118, 156] finds full

support in our AI studies, both in the CrIIIX6
3�(d3) and in the CrIVX4 (d

2) series (see

next section) of complexes (Fig. 7).
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6.2 Ligand Field Spectra and Multiplet Structures
of CrX4 (X ¼ F, Cl, Br, I)

Tetrahedral CrX4 and the analogous isoelectronic VX4
� complexes (X ¼ F, Cl, Br, I),

with a 3A2(e
2) ground state on CrIV and VIII have attracted much attention as

model complexes appropriate for DFT-based ligand field analysis [36, 157–159].

Imposing aD2d distortion on the parent tetrahedron (D2d: a ¼ 120


, Td: 109.47



, see

Fig. 4), nonadditive and additive ligand field models have been used to derive 45

equations (corresponding to the same number of spin-unprojected Slater

determinants) linear in the LF parameters to allow a least squares fit of these

parameters to the corresponding DFT Kohn–Scham eigenvalues [157–159]. For

each complex, a “data” reduction from three (D, Dt2 ¼ eðeÞ � e b2ð Þ, and De ¼ e
(a1) � e(b1), see Sect. 4) to two parameters (es and ep) was possible to afford

values of es and ep reproducing nicely the two-dimensional spectrochemical series

of the AOM s and p-parameters [157–159]. Using the same training set of

complexes, a general DFT-based LF model has been described [35, 36]. It is

therefore interesting to compare these DFT-based results with CASSCF–NEVPT2

calculations on the same systems. In Tables 8 and 9, we list multiplet energies and

parameter values for the Td and D2d distorted complexes. All four compounds with

a CrX4 composition are known. Solid CrF4 is composed of CrF2F4/2 chains imply-

ing a sixfold coordination of CrIV, CrCl4 is a solid build up from CrCl4 tetrahedra,

while tetrahedral species CrBr4 and CrI4 are only stable in the gas phase [160]. Out

of all possible d–d transitions (Table 8), only two bands have been reported for

Fig. 7 Two-dimensional spectrochemical series for Cr–X (X ¼ F, Cl, Br, I) tetrahedral and

octahedral complexes from AILFT results based on SA-CASSCF calculations. Values reported

from AOM interpretations of d–d absorption spectra of Cr(NH3)5X
2+ complexes are given by starts

(adopted from D. W. Smith, Structure and Bonding, 35, 87–118 (1978), p. 92, Table 1)
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CrCl4 [CrBr4] and assigned to the 3A2 ! 3T2, 7,200 [10,000], and 3A2 ! 3T1(1),

6,700 [11,000] cm�1 transitions [194]. They are listed in Table 8 and compared

with the CASSCF(NEVPT2) energies of the same transitions. Due to covalency

which is much more pronounced in CrIVX4 than in Cr
IIIX6

3� (reflected also in much

shorter Cr–X bond distances for CrX4), agreement between NEVPT2 and experi-

ment is poor. Differential dynamic correlation which largely overstabilizes (by as

much as 6,000 cm�1 for CrCl4 and CrBr4), the p-type
3A2(e

2) ground state against

the excited states is responsible for these results. As we shall see below, the

situation changes completely when going to complexes such as NiCl4
2� and

CuCl4
2� with s-type ground states. We should also note here that due to error

compensation and in difference to CrX6
3�, CASSCF energies of the two transitions

are closer to experiment than NEVPT2. For the mentioned reason, we focus the LF

analysis of the AI data mostly on the CASSCF results. It was possible to consis-

tently fit the full manifold of multiplet energies of tetrahedral CrX4 complexes

given by the CASSCF–NEVPT2 method using LFModel 1; 10Dq, B, and C values

are included in Table 8. Standard deviations between AI and AILFT values of the

energies of d–d transitions for CrX4 are larger than for CrX6
3� and they increase

from CASSCF to NEVPT2 and from F to I. Also, against expectations, values of B
(C/B) increase(decrease) from CASSCF to NEVPT2. All this implies violations

from the picture given by LFT in high-valent CrIV when ligand-to-metal charge

transfer states approach localized d-multiplets (increasing metal ligand covalency).

As for CrX6
3� (10Dq)Td values are found to decrease in the order F, Cl, Br, and I,

however.

Turning now to LFModel 2, we consider D2d distorted CrX4 complexes. Focus-

ing on tetragonal compressions (a ¼ 120


) and restricting to the triplet state

manifold, we consider the ground 3A2 and the
3T2 and the

3T1(1) and
3T1(2) excited

states, splitting into 3E, 3B2 and
3E, 3A2 sublevels, respectively. Their energies are

listed in Table 9. Using these splittings, the parameters es, ep, and B have been

deduced from a least squares fit to the CASSCF results (included in Table 9). It is

remarkable that AILFT values of es and ep are quite consistent with ones reported

independently from ligand field DFT-based analysis [157–159] (included in square

brackets in Table 9). They closely follow the two-dimensional spectrochemical

series reported for CrX6
3�(Fig. 6) but, owing to the shorter Cr–X distances, exceed

considerably the corresponding values for CrX6
3� (Table 7).

6.3 s–d Mixing in Jahn–Teller Distorted MCl4
2� (MII ¼ Cu, Ni)

In Sects. 6.1 and 6.2, we considered complexes of CrIII and CrIV with orbitally

nondegenerate ground states. Small geometrical distortions of the complexes away

from the cubic symmetry have been used to fix the AOM parameters from AI data.

Here, we consider tetrahedral complexes CuCl4
2� and NiCl4

2� with 2T2 and
3T1

ground states. With one and two holes on the antibonding t2(dxz, dyz, dxy) orbital,
these complexes are geometrically unstable. Tetragonal compression (for CuCl4

2�)
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or elongation (for NiCl4
2�) along the one of the three S4 axes of the tetrahedron

leads to splittings of the t2 and e orbitals into b2 + e und a1 + b1 and correspond-

ingly changes the 2T2 and
3T1 states to lead to nondegenerate 2B2(a1

2b1
2e4b2

1) and
3A2(a1

2b1
2b2

2e2) ground states and doubly degenerate 2E(a1
2b1

2e3b2
2) and 3E

(a1
2b1

2e3b2
1) excited states (Jahn–Teller effect). The stabilization energy

(Jahn–Teller stabilization energy EJT) is the driving force for possible static

distortions (static Jahn–Teller effect). In Fig. 8, we illustrate this by plotting

NEVPT2 energies for the 2B2(CuCl4
2�) and 3A2(NiCl4

2�) ground states vs. the

distortion given by the angle a (Fig. 4), where for the sake of comparison, the

corresponding curves calculated using DFT (PBE functional) are also included.

Well-developed minima at angles a ¼ 127 (141)


and stabilization energies of

1,082 (2,303) cm�1 for CuCl4
2�, NEVPT2 (DFT), and a ¼ 103.5 (98.5)



and 225

(819) cm�1 for NiCl4
2�, respectively, are obtained. The NEVPT2 geometry of

CuCl4
2� with 127.4



is very close to the X-ray structure of CuCl4

2� (a ¼ 129.2

� 2


) in Cs2CuCl4 [161]. The clear tendency of DFT toward larger distortions and

energy stabilizations when compared with NEVPT2 emerges from these results.

We implicitly stress here that the dynamic correlation accounted for by both

NEVPT2 and DFT is the sole cause for the distortion; for NiCl4
2� CASSCF results

did not show up in any JT-stabilization, while CuCl4
2� did distort but with a very

small stabilization energy (a ¼ 120


, EJT ¼ 201 cm�1). It is interesting to note

that CuCl4
2� distorts stronger than NiCl4

2�. It has been shown for tetrahedral

complexes of NiII that configurational mixing between the 3T1(1) ground state

Table 9 CASSCF energies of triplet states of D2d distorted CrX4 complexesa,b used to deduce

AOM parameters es and ep for the Cr–X bond and B and their AILFT valuesc

CrF4 CrCl4 CrBr4 CrI4
3B1[

3A2] 0 0 0 0
3E[3T2] 9,570 (�211) 7,727 (81) 6,636 (224) 5,192 (606)
3B2[

3T2] 14,625 (159) 12,292 (�41) 10,936 (�191) 9,546 (�471)
3A2[

3T1(1)] 17,685 (89) 14,513 (122) 12,998 (176) 11,374 (161)
3E[3T1(1)] 16,959 (�36) 14,753 (�17) 12,982 (�16) 10,992 (9)
3E[3T1(2)] 30,973 (�41) 26,483 (�123) 24,076 (�139) 21,945 (�239)
3A2[

3T1(2)] 31,772 (0) 26,870 (59) 24,422 (72) 22,055 (180)

s 116 84 154 343

es 13,931 � 161

[12,970 � 15]d
10,003 � 161

[8,190 � 18]d
8,109 � 159

[7,060 � 19]d
6,037 � 146

ep 3,878 � 114

[4,020 � 11]d
2,058 � 115

[2,070 � 13]d
1,306 � 114

[1,680 � 14]d
495 � 106

ep/es 0.28[0.31]d 0.20[0.25]d 0.16[0.24] 0.08

B 982 � 4 887 � 4 850 � 4 838 � 3
ay ¼60



(y – the S4–Cr–X angle, for a tetrahedron without distortions y ¼ 54.74



)

bTetrahedral parent terms are given in square brackets in the first column
cGiven in brackets as deviations of the AILFT value from the AI one: E(AILFT) � E(CASSCF)
dDFT results for es, ep and ep/es taken from [157] are listed in square brackets
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with the 3T1(2) excited state having an opposite sign of the distortion is responsible

for Jahn–Teller activity being weaker for the Ni(II) than for Cu(II) [162].

The plots of Fig. 8 pertain to isolated negative species where electrostatic

perturbations from surrounding counter ions have been accounted for by a polar-

izable solvent continuum (COSMO). Calculations using periodic DFT and model

clusters where a second coordination shell of CuCl4
2� was explicitly taken into

account did show that energy minima positions can be widely tuned in geometry

and energy by counter ions and H-bonds [163]. Thus, it was possible to synthesize

and spectroscopically characterize as much as 62 complexes of CuCl4
2� covering

the whole range of geometries from tetrahedral to square planar [164]. Energies of

d–d transitions (NEVPT2 results) of CuCl4
2� in dependence on the angle a are

plotted in Fig. 9. These energies shift to higher values starting with a small value of

10Dq (Td) and approaching the square planar structure. Therefore, d–d spectra are

sensitive probe for changes in geometry. d–d Transition energies from AI CASSCF,

NEVPT2 results and from experiment for two representative examples – distorted

tetrahedral [165] and square planar [166] CuCl4
2� – are listed in Table 10. Com-

paring CASSCF with NEVPT2 results, we can deduce, similar to CrX6
3� (vide

supra), that dynamic correlation brought in by NEVPT2 plays an important role. At

the same time, agreement with experiment is greatly improved when comparing

with the CASSCF results. For the same reason, one can find LFDFT values for the

energies of the d–d transition (included in Table 10) close to the NEVPT2 results.

Energy expressions given by the AOM for the energies of the d–d transitions (84)

Fig. 8 Dependence of the ground state energy of CuCl4
2� (left) and NiCl4

2� (right) on the angle a
using NEVPT2 in comparison with DFT (PBE functional). The Jahn–Teller stabilization energy

EJT is indicated. Numerical values for the minima of the curves are: CuCl4
2�: a ¼ 127



, EJT

¼ 1,082 cm�1 (NEVPT2), a ¼ 141


, EJT ¼ 2,303 cm�1; NiCl4

2�: a ¼ 103


, EJT ¼ 225 cm�1

(NEVPT2), a ¼ 98.5


, EJT ¼ 819 cm�1. The plots have been constructed from energies calculated

at discrete values of a and the points in-between have been interpolated using a third-order

polynomial (bond distances used throughout have been fixed at values of 2.25 Å for Cu–Cl and

2.267 Å for Ni–Cl)
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have been used to analyze the AI data (Fig. 9). In D2d symmetry, the dz2, dxy and

dyz, dxz orbitals transform as a1, b2, and e and can mix with

DEð2B2 ! 2EÞ ¼ 3sin2ða=2Þ½1� 3cos2ða=2Þ�es þ ½1� 3cos2a� cos2ða=2Þ�ep;
DEð2B2 ! 2B1Þ ¼ 3sin4ða=2Þes þ ½sin2a� 4sin2ða=2Þ�ep
� 13:3sin4ða=2Þcos2ða=2Þepds;

DEð2B2 ! 2A1Þ ¼ 2½6sin2ða=2Þ � 3sin4ða=2Þ � 2�es � 2sin2a:ep

þ 4½2� 3sin2ða=2Þ�2eds � 13:3sin4ða=2Þcos2ða=2Þepds; (84)

4s, 4pz, and 4px,py orbitals, respectively. Therefore, two new parameters, esd and epd
are introduced to account for such mixings (84). In D4h (a ¼ 180



), epd vanishes for

symmetry reason and we obtain:

Fig. 9 Dependences of the energies of the d–d transitions (NEVPT2 results) for CuCl4
2� on the

angle a (Fig. 4) describing the tetrahedral to square planar interconversion

Table 10 AI and experimental energies (in cm�1) of d–d transition of pseudotetrahedral

(a ¼ 127.4


) and square planar CuCl4

2� (a ¼ 180


)

a ¼ 127.4



a ¼ 180



CASSCF NEVPT2 LFDFT

[163]

Exp.

[165]

CASSCF NEVPT2 LFDFT

[163]

Exp.

[166]
2B2 ! 2E 2,885 4,200 4,438 5,200 9,380 13,728 13,231 14,450
2B2 ! 2B1 3,770 6,097 7,435 7,900 7,452 11,897 13,252 12,500
2B2 ! 2A1 4,702 7,077 7,671 9,050 10,117 14,700 16,391 17,000
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DEð2B2g ! 2EgÞ ¼ 3es � 2ep

DEð2B2g ! 2B1gÞ ¼ 3es � 4ep

DEð2B2g ! 2A1gÞ ¼ 2es þ 4eds:

(85)

An excellent fit to the AI data base including geometries with angles a ranging

from 112


to 180



varying in steps of 10



(Fig. 9) with an unique set of AOM

parameters was possible (Table 11). These parameters compare well with values

adjusted directly to spectroscopic results (es ¼ 5,120 cm�1, ep ¼ 910 cm�1, esd ¼
930 cm�1, epd ¼ �20 cm�1, extracted from spectroscopic data for CuCl4

2�

complexes with a angles ranging between 129.2


and 146.6



[163]) and also with

parameters from a DFT-based ligand field study (Table 11) [163]. In being able to

reproduce energies of d–d transitions of CuCl4
2� with different geometries but with

the same ligand, the transferability of parameters postulated for the AOM finds

strong support by AI theory. AI results also support the important role that s–d

mixing plays in square planar complexes. Due to such a mixing dz2 orbital, which is

otherwise a s-antibonding becomes nearly nonbonding, thus placing 2B2 ! 2A1

transitions in d–d spectra of square planar complexes of Cu2+ highest in energy

(Fig. 9) [156, 167].

The electronic spectrum of NiCl4
2� (Fig. 10) shows a mostly cubic appearance

with spin-allowed transitions from the 3T1 ground state into the 3T2,
3A2, and

3T1

excited states and band maxima at about 4,000, 6,900, and 14,500 cm�1, respec-

tively, with low symmetry splittings seen in the 3T2 and
3T1 bands in agreement

with the tiny D2d distortions (a ¼ 103.5


, Figs. 8 and 12) predicted by theory. A

spectrum of NiCl4
2� (as a bis(tetraethylammonium salt)) in high resolution [168]

displays a very rich fine structure with electronic and vibronic origins and vibronic

side bands that deserve a separate analysis. Focusing on the geometry

corresponding to the energy minimum in Fig. 8 (a ¼ 103.5


) in Table 12, we list

Table 11 AILFT parametersa for CuCl4
2� and NiCl4

2� (additive LFModel 2, AOM)b

es ep esd epd s

NiCl4
2� 4,877 [4,980] 666 [1,594] 1,090 [3,402] 927 [�] 94 [�]

CuCl4
2� 4,832 [4,259] 663 [�134] 1,234 [1,708] 879 [739] 206 [143]

aComputed from a least squares fit to the energies of the d–d transitions from NEVPT2 calculation;

data set for CuCl4
2� a(



), De(

2B2 ! 2E), Db1 (
2B2 ! 2B1), Da1 (

2B2 ! 2A1) (energies are given in

cm�1): 112, 549, 4,028, 4,161; 120, 2,418, 5,059, 5,627; 130, 4,907, 6,490, 7,619; 138, 6,971,

7,710, 9,231; 140, 7,466, 8,006, 9,635; 150, 9,887, 9,486, 11,588; 160, 11,932, 10,768, 13,258;

180, 13,728, 11,897, 14,700; data set for NiCl4
2�, the angle a(



), and parameters De, Db1 , Da1 (in

cm�1) deduced from a fit of the triplet state energies using LFModel 1 as follows: 90, �3,376,

1,585, 671; 92, �3,075, 1,754, 909; 95, �2,604, 2,001, 1,274; 98, �2,113, 2,256, 1,659; 99,

�1,944, 2,346, 1,794; 100, �1,773, 2,434, 1,929; 103.5, �1,207, 2,929, 2,595; 107, �493, 3,098,

2,952; 109, �100, 3,306, 3,270
bData from LFDFT taken from [163] for CuCl4

2� and [169] for NiCl4
2� are listed in square

brackets

194 M. Atanasov et al.



the full manifold of triplet and singlet states of NiCl4
2� from CASSCF and

NEVPT2 AI calculations along with their values from spectra in high resolution

[168]. Comparison between CASSCF and NEVPT2 results shows again substantial

contribution from dynamical correlation which in difference to CASSCF improves

agreement with experiment. Dynamical correlation also improves (lowers) the

energies of the spin-forbidden transitions. However, NEVPT2 energies still remain

by 3,000–4,000 cm�1 higher than the experimental ones. Utilizing the nonadditive

Fig. 10 Electronic spectrum

of tetrahedral NiCl4
2� with

effects of low-symmetry due

to a weak 3T1 � e
Jahn–Teller coupling

(adopted from [190] after

digitalization)

Table 12 AI (CASSCF and NEVPT2) energies of d–d transitions of NiCl4
2� (in cm�1), their

AILFT (nonadditive LF Model 1) values adjusted to the NEVPT2 resultsa and experimentally

reported ones
3A2[

3T1(1)] ! CASSCF NEVPT2 AILFT Exp.

!3E[3T1(1)] 538 834 846 –

!3E[3T2] 2,057 3,233 3,224 3,972

!3B2[
3T2] 2,685 4,189 4,180 4,442

!3B1[
3A2] 4,549 7,101 7,109 6,865

!3E[3T1(2)] 20,249 18,178 18,180 14,250

!3A2[
3T1(2)] 21,068 19,279 19,277 15,240

!1B2[
1T2(1)] 16,388 14,561 15,317 11,694

!1E[1T2(1)] 16,625 14,991 15,841 12,222

!1B1[
1E(1)] 16,811 15,044 15,907 12,469

!1A1[
1E(1)] 17,637 16,327 17,166 –

!1E[1T2(2)] 25,236 23,625 23,252 18,184

!1B2[
1T2(2)] 25,260 23,821 23,538 –

!1E[1T1] 26,050 24,934 24,457 19,620

!1A1[
1E(2)] 26,364 25,536 25,018 22,152

!1B1[
1E(2)] 26,623 26,163 25,877 –

!1A2[
1T1] 27,206 26,460 25,902 –

!1A1[
1A1(1)] 27,438 26,880 26,450 –

!1A1[
1A1(2)] 61,667 53,446 57,311 –

aBest fit parameters and standard deviations are given in Table 13
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LFModel 1 with parameters Da1 ;Db1 ; and De (see Fig. 11 for their definition), we

have analyzed the NEVPT2 results. Within this model, the energies of the triplet

states are given in (86). A least squares fit to the energies of the spin-allowed

transition resulted in Da1 ;Db1 ; De, and B values listed in Table 13.

j3E½3T2ðt2eÞ�i j3E½3T1ðt2eÞ�i j3E½3T1ðt22Þ�i
�8BþDeþð3=4ÞDb1 þð1=4ÞDa1 ð ffiffiffi

3
p

=4ÞðDa1 �Db1Þ 0

ð ffiffiffi
3

p
=4ÞðDa1 �Db1Þ 4BþDeþð3=4ÞDa1 þð1=4ÞDb1 6B

0 6B �5BþDe

2
64

3
75;

3A2½3T1ðt2eÞ�
�� �

3A2½3T1ðt22Þ�
�� �

;

4BþDb1 6B

6B �5Bþ2De

� �
;

3B2½3T2ðt2eÞ�
�� �

:�8BþDa1 ;
3B1½3A2ðe2Þ�
�� ��8BþDa1 þDb1 :

(86)

From the former three parameters, we deduce orbital order of energies e(t2)
< b2(t2) < a1(e) < b1(e) (tetrahedral parentages are given in parenthesis). Notice that
splittings of the t2 and e orbitals for NiCl4

2� have just the opposite sign of CuCl4
2�.

The value of B resulting from the fit (B ¼ 1,039 cm�1) is nearly that of the gaseous

ion Ni2+ (B ¼ 1,084 cm�1 [12]) and thus distinctly larger than the one resulting

from a direct fit to the observed d–d bands (B ¼ 725 cm�1, C ¼ 3,262 cm�1,

0

–(2/5)Δ

(3/5)Δ

Δ

Δa1

Δb1

Δe

2E

2T2
2E

2A1

2B1

2B2

Td D2dFig. 11 Symmetry-based

parameterization

(nonadditive ligand field

model, LFModel 1) for

tetragonally distorted

CuCl4
2�(d9) and NiCl4

2�(d8),
the parameters should be

taken with a sign minus when

going to orbitals (d1); term

notations pertain to

CuCl4
2�(d9)

Table 13 AILFT parameters (in cm�1) for NiCl4
2� fitting the NEVPT2 results; nonadditive

model (LFModel 1) fit to triplet statesa

Da1 Db1 De B sb

2,595 2,929 �1,207 1,039 8
aC ¼ 4,460 cm�1; obtained adopting the given parameters, and adjusting C to the energies of spin-

forbidden transitions, s ¼ 602 cm�1

bStandard deviations NEVPT2–AILFT values
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10Dq ¼ 3,850 cm�1, room temperature data for Ni2+-doped Cs2ZnCl4). This is a

drawback shared by all post-HF methods (however, with B ¼ 521 cm�1 for NiCl4
2�

[169], LFDFT largely underestimates this energy). As illustrated in Fig. 12 (left) and

similar to CuCl4
2� (Fig. 9), d–d transition energies of NiCl4

2� are sensitive probe for

the molecular geometry which may be used for structure–spectra correlation. The

essential information of the dependence between spectra and structure is hidden in the

parameters Da1 ;Db1 ; and De which may be used to analyze the Ni–Cl bond since

the structure (here a) is known. Parameters Da1 ;Db1 ; and De obtained from least

squares fit to the electronic transitions in Fig. 12 (left) are depicted in Fig. 12 (right).

They can be analyzed by applying the AOM expressions (84) in the same way as this

was done for CuCl4
2�. Again a unique set of parameters is achieved (Table 11)

reproducing consistently all d–d transitions in the entire range of a values (Fig. 12

(left)) illustrating once more parameter transferability. Not unexpectedly for Ni(II)

and Cu(II) being neighbor ions in the periodic table, the AOM parameter values for

the two complexes are very close.

6.4 Anisotropic Bonding and Magnetic Anisotropy
in Chelate Complexes

Frontier orbitals of chelating ligands are frequently part of an extended p-network.
In such complexes, perturbations from all bonding and antibonding delocalized
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Fig. 12 Dependences on the angle a of energies of spin-allowed d–d transitions in NiCl4
2�

(NEVPT2 results, left) and energies of ligand field orbitals resulting from a least squares fit to

the NEVPT2 results using LFModel 1 (right); numerical data base for the calculations: Right: a(


),

3A2 ! 3E(1) (cm�1), 3A2 ! 3E(2) (cm�1), 3A2 ! 3B2 (cm
�1), 3A2 ! 3B1 (cm

�1), 3A2 ! 3E(3)

(cm�1), 3A2 ! 3A2 (cm
�1): 109, 69, 2,823, 2,882, 6,176, 17,877, 17,965; 107, 338, 2,900, 3,271,

6,356, 17,939, 18,382; 103.5, 786, 3,036, 3,936, 6,673, 18,059, 19,104; 100, 1,220, 3,192, 4,585,

6,995, 18,190, 19,813; 99, 1,333, 3,233, 4,766, 7,084, 18,226, 20,011; 98, 1,454, 3,273, 4,944,

7,174, 18,265, 20,206; 95, 1,799, 3,397, 5,467, 7,442, 18,383, 20,780; 92, 2,138, 3,521, 5,973,

7,708, 18,504, 21,334; 90, 2,348, 3,593, 6,300, 7,868, 18,583, 21,690; Left: numerical values for

the parameters De;Db1 ;Da1 are listed in Table 11
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ligand p-MOs, rather than separate and independent ligator functions governs the

ligand field splittings. This effect was predicted by Orgel [170] and later

parameterized and included in the AOM by Ceulemans et al. [171–173] Manifesta-

tion and analysis of the effect in d–d spectra of 3d chelate complexes of Cr(III) have

been reported [174–175, 179]. The effect is most simply illustrated considering the

interaction between a transition metal (M) chelated by a bis-bidentate ligand (L-L).

We restrict to frontier HOMO–LUMO orbitals of p-type (Fig. 13). With coordinate

choice of Fig. 13 and the C2v symmetry of the complex, the dxz(b1) and dyz(b2)
orbitals are perturbed solely by the in-phase and out-of-phase ligand p-orbitals of
the same symmetry. The LF matrix Vps in this representation is diagonal (87).

eps(e
0
ps) are effective energies reflecting the overall effect of all in-phase (out-of-

phase) donor (occupied) and acceptor (empty) ligand p orbitals. With p-donor
ligands (as is usually the case) and restricting to the

db1j i db2j i

Vps ¼ eps 0

0 e0ps

� �
: (87)

HOMO, the splitting pattern of the b1 and b2 metal centered MOs is solely

governed by the ligand topology (i.e., the number of ligand atoms involved in

p-conjugate system). Thus with ligands possessing in-phase (c)[out-of-phase (w)]

b2

b2

C2

y´

x´

x

y

b1

out-of-phase
Lπ,b2

Lπ,b1

Lπ,b1

Lπ,b2

in-phase

e´πs>eπs eπs>e´πs

eπs

eπs
e´πs

e´πs

b1 

Fig. 13 Splitting of the d-orbitals dxz and dyz depending on the topology of ligand frontier orbitals,

left HOMO/LUMO out-of-phase/in-phase (out-of-phase coupling), right HOMO/LUMO in-phase/

out-of-phase (in-phase coupling); the z-axis is taken perpendicular to the chelate plane

198 M. Atanasov et al.



HOMOs, an energy splitting pattern with eps > e0ps (eps < e0ps) is derived (Fig. 13).

Accounting for the energy effect from the LUMOs does not qualitatively alter the

results; since LUMOs usually have opposite phases compared to the HOMOs, the

energetic effect they are expected to cause even increases the spitting; e.g., ligands

with HOMOs/LUMOs of c/w type would lead to positive (negative) epsðe0psÞ
parameters and therefore to an increase of the difference eps � e0ps(and vice versa).

In the general case, no simple relation between the parameters eps and e
0
ps and ligand

frontier orbital p-orbitals can be given. In the following, we will regard these

parameters as effective ones, and using representative examples we will try deduce

their values from theory and, independently, from experiment and compare the results.

6.4.1 Planar Bis-Chelate Complexes of Ni(II)

Here, we consider bis-didentate complexes Ni(Et2dtc)2 and Ni(DPM)2 representing

NiIIS4 and NiIIO4 cores and structures depicted in Fig. 14a (Et2dtc
� and DPM� are

abbreviations for N,N-diethyldithiocarbamato and 2,2,6,6-tetramethylheptane-

3,5-dionato, i.e., derivatives of the well-known dithiocarbamato (dtc) and

acetylacetonato (acac) anions). Based on the definitions given by Figs. 13 and 15,

the latter illustrating the frontier HOMO and LUMO orbitals, we can assign the two

ligands as being, correspondingly of out-of-phase and in-phase type. With two holes

in the antibonding b1g(dxy) orbital both complexes are diamagnetic (1Ag ground state,

symmetry assignments follow notations for the irreducible representations of the

idealized D2h symmetry point group). Both complexes posses center of symmetry

and week d–d absorption in the visible spectral range (Ni(Et2dtc)2 [176], Ni

(DPM)2 [177]). Focusing on Ni(Et2dtc)2, polarized d–d spectra along with vibronic

selection rules based on a b2u intensity promoting mode (implying movements of

the two entire S–S chelate rings against each other) have been used to tentatively
assign the band maxima of the d–d bands to transitions from the 1Ag ground state into
1B2g(b3g, dyz ! b1g) 17,000 cm�1, 1B1g(ag ! b1g) 15,900 cm�1, 1B3(b2g, dxz !
b1g) 19,000 cm�1, and 1B1g(ag ! b1g) 21,000 cm�1 excited states with electron

excitations as indicated (the two ag orbitals are mixtures of dz2–dx2�y2 orbitals with

the higher(lower) in energy dominated by dz2 and dx2�y2, respectively) [176].1

NEVPT2 results for multiplets with energies lower that 30,000 cm�1 are listed in

Table 14 (states at higher energy are omitted because of their overlap with S ! Ni

charge transfer states starting already with 23,000 cm�1 [176]). With exception of

the assignment of the lowest two transitions (NEVPT2 yields a reverse order for the

lowest two excited singlet states), the assignment of [176] is supported by the

NEVPT2 results. There is also a nice numerical agreement between computational

1A different assignment based on transition energies of 15,900 cm�1 (dz2 ! dxy), 16,300 (dx2�y2

! dxy), 16,400 (dxz ! dxy), and 18,100 (dyz ! dxy) (given by the extended H€uckel model) has

been proposed in [177] (however notice the energy order of dxz and dyz being the same as the one

provided by our AI data).
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Å
,
S
2
N
iS

3
,
S
4
N
iS

5
:
7
9

 ;
C
–
N
:

1
.3
4
1
Å
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Fig. 15 The HOMO and LUMO orbitals of the anionic ligands Etdtc� (left) and DPM� (DPM�

2,2,6,6-tetramethylheptane-3,5-dioanto), (right) here for the sake of simplicity plotted as truncated

propane-3,5-dionato anion

Table 14 Energies of d–d transitions (NEVPT2 results) of Ni(dtc)2 and Ni(Et2dtc)2, values

reported from d–d absorption spectraa and calculated using AILFT and best fit parameters from

Table 15

Ni(dtc)2 Ni(Et2dtc)2

NEVPT2 AILFT NEVPT2 AILFT

Exp.a
Energy Orbital populations

dxy dxz dyz dx2�y2 dz2
1Ag(1) 0 0 0 0 0.08 1.98 1.98 2.00 1.97
3B2g(1) 2,703 1,836 3,200 2,282 1.03 1.97 1.03 1.99 1.98
3B1g(1) 2,788 2,875 3,254 3,373 1.00 2.00 2.00 2.00 1.00
3B3g(1) 4,026 3,606 4,401 3,974 1.03 1.03 1.97 1.99 1.97
3B1g(2) 13,599 12,469 14,156 13,100 1.19 1.81 1.81 1.19 2.00
1B2g(1) 16,564 15,610 17,028 15,975 1.02 1.98 1.02 1.99 2.00 17,000
1B1g(1) 17,551 17,510 17,991 17,933 1.03 1.97 1.97 2.00 1.03 15,750
1B3g(1) 17,943 17,396 18,265 17,679 1.02 1.02 1.98 1.98 1.99 19,000
1B1g(2) 23,661 22,614 24,109 23,143 1.00 2.00 2.00 1.00 2.00 21,000
3B3g(2) 23,597 23,211 24,490 24,121 2.00 2.00 1.00 1.28 1.72
3B2g(2) 24,320 25,442 25,227 26,327 2.00 1.00 2.00 1.26 1.74
3Ag(1) 25,727 26,533 26,686 27,565 2.00 2.00 2.00 1.00 1.00
3B1g(3) 26,514 27,701 27,232 28,422 1.81 1.19 1.19 1.81 2.00

sb – 815 803
a[176]
bs – standard deviation AILFT – NEVPT2
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NEVPT2 and experimental data (Table 14). However, this is distinctly not the case

with results fromCASSCFwhich also predicts a wrong (3B2g) ground state. Figure 16

impressively illustrates the crucial role played by dynamic correlation neglected by

CASSCF but accounted for by NEVPT2. For Ni(Et2dtc)2 with rather covalent Ni–S

bond accounting for dynamic correlation is mandatory, yielding a good agreement

with both spectral data and correctly reproducing the diamagnetic ground state. We

also studied the effect of the ethyl substituents on the energies of the d–d transitions.

Comparison between these energies for Ni(Et2dtc)2 with those for Ni(dtc)2 complex

(Table 14) shows that d–d transitions get shifted to higher energy (~500 cm�1) from

Ni(dtc)2 to Ni(Et2dtc)2. Within the AOM, d-orbital energies can be analyzed

introducing one more parameter into the AOM expressions according to (87). With

the set of (88), the problem of overparameterization in the AOM starts to emerge;

there are five energy parameters but only four accessible energy differences. This

does not allow us to fix all five parameters

a1 : dz2j i dx2�y2

�� �
;

es � 4esd
ffiffiffi
3

p
cos bð�es þ 4esdÞffiffiffi

3
p

cos bð�es þ 4esdÞ 4epcsin
2bþ 3ðes � 4esdÞcos2b

" #
;

b3 : dyz
�� �

: 4e0pssin
2ðb=2Þ;

b2 : dxzj i : 4epscos2ðb=2Þ;
b1 : dxy

�� �
: 4epccos

2bþ 3essin
2b; (88)

Fig. 16 Importance of the inclusion of dynamic correlation when going from CASSCF to

NEVPT2 multiplet levels for the correct prediction of the spin-ground state and d–d absorption

spectra of Ni(dtc)2
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from spectra or from AI results. To reduce the number of parameters, the value of

epc describing p-bonding within the chelate plane was set to zero [178]. Least

squares fit to AI results affords parameter values listed in Table 15 and AILFT

results which reproduce well the AI data (included Table 14). An orbital occupation

analysis of the CI wavefunctions from the AILFT treatment allows one to judge the

multiconfigurational character of the various states. Typical deviations of the

occupation numbers from 0, 1, and 2 are about 2–4%. These deviations are small

but still significant for the energy. In Table 15, we compare the AOM parameters

deduced from CASSCF and NEVPT2 results for Ni(dtc)2. We conclude that

dynamic correlation introduces considerable and positive corrections to es, esd
and it turns the sign of the parameter eps from negative to positive, implying as

expected p-donor character of the S ligand. The p-type anisotropy predicted by the

Orgel concept is nicely reflected by the out-of-phase coupling parameter

(eps¼ 2,230 cm�1) exceeding largely that of the in-phase type energy (e0ps¼730 cm�1).

As usual, we verify the (slight) improvement of the parameters B and C getting

smaller when going from CASSCF to NEVPT2. Comparing NEVPT2 results

between Ni(dtc)2 and Ni(Et2dtc)2, we notice the small yet nonnegligible increase

of the parameters es and ep when replacing H by ethyl groups. Finally, AOM para-

meters from a best fit to NEVPT2 results (Table 15) compare well with values obtained

from a direct fit to spectroscopic data (es ¼ 9,030 cm�1, �eps ¼ ðeps þ e0psÞ=2 ¼
2,670 cm�1, esd ¼ 1,662 cm�1) [178].2

The polarized electronic spectrum of the diamagnetic Ni(DPM)2 displays three

d–d transitions hidden under a broad band envelope, with energies at 16,000,

18,500, 20,000 cm�1 which could only be resolved using polarized light with

Table 15 AILFT parameters (in cm�1)a and the angle b (in degree) from AI CASSCF and

NEVPT2 calculations of planar bis-chelate complexes of Ni(II) with dtc, Etdtc, acac and DPM

ligands

Parameterb Ni(dtc)2 Ni(Et2dtc)2 Ni(acac)2 Ni(DPM)2

CASSCF NEVPT2 NEVPT2 NEVPT2 NEVPT2

es 4,630 (8) 8,202 (8) 8,394 (8) 7,318 (29) 7,871 (31)

esd 1,365 (9) 1,898 (8) 1,920 (8) 1,818 (12) 1,844 (15)

epsðin� phaseÞ �112 (68) 730 (64) 838 (63) 1,454 (44) 1,798 (50)

e0psðout� of � phaseÞ 388 (32) 2,230 (36) 2,338 (37) 630 (30) 1,044 (36)

B 1,197 (3) 992 (4) 995 (4) 1,103 (2) 1,078 (2)

C 4,205 (12) 3,638 (16) 3,589 (16) 3,931 (9) 3,872 (10)

b 79.0 79.0 79.0 96.0 94.5
aStandard deviations for the parameters are given in parenthesis
bThe parameter epc for in-plane Ni–ligand bonds was set to 0 for Ni(dtc)2 and Ni(Etdtc)2 and epc/
eops ¼ 0.6, eops ¼ ðeps þ e0psÞ=2, in the case of Ni(acac)2 and Ni(DPM)2

2 Because of a different choice of coordinate axes and different definitions, parameters ssd and epc
in the given reference should be compared with 4esd and ðeps þ e

0
psÞ=2 calculated with the values in

Table 15. Because no distinction between eps and e
0
pswas possible at that time, comparison with the

average of these parameters of Table 15 and the cited values is only possible.
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intensities in the y and/or z, x and x directions, respectively (see Fig. 14a for axes

definitions) [177]. With a center of symmetry, intensity of d–d transitions is

borrowed by mixing with charge transfer states via off-centric vibrations. Assuming

(in analogy to Ni(Et2dtc)2 vide supra) an intensity promoting mode of b2u symme-

try, the three bands are assigned to 1B3g(b2g, dxz ! b1g) (z),
1B1g(ag ! b1g), and

1B1g(ag ! b1g), respectively, [1B2g(b2g, dyz ! b1g) remains forbidden by this

mechanism and is possibly hidden under the absorption to the first d–d transition].

NEVPT2 results (Table 16) lend support of this assignment yielding also a good

agreement with the experimental energies. NEVPT2 results yield the 1B3g state at

15,373 with 1B2g at 1,000 cm�1 higher energy, implying an orbital energy order

dxz > dyz. With the value of the bite angle b ¼ 94.5


and neglecting p-bonding

anisotropy, an opposite order is expected ((84), eps ¼ e0ps > 0). This is a clear

manifestation of DPM functioning as a in-phase coupling ligand (see Fig. 15)

yielding a positive E(1B2g) � E(1B3g) energy contribution (¼2(eps � e0ps) for

b ¼ 90


), overcompensating by far the effect of the geometry (b ¼ 94.5



, E

(1B2g) � E(1B3g) < 0). In Table 16, results for Ni(DPM)2 are compared with

those for Ni(acac)2 illustrating the effect of the replacement of the tertiary butyl

Table 16 Energies of d–d transitions (NEVPT2 results) of Ni(acac)2 and Ni(DPM)2, values

reported from d–d absorption spectraa and calculated using AILFT and best fit parameters listed

in Table 15

Ni(acac)2 Ni(DPM)2

NEVPT2 AILFT NEVPT2 AILFT

Exp.a
Energy Orbital populations

dxy dxz dyz dx2�y2 dz2
1Ag(1) 0 733 0 0 0.09 1.97 1.97 2.00 1.96
3B3g(1) 741 0 1,159 582 1.04 1.04 1.96 1.99 1.98
3B1g(1) 338 558 1,294 1,390 1.00 2.00 2.00 2.00 1.00
3B2g(1) 1,676 1,117 2,300 1,569 1.04 1.96 1.04 1.99 1.97
3B1g(2) 7,175 8,128 7,706 8,543 1.17 1.83 1.83 1.17 2.00
1B3g(1) 15,862 15,082 16,367 15,372 1.03 1.03 1.97 1.98 1.99 16,000
1B2g(1) 16,835 16,205 17,096 16,360 1.04 1.96 1.04 1.97 1.99 –
1B1g(1) 16,382 16,501 17,431 17,068 1.03 1.97 1.97 2.00 1.03 18,500
1B1g(2) 18,410 19,227 18,901 19,175 1.00 2.00 2.00 1.00 2.00 20,000
3B2g(2) 18,270 17,803 19,483 19,244 2.00 1.00 2.00 1.19 1.81
3B3g(2) 18,921 19,029 19,989 20,409 2.00 2.00 1.00 1.19 1.81
3Ag(1) 18,954 19,825 20,294 21,482 2.00 2.00 2.00 1.00 1.00
3B1g(3) 25,638 24,896 26,710 25,932 1.83 1.17 1.17 1.83 2.00
1Ag(2) 32,921 32,411 34,106 33,717 2.00 1.30 1.61 1.52 1.56
1Ag(3) 33,792 34,788 34,829 35,774 1.99 1.93 1.79 0.49 1.81
3B2g(3) 33,780 33,800 34,867 35,227 1.96 1.04 1.96 1.82 1.22
3B3g(3) 35,119 34,905 36,506 36,111 1.97 1.97 1.03 1.82 1.21

sb – 630 656
a[177]
bs – standard deviation AILFT – NEVPT2
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with methyl substituents. From Ni(DPM)2 to Ni(acac)2
3, d–d transitions shift by

200–1,000 to lower energies, reflecting the effect of the bulkier substituent which

increase the donor character of the oxygen ligators. The parameterization of (88),

with eops=epc ¼ 0:6, eops ¼ ðeps þ e0psÞ=2, following [174], was used to reproduce the
NEVPT2 energies (see Table 16 for AILFT results and standard deviations) yield-

ing also LF parameters (Table 15). AOM parameter values implying s and p donor

character, similar to Ni(Et2dtc)2 but with eps > e0ps reflecting the in-phase out-

of-plane p-character of DPM� are obtained. The increase of the Lewis basicity

when going from Ni(acac)2 to Ni(DPM)2 both in s and the out-of-plane p-functions
of the ligands become now quantified by the best fit values of es and the parameters

epsand e0ps, respectively.
Finally, ligand field parameters adjusted to correlated electronic structure

results provide a way to define an orbital energy functional. As illustrated in

Fig. 17, orbital energies calculated from AOM parameters calibrated to NEVPT2

results yields results which differ completely from ones obtained using SA-

CASSCF4 calculations. The obvious reason is dynamic correlation, which different

to any set orbitals provided by quantum chemistry, becomes embodied in one-

electron quantities such d-like ligand field orbitals (cf. (82)). Unfortunately, such

type of energy functional is not uniquely defined but depends on the adopted LF

Fig. 17 NEVPT2-based AILFT d-orbital levels schemes in comparison with those from SA-

CASSCF for Ni(dtc)2 and Ni(acac)2 reflecting the Orgel effect with dyz > dxz for out-of-phase

(dtc�) and the dxz > dyz in-phase (acac
�); the energy of dz2 was taken as the energy reference

3 In solid Ni(acac)2, three Ni(acac)2 moieties assemble to a trimer yielding sixfold coordination

around each of three NiII centers (see [198]). Because of the bulky tert-butyl substituents in solid Ni
(DPM)2 [199] this does not occur, resulting in a crystal build up from discrete Ni(DPM)2 units.
4 Not unexpectedly, orbital energies from SA-CASSCF calculations are very close to ones

obtained using AILFT and AOM parameters adjusted to CASSCF results.
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parameterization scheme. In Fig. 17, we compare results for Ni(dtc)2 and Ni(acac)2.

In both complexes, results are affected by dynamic correlations to the same extent

leading to an overall increase of ligand field splittings and changing dramatically

the orbital energy sequence. However, we pleasingly find that irrespective of the

level of approximation, the energy order of b2(dxz) and b3(dyz) strictly follows the

one predicted by the Orgel concept [170].

6.4.2 Tris-Acetylacetonate Complexes of Cr(III) and Mn(III)

The intrinsic p-bonding anisotropy of the acetylacetonate ligand finds intriguing

manifestations in the spectra and magnetic behavior of paramagnetic Cr(acac)3 and

Mn(acac)3 complexes. The first complex is almost trigonal with b angles of the

three Cr(acac) moieties close to 90
(Fig. 14b). This implies a local geometry of the

CrO6 core close to octahedral. However, as we have shown, the symmetry imposed

on Ni(acac)2 by the p-electron system of acac is D2h rather than D4h even when the

b angle in each of the two M(acac) fragments is 90
. For Ni(acac)2, this D4h ! D2h

symmetry lowering causes a splitting of the 1Eg(dxz, dyz) excited state into
1B2g and

1B3g. In trigonal Cr(acac)3 (D3 symmetry), the three in-phase coupled functions

[Fig. 13 (right)] give rise to species of e and a2 symmetry. From these only the

e-combination interacts with the Cr part of the same symmetry (e(D3) from t2(Oh));

the a1 component of the t2-orbital has no counterpart from the ligand and thus

remains nonbonding in this approximation. This leads to a splitting of the Oh t2g
orbital in D3 into a1 < e, [Dt2 ¼ 3=2ð Þðeps � e0psÞ] and to a corresponding splitting

of the 4A2 ! 4T2 octahedral spin-allowed transition (10Dq) (D(4A2 ! 4T2)

¼ (3/4)(eps � e0ps), CI neglected). The polarized electronic absorption spectrum

of Cr(acac)3 shows one band with maximum at 18,100 cm�1 and one shoulder

under the charge transfer band of raising intensity with maximum (deduced upon

deconvolution) at 22,700 cm�1. Using polarized light, two transitions have been

assigned on the basis of their polarizations (parallel (z) and perpendicular (x, y) to
C3 axis) to the band maxima at 17,700 cm�1 (4A2 ! 4A1) and 18,500 (

4A2 ! 4E),

respectively [174]. High-resolution polarized emission spectra of Cr3+-doped Ga

(acac)3 allowed further to resolve the 4A2 ground state splitting (2|D| ¼
1.1–1.2 cm�1) and analysis of the intensity have shown that D is negative

[E(Ms ¼ �3/2) < E(Ms ¼ �1/2)] [175]. The lowest excited emitting state 2E

state was experimentally located at 12,940 cm�1. CASSCF and NEVPT2 results

for a selected set of low-lying multiplets are listed in Table 17. While the sign of the

splitting of the 4A2 ! 4T2 10Dq transition,
4A1[

4T2] <
4E[4T2], is well reproduced

by the AI results, its magnitude (800 cm�1) is underestimated by a factor of 2–3 by

both CASSCF (264 cm�1) and NEVPT2 (381 cm�1). Similar CASSCF results

(320 cm�1) have been reported previously [180]. However, with 1,320 cm�1

reported in [180], dynamic correlation given by CASPT2 was found to overestimate

this difference. Results from a previous LFDFT work (included in Table 17) are

similar to the NEVPT2 with the only difference of placing the two 4A2 ! 4T2

transitions by �4,000 cm�1 higher in energy than experiment [181]. We have been
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able to reproduce consistently both the CASSCF and NEVPT2 results (Table 17)

with AILFT and best fit parameters listed in Table 18. Based on earlier

considerations, perturbations from the out-of-phase p-orbitals of acac have been

neglected (e0ps ¼ 0) and, further, using overlap considerations the ratio epc/eps has
been fixed at 0.6 [174]. Comparison between CASSCF and NEVPT2 results shows

that dynamic correlation contributes to an essential increase of the parameter

es (from 5,887 to 6,983 cm�1), the NEVPT2 value comparing well with the one

that results from a direct fit to experimental results (es ¼ 7,292 cm�1 [174]).

However, reported values eps (B), 1,400–2,000 (500 cm�1) [174] show that

NEVPT2 underestimates(overestimates) the corresponding energy effects.

Table 17 AI and AILFT 3d3 multiplet energies (in cm�1) of Cr(acac)3 and values deduced from

the polarized absorption and emission spectra in high resolutiona

D3 [O] CASSCF CASSC-AILFTb NEVPT2 NEVPT2-AILFTb Exp.c,d

4A2(1)[
4A2] 0 0 0 0 0 (E3/2) 1.2 (E1/2)

4A1[
4T2] 16,340 16,224 18,826 18,686 [21,306] 17,700

4E(1)[4T2] 16,604 16,590 19,207 19,806 [22,655] 18,500
4E(2)[4T1(1)] 25,142 25,535 27,159 27,149 [28,748] 22,700
4A2(1)[

4T1(1)] 25,870 24,903 27,823 26,543 [26,742] –
4A2(2)[

4T1(2)] 38,629 39,291 40,181 41,674 –
4E(3)[4T1(2)] 40,327 39,837 42,265 42,356 –
2E(1)[2E(1)] 19,152 19,040 17,797 17,706 13,200 (E1/2)

12,940 (E3/2)
2A2(1)[

2T1(1)] 19,962 20,125 18,717 18,497 –
2E(2)[2T1(1)] 20,246 20,057 18,956 18,443 –
2E(3)[2T2(1)] 27,608 27,787 25,163 26,547 –
2A1(1)[

2T2(1)] 28,186 27,618 25,967 26,378 –
2A1(2)[

2A1] 32,384 32,461 33,757 34,002 –
2A1(3)[

2T2(2)] 35,011 35,366 36,544 36,368 –
2E(3)[2T2(2)] 35,402 35,481 37,096 36,461 –
2E(4)[2T1(2)] 36,154 36,314 37,352 37,059 –
2A2(2)[

2T1(2)] 36,537 36,517 37,955 37,229 –

s – 385 681 –
aResults from a previous LFDFT study are listed in square brackets [181]
bLigand-field parameters from a best fit of AILFT are listed in Table 18
c[174]
d[175]

Table 18 AILFT parametersa (in cm�1) deduced from fits to CASSCF and NEVPT2 calculations

of Cr(acac)3 and Mn(acac)3

Cr(acac)3 Mn(acac)3

AILFT-CASSCF AILFT-NEVPT2 AILFT-CASSCF AILFT-NEVPT2

es 5,887 � 14 6,983 � 14 5,402 � 10 6,408 � 10

eps 536 � 26 583 � 22 990 � 15 1,194 � 14

B 1,035 � 3 810 � 3 785 � 8 829 � 7

C 3,949 � 6 3,935 � 6 4,894 � 11 4,544 � 10
aepc=eps ¼ 0:60; e0ps ¼ 0; Deps ¼ eps; e

o
ps ¼ eps=2 [174]

A Modern First-Principles View on Ligand Field Theory 207



Fine structure effects in Cr(acac)3 have been long time a challenge for both LF and

AI theory [180]. In Table 19 (second column), we include the sublevels split by SOC of

the 4A2(t2g
3) ground state and the 2E(t2g

3) spin–flip excited states as given by the

NEVPT2 results. Using these data, ground state ZFS parameters are listed in Table 20.

While the negative sign of the ground state splitting 2D is well reproduced, its value

2D ¼ �0.63 cm�1 is about half the one observed experimentally. Direct SSC yields an

essential contribution (�0.15 cm�1) to the total 2D ¼ �0.75 cm�1. The latter value has

been calculated introducing SSC at the same time as the SOC into the CI procedure (see

Sect. 3.2). Otherwise, as it emerges from the results (Table 20), the two contributions –

from SOC (2DSOC ¼ �0.63 cm�1) and SSC (2DSS ¼ �0.15 cm�1) – are not additive,

having different orientations than the complete 2D tensor (�0.75 cm�1). However, even

with SSC included comparison with the experimental (�1.2 cm�1) 2D is not perfect.

A reason is that the absolute positions of the doublet states are still by 4,000–5,000 cm�1

overestimated by NEVPT2 (see result for 2E in Table 17). It has been shown [180] that

the ground state splitting arises mainly from its interaction with the components of 4T2

and 2T2 excited states, both states contributing approximately to the same extent to this

splitting. Turning now to the AILFT calculation of 2D and utilizing parameters from

Table 18 and a SOC energy z ¼ 294 cm�1 (adjusted to the relativistic AI results,

Table 19), one realize that LF is not able to reproduce 2D (a negligibly small value of

2D ¼ �0.04 cm�1 results). It has been suggested that anisotropic SOC (relativistic

nephelauxetic effect) between the t2g–eg is responsible for the rather large experimental

value of 2D ¼ �1.2 cm�1 [175, 179]. In support of this, introducing differential

reduction factors kxy ¼ 0.864, kz ¼ 0.409 to account for such effect (Table 19, column

Table 19 Sublevels of the 4A2 ground state and of the
2E spin–flip octahedral excited state split by

spin–orbit coupling from NEVPT2 calculations and their AILFT equivalents adopting a model of

anisotropic spin–orbit couplinga (A) and their shifts by reduction of the values of B and C from

those of a NEVPT2 treatment to effective values b deduced from high-resolute d–d absorption and

emission spectra of Cr(acaca)3
c (B)

D�
3(D3) [O] NEVPT2 (A) (B) Exp.

E3/2(
4A2)[

4A2] 0.0 0.0 0.0 0

E1/2 (
4A2)[

4A2] 0.63 0.23 0.66 1.2b/c

E3/2(
2E)[2E] 17,711 17,631 13,989 12,940d

E1/2(
2E)[2E] 17,737 17,657 14,012 –

akxy ¼ 0.864; kz ¼ 0.409, z ¼ 294 cm�1

bB ¼ 810 ! 500 cm�1; C ¼ 3,935 ! 3,400 cm�1

c[195–197]
d[175]

Table 20 AI zero-field splitting tensor parameters for Cr(acac)3 and Mn(acac)3

Cr(acac)3 Exp. Mn(acac)3 Exp.a

CASSCF

SOC + SSC(SOC)

NEVPT2

SOC + SSC(SOC)

CASSCF

SOC + SSC (SOC)

NEVPT2

SOC + SSC (SOC)

D �0.38 (�0.30) �0.36 (�0.29) �0.60 �4.20 (�3.86) �4.32 (�3.84) �4.52

E – – – �0.43 (�0.38) �0.49 (�0.44) �0.25
a[182]
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A) and further shifting the doublet excited states downwards in energy (controlled by a

reduction of B, Table 19, column B) improves the result against experiment. However,

even so, agreement with experiment is far from being perfect. NEVPT2 results also

reproduce the sign of 2E splitting (E3/2 < E1/2, Table 19) however again, not its

magnitude [E(E1/2) � E(E3/2) ¼ 220–290 cm�1 [175]].

Mn(acac)3 is a high-spin d
4 complexwhich, in difference to Cr(acac)3, possess one

extra electron on the eg orbital. The Jahn–Teller active
5E ground state is unstable and

distorts leading to a tetragonally elongated octahedron with two long (axial,

Rax ¼ 2.113 � 0.001 Å) and four short (equatorial, Req ¼ 1.949 � 0.020 Å) Mn–O

bonds (Fig. 14b, right). High-precisionmeasurements have lead to the ZFS tensor with

valuesD ¼ �4.52 cm�1 and E/D ¼ 0.05 cm�1 [182]. Three d–d bands in the absorp-

tion spectrum ofMn(acac)3 with bandmaxima at 9,250, 17,900, and 21,500 cm�1 have

been reported and assigned to transitions from the 5B1g(b2g
1eg

2a1g
1) ground state into

the 5A1g(a1g ! b1g),
5B2g(b2g ! b1g), and

5Eg(eg ! b1g) excited states, where sym-

metry has been approximated as D4h [182]. However, in a strict sense, the interplay

between Jahn–Teller coupling (due to MnIII(d4), leading to D4h symmetry) and the p-
electron orbital phase coupling (due to acac, imposing D3 symmetry) makes the

symmetry very low (C1) to preclude any neat ligand field analysis based on symmetry

arguments. These experimental observations have been subject to a deep AI analysis

[48] which the reader can refer. In Table 21, we present energies for the lowest

transitions from CASSCF and NEVPT2 calculations, where because of the low

symmetry and in order to avoid ambiguity, term notations for the parentOh symmetry

were given. It follows from Table 21 that the AI methods yield consistent set of

excitation energies which agree within 1,000–2,000 cm�1 with the experimental

values. In particular, agreement of theoretical values with the first spin-allowed

transition (9,250 cm�1), the 5E(Oh) ground state Jahn–Teller splitting becomes better

when including dynamic correlation (NEVPT2, cf. Table 21). Along the same lines and

as expected, the energy of the spin–flip 5E ! 3T1 transitions shift by 3,500 cm�1 to

lower energies from CASSCF to NEVPT2. The latter results are also comparable in

quality with those resulting from more sophisticated treatments, such as SORCI and

DDCI2 [48].

Table 21 Energies of quintet states and the lowest excited triplet state (parent octahedral term

notations) of Mn(acac)3 calculated using SA-CASSCF and NEVPT2 and reproduced using AILFT

and reported from optical d–d absorption spectra

O CASSCF CASSC-AILFTa NEVPT2 NEVPT2-AILFTa Exp.b

5E 0 0 0 0 0
5E 6,658 5,080 7,423 6,025 9,520
5T2 16,057 16,252 19,202 19,219 17,900
5T2 17,429 16,586 20,690 19,623 21,500
5T2 17,833 17,985 21,290 21,308 21,500
3T1 14,982 14,027 11,526 10,450 –
3T1 15,220 15,436 11,850 12,171 –
3T1 16,034 15,553 12,981 12,349 –

s 615 – 692 –
aLigand-field parameters from a best fit of AILFT are listed in Table 18
bExperimental values are taken from Krzystek et al. [182]
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As reflected by the energies 5T2 and
3T1 octahedral parent terms (Table 21) each

splitting into three nondegenerate components, the symmetry of Mn(acac)3 is very

low and only coarsely described as D4h. Even so, with the energy splitting patterns

given by 16,057 and 17,631 � 202 [for 5T2(Oh) ! 5B2(D4h) and 5E(D4h)] and

15,101 � 119 cm�1 and 16,034 cm�1 [for 3T1 ! 3E(D4h) and
3A2(D4h)] – CASSCF

and 19,202, 20,990 � 300 cm�1 and 11,688 � 162, 12,981 – NEVPT2, respectively,

the dominant axial component of the ligand field (D4h) is clearly discernible being

superimposed by a much smaller low-symmetry component. Not unexpectedly,

Jahn–Teller coupling being a stronger s-effect (tolerating D4h) dominates over the

acac-phase coupling being a weaker p-effect (tolerating D3 symmetry). Under the

combined action of SOC and low symmetry, the 5A(C1) ground state of Mn(acac)3
splits into five sublevels with the lowest taken as reference (energy 0) and four excited

states at 0.140 [0.171], 10.026 [10.778], 12.295 [13.364], 14.956 [16.183] –CASSCF

[NEVPT2]. Solutions of the spin-Hamiltonian problem for S ¼ 2 (89) from [183] (90)

have been used to extract D and E from the given eigenvalues.

Ĥeff
ZFS ¼ D Ŝ2z �

SðSþ 1Þ
3

� �
þ EðŜ2x � Ŝ2yÞ; (89)

2sj i ¼ aþ
þ2j i þ �2j iffiffiffi

2
p þ a� 0j i E2s ¼ signðDÞ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 3E2

p
;

2aj i ¼ ð þ2j i � �2j iÞ=
ffiffiffi
2

p
E2a ¼ 2D;

1sj i ¼ þ1j i þ �1j iffiffiffi
2

p E1s ¼ �Dþ 3E; (90)

1aj i ¼ þ1j i � �1j iffiffiffi
2

p E1a ¼ �D� 3E;

00j i ¼ a�
þ2j i þ �2j iffiffiffi

2
p � aþ 0j i E00 ¼ �signðDÞ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 3E2

p
;

where

a� ¼ 1ffiffiffi
2

p 1� Dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ 3E2

p
� �1

2

(91)

Thus, using the eigenvalues resulting from the diagonalization of the SOC-CI

matrix, D and E can be determined as

D ¼ � 1

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 � 4

3
d2

r
; (92)

E ¼ d
6
;
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with D ¼ jE00 � E2sj and d ¼ jE1s � E1aj; the sign of D is negative if E00 > E2s and

positive if E00 < E2s which immediately follows inspecting the eigenfunctions of

the SOC-CI matrix. Further by convention signðEÞ ¼ signðDÞ and 0 < E=D < 1=3.
If E=D ¼ 1=3, the sign ofD is indeterminate. In determiningD and E using (92), we

ignore quadratic term of the ZFS Hamiltonian. However, for Mn(acac)3 such terms

are of the order of 0.1 cm�1 and thus can be neglected. In Table 20, computedD and

E values compare well with those reported experimentally. In difference to the term

energies themselves (Table 6), D and E turn out to be not sensitive to dynamic

correlation, but undergo a significant improvement (in particular, D) when account-
ing SSC. Analysis from a previous work [48] shows that mixing with 3T1(62%)

rather than 5T2(32%) dominates the magnitude of D.
Finally, using AILFT, we have fitted CASSCF and NEVPT2 results (Table 21)

utilizing the LF model for Cr(acac)3 where in addition a 1/R6 dependence of the

AOM parameters on distance has been allowed. Best fit parameters (Table 18)

have been used to consistently reproduce the AI data from Table 21. AOM

parameters compare well with the corresponding Cr(III) showing at the same

time coupling between the 3d and ps orbitals for Mn(III) being about twice larger

than those for Cr(III). We are now also in a position to analyze the contributions of

the Jahn–Teller distortions and of the p-anisotropy on D and E. Technically this is

possible by excluding one effect or the other using proper manipulations of the LF

parameters. Thus, taking simply reference AOM parameters from Table 18

(pertaining to an average Mn–O distance of 2.004 Å) and not accounting for

their variation with the distance, the sole effect of the ps-anisotropy is studied.

Alternatively, assuming isotropic eps ¼ e0ps parameters but allowing for the alter-

ation of the Mn–O bond lengths, the net effect of Jahn–Teller distortion is studied.

Result from these analysis are collected in Table 22. From these results, we infer

that the two effects provide competitive but strongly nonadditive effects in D and

E. Thus, switching from one effect to the other, while not changing the values of D
and E dramatically leads to a rotation of the ZFS tensor from the tetragonal (D4h,

Jahn–Teller regime) to the trigonal direction (D3, ps-anisotropy). Unfortunately,
no single crystal measurements were made to experimentally locate the axes of the

magnetic anisotropy. Based on a preliminary results, we predict that D and E will

predominantly follow the anisotropy axis due to the stronger Jahn–Teller interac-

tion (vide supra).

Table 22 AILFT analysis of the contributions to D(SOC) (in cm�1) of Mn(acac)3 from aniso-

tropic p-bonding (phase coupling) and Jahn–Teller (JT) distortions

NEVPT2

(SOC)

AILFT-NEVPT2 (SOC)

p-anisotropy + JT-

distortions

JT-distortions (ease

axis || C4)

p-anisotropy (ease axis
|| C3)

D �3.84 �3.93 �3.74 �5.00

E �0.44 �0.55 �0.52 �0.63
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6.5 Unusual Spin-States: Square Planar Paramagnetic
NiII Complexes

Due to the large destabilization of the antibonding dx2�y2 orbital, square planar

complexes of NiII invariably possess a low-spin ground states and are therefore

diamagnetic. In Sect. 6.4.1, we considered such examples with two bis-bidentate

complexes of NiII, where it was shown that dynamic correlation brought in by the

NEVPT2 leads to a low spin ground state. But are planar complexes of NiII always

diamagnetic? Results in Table 14 (see also Fig. 16) for Ni(Et2dtc)2 show that the
3B2g�1Ag energy difference is only 3,200 cm

�1 and gets even smaller (by 500 cm�1)

when going from the more to the less donating ligands Et2dtc ! dtc.

As follows from the dependence of the energies of the in-plane dxy (dx2�y2) orbitals

(3essin
2b and 3escos

2b, respectively, see (88)) on the geometry, the low-lying triplet

excited state can be qualitatively ascribed to the small chelate bite angle b ¼ 79


deviating significantly from the direction of maximal metal–ligand s(p) overlap

(b ¼ 90
) an thus narrowing the dxy�dx2�y2 HOMO–LUMO gap. One can imagine

that further lowering of this angle will lead to switching from a singlet to a triplet

ground state. This is exactly what takes place in the planar bis-chelate complex Ni

[(tBu2)PON(iPr)2]2 ([(tBu2)PON(iPr)2] is themonoanionP,P-di-tert-butylphosphinic-
N-isopropyl-amidato-N,O) with an even smaller value of the angle b ¼ 74.2
 (Fig. 18)
[184]. CASSCF andNEVPT2 values formultiplet energies of the complex are listed in

Table 23 with the result that both the CASSCF and NEVPT2 now correctly reproduce

Fig. 18 The paramagnetic planar bis-chelate Ni[tBu2PON(iPr)]2; geometry from experimentally

reported structure: Ni–O 2.103 Å, Ni–N 1.903 Å, P–O 1.516 Å, P–N 1.604 Å, ONiN bite angle b
74.2



, NiOP 89.6



, OPN 101.7
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the spin ground state. However, it is only the NEVPT2 method which yields transition

energies comparing well with the two reported d–d bands (7,300 and 17,300 cm�1)

[185]. In Table 23, we also include AILFT energies calculated with parameters

obtained from a least squares fit to the NEVPT2 data (Table 24). When modeling the

AI data and to avoid overparameterization common parameters, AOM parameters for

the O and N donor atoms have been used. From best fit values (Table 24), we infer

that the geometry is not the only cause for the stabilization of a triplet ground state.

Apparently, the relatively low bonding strength of s-type reflected by the relatively

small value of es (in comparison with Table 15) contributes to the inverted order

placing the 1Ag state by 6,000 above the triplet. Responsible for thismight be the rather

high electron withdrawing (contrapolarizing) phosphine lowering the donor character

of the directly attachedN andO ligating atoms (for a detailed discussion of such effects

and their spectroscopicmanifestations see [186]). The analysis of this issuewas subject

to controversy which is not completely resolved yet [185, 187, 188].

Table 23 CASSCF and NEVPT2 energies (in cm�1) of d–d transitions of the planar paramagnetic

Ni[(tBu2)PON(iPr)]2 and their values reported from d–d absorption spectraa and calculated using

AILFT-NEVPT2 and best fit parameters given in Table 24

CASSCF NEVPT2 AILFT(NEVPT2) Expa

State energyb Orbital occupations

dxy dxz dyz dx2�y2 dz2
3B3(1) 0 0 0 1.04 1.04 1.96 1.99 1.97
3B2(1) 976 2,140 1,901 (�238) 1.06 1.94 1.06 1.98 1.96
3B1(1) 1,578 2,899 2,356 (�542) 1.00 2.00 2.00 2.00 1.00
1A(1) 10,725 6,236 6,597 (361) 0.15 1.94 1.96 2.00 1.94
3B1(2) 5,980 8,181 7,926 (�254) 1.35 1.65 1.65 1.36 2.00 7,300
3B2(2) 9,168 13,257 13,779 (522) 2.00 1.00 2.00 1.19 1.81
1B3(1) 17,134 15,030 15,217 (187) 1.04 1.04 1.96 1.97 1.99 –
3B3(2) 10,648 15,641 15,276 (�364) 2.00 2.00 1.00 1.21 1.79 17,300
3A(1) 11,090 16,493 17,117 (624) 2.00 2.00 2.00 1.00 1.00
1B2(1) 18,370 17,395 17,177 (�218) 1.07 1.93 1.07 1.95 1.99
1B1(1) 18,445 17,667 18,072 (405) 1.07 1.93 1.93 1.98 1.09
3B1(3) 21,113 21,170 20,805 (�364) 1.65 1.35 1.35 1.65 2.00
1B1(2) 21,877 21,447 21,020 (�427) 1.00 2.00 2.00 1.02 1.98
3B2(3) 27,289 27,776 28,226 (450) 1.94 1.06 1.94 1.83 1.23
1A(2) 26,520 28,675 28,328 (�347) 2.00 1.04 1.53 1.70 1.73

sc 399
a[184, 185]
bDifferences between NEVPT2 and AILFT values are enclosed in parenthesis
cs – standard deviation AILFT – NEVPT2

Table 24 Best fit parameters (in cm�1) deduced from d–d transitions of the planar paramagnetic

Ni[(tBu2)PON(iPr)]2 calculated using NEVPT2

es esd eps epc B C

6,344 � 17 1,369 � 7 1,979 � 22 790 � 15 1,026 � 2 4,261 � 10
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7 Conclusions and Outlook

Calculation of spectroscopic and magnetic properties of complexes with open d

shells from first principles is still a rather rapidly developing field. In this review,

we have outlined the basic principles for the calculations of these properties within

the framework of the complete active space self-consistent field (CASSCF) and the

NEVPT2 serving as a basis for their implementation in ORCA. Furthermore, we

provided a link between AI results and LFT using various parameterization

schemes. More specifically, we used effective Hamiltonian theory describing a

recipe allowing one to relate AI multiplet theory with LFT on a 1:1 matrix elements

basis.

Using a recently developed AI-based ligand field approach (AILFT), AI results

on selected spectroscopically and magnetically well-characterized octahedral

CrX6
3� and tetrahedral CrX4, (X ¼ F, Cl, Br, I) complexes have been mapped

onto LFT giving first access to ligand field parameters from first principles; values

of 10Dq and the angular overlap parameters for s- and p-metal 3d–ligand

interactions (es and ep) computed in such a way are found to compare well with

their counterparts deduced experimentally from the interpretation of d–d spectra.

The expected variations of these parameters embodied in the well-known orderings

of the ligands according to the increase of their 10Dq values (the spectrochemical

series) and two-dimensional maps accounting for the ligand s and p functions

toward the metal 3d-orbitals (quantified by the parameters es and ep) are well

reproduced and thus justified by AI theory. In addition, the reduction of the

parameters of d–d interelectronic repulsion B and C reduced by metal–ligand

covalence with respect to their values for a free atom or ion (the nephelauxetic

series) could be reproduced from a fit of these parameters to AI data, more

specifically to NEVPT2. Being able to reproduce the AI data for all multiplets of

a given dn-complex using only three to four parameters, we can conclude from these

studies that the CASSCF and NEVPT2 AI methods and classical LFT are remark-

ably well compatible. This opens a perspective for applications in two directions:

(1) Interpretations and analysis of AI results using LFT in the way the later has

been used for years for the interpretation of experimental data. To recover the

ligand field picture from AI data is truly useful in the interpretation of both

experiments and correlated AI calculations. This is important because other-

wise correlated AI calculations are often difficult to interpret in simple chemi-

cal terms.

(2) Comparing parameters from a AI results with such from highly resolved

spectroscopic data is rather stimulating for the validation and further

improvements (developments) of wavefunctions based methods.

In the second part of this review, we have focused on systems which can be

treated equally well by AI theory as Werner type complexes, but for which classical

LFT breaks down or at least needs to be extended. These are systems with orbitally

degenerate ground states such as tetrahedral CuCl4
2�(d9, 2T2) and NiCl4

2�(d8, 3T1).
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The Jahn–Teller effect and the implied geometrical distortions and symmetry

breaking from Td to D2d and further to D4h (for CuCl4
2�) leads to a significant

mixing between the dz2 and 4s (D2d, D4h) and between dyz,xz,xy and 4px,y,z (Td, D2d)

orbitals. Using AI results as numeric experimental data base, we were able to

quantify these effects demonstrating again the striking compatibility between the

AI results and the angular overlap parameterization of the ligand field when

accounting additionally for the effects of 4s–3d and 4p–3d mixing in terms of

two additional parameters eds and edp. Surprisingly enough, it has been proven that

for any given parameterization scheme the values of the ligand field parameters are

uniquely determined from the AI data through the solution of a linear equation

system. Furthermore, parameter transferability could be demonstrated by theory

(allowing for various geometries using the same complex) and by experimental

structural and spectroscopic data.

The basic assumptions of LFT are violated if ligand donor atoms are parts of a

complex ligand with a p-conjugated system. Here, contributions to the ligand field

from metal–ligand p-interactions cannot be considered as additive. These terms

depend on the ligand topology and can lead to specific level splittings in complexes

with partly filled t2g shells. It has been recognized as early as in 1961 by L. Orgel that
orbital-phase coupling in conjugated p-systems could be responsible for the spectra

and magnetism of complexes involving such ligands, as was found in Ti(bipy)3
(bipy ¼ 1,10-bipyridyl) and V(bipy)3

+ (both complexes are d4) being low and high

spin, respectively. To reconcile these effects with the basic formalism of LFT, an

extension of the latter has been proposed, again at the expense of one additional

parameter. NEVPT2 calculations on bis-chelate complexes of NiII with the bidentate

ligands bis-ethyl dithiocarbamate (Et2dtc
�) and DMP� 2,2,6, 6-tetramethylheptane-

3,5-dionato have been employed assigning these ligands to the out-of-phase and in-

phase coupling type, respectively. Excellent agreement between calculated and

experimentally reported energies and orderings of the d–d transitions (from polarized

spectra) lends further support of the phase coupling concept.

By comparing the CASSCF to NEVPT2 calculations, it was consistently found

that introducing dynamic correlation leads to an essential lowering of the

parameters of interelectronic repulsion B and C in all considered systems. This is

physically sensible of course, as dynamic correlation reduces the interelectronic

repulsion energy that is necessarily overestimated by mean-field approaches. For Ni

(Et2dtc)2 and Ni(DPM)2, this has the important consequence that the CASSCF

ground state is a triplet, while the NEVPT2 one is a singlet (which is also the

experimental finding). However being only 2,000–3,000 cm�1 above the ground

state, excited triplet states are close lying. We interpret this result (similar to [187])

as originating from the very acute value of the SNiS bite angle b (only 79


). It

lowers the metal ligand s overlap and thus reduces (increases) the energies of the

empty dxy (doubly occupied dx2�y2) orbitals thus lowering the HOMO–LUMO gap.

One can imagine that further lowering of b will lead to a switch to a triplet ground

state. This is exactly what happens in Ni[(tBu2)PON(iPr)]2 – a planar paramagnetic

NiII complex (b ¼ 74


). NEVPT2 results nicely reproduce the triplet ground state

and the d–d transitions reported experimentally by other authors [185, 187, 188].
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p-Type anisotropy and in-phase coupling in a Cr(acac)3 complex have been

found to be responsible for both the trigonal splitting of the 4A2 ! 4T2 band

revealed by the polarized absorption and the large and negative zero-field splitting

(2D ¼ �1.2 cm�1) of the 4A2 ground state [E(�3/2) < E(�1/2)]. This is largely

supported by NEVPT2 calculations yielding ligand field parameters in good agree-

ment with ones obtained by a fit to polarized absorption and emission spectra and

optically detected excited state Zeeman splittings (ODMR). An exciting case where

Jahn–Teller and orbital-phase couplings interfere is illustrated using Mn(acac)3 (d
4

high-spin ground state) as example; here NEVPT2 results agree well with experi-

mental spin-allowed quintet transitions and the large and negative zero-field

splitting D. Employing further AILFT as a tool for the analysis, we could show

that Jahn–Teller coupling and p-phase coupling effects yield comparable but

nonadditive contributions to D. Thus, switching one or the other effect on or off

leads to re-orientation of the main direction of D from one parallel to the C4 axis

(Jahn–Teller effect on, no-phase coupling) to C3 (phase coupling on, Jahn–Teller

coupling off). We therefore suggest single-crystal EPR measurements to experi-

mentally probe the interplay between the two opposing effects.
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The Phase Rule: Beyond Myopia

to Understanding

R. Stephen Berry and Boris M. Smirnov

Abstract The Gibbs phase rule relating the number of degrees of freedom f of a
system to the number of components c and the number of coexisting phases p is

a central, universally used relation, expressed by what is probably the simplest

formula in the natural sciences, f ¼ c � p + 2. Research into the behavior of small

systems, notably atomic clusters, has shown in recent years that the phase rule is not

as all-encompassing as is often assumed. Small systems can show coexistence of

two or more phases in thermodynamic equilibrium over bands of temperature and

pressure (with no other forces acting on them). The basis of this apparent violation

of the phase rule, seeming almost like violation of a scientific law, is in reality

entirely understandable, consistent with the laws of thermodynamics, and even

allows one to estimate the upper size limit of any particular system for which such

apparent violation could be observed.
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1 Introduction and Background

In 1876, Gibbs [1] introduced the relation between the number of controllable

degrees of freedom, f, the number of chemically distinguishable components, c,
in a system, and the number of phases, p, coexisting in thermodynamic equilibrium.

It is this rule, f ¼ c � p + 2, that tells us that we can vary the temperature and

pressure of a liquid composed of a single substance, but that if we require that liquid

to be in equilibrium with a solid of the same substance, we can vary only the

temperature or the pressure, and that the value of the other variable will be fixed by

our physical requirement. The rule of course applies just when the only control

variables we have are temperature and pressure; the number “2” changes if we add

such variables as applied electric or magnetic fields. The work was virtually

unknown until Roozeboom recognized and publicized it in 1887 [2]. The concept

became much more widely known whenWilhelm Ostwald translated and published

Gibbs’ papers in German in 1892. It became a central focus of some physical

chemists, notably Wilder Bancroft, soon after the turn of the twentieth century [3].

The history of the phase rule is the subject of a review written for its centenary

[4]; that history need not concern our discussion here because it reviews the

applications and the controversies over the derivation of the rule. Here, we concern

ourselves with the deviations and apparent violations of the phase rule, a topic

essentially untouched until computer simulations of small systems suggested that

the phase rule might, after all, not be so universal.

2 Observations of Apparent Violations

The first indications that certain systems might violate the phase rule came from

computer simulations of small clusters of atoms. A number of studies revealed

clearly defined solid-like and liquid-like forms [5–14]. These embraced both

molecular dynamics and Monte Carlo simulations, and explored a variety of

clusters. These included several based on atomic models with interparticle

Lennard-Jones forces, which mimic rare gas clusters rather well. There were also

models of alkali halide clusters. Hence, the existence of solid and liquid forms for

such small systems seemed not only plausible but general, not restricted to any one

kind of system. Shortly after these studies appeared, another, of a 55-atom cluster

with Lennard-Jones interparticle forces, showed not only solid and liquid forms but

also a form in which the surface of the cluster (with icosahedral structure) is liquid
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and the core is solid [15]. Simulations of metal clusters followed, and also showed

solid and liquid forms [16, 17].

Experimental evidence for solid and liquid forms of clusters began to appear

soon thereafter [18–21]. At that time, simply demonstrating the existence of the two

phase-like forms for small clusters was a primary goal. Later, as we shall note

shortly, more detailed and precise information came from experiments.

One particularly remarkable phenomenon seemed to appear in the early

simulations. The observation of solid and liquid phases led Briant and Burton to

make the tentative suggestion that even the small Lennard-Jones clusters that they

were simulating could have a first-order phase transition [10]. However, Hill had

argued in his monograph [22] that very small systems would have to have smooth

passage between phases. But the simulations appeared to indicate that, at the

molecular level in time evolution and in spatial structure, the solid and liquid

forms are clearly distinguishable, with no indication, at least for many kinds and

sizes of clusters, that there is no smooth, intermediate kind of behavior. Some of the

simulations suggested that perhaps they showed dynamical coexistence of solid and

liquid phases at more than one energy or temperature, with the simulated pressure

constant, typically at zero.

In short, small clusters showed tantalizing kinds of behavior that did not seem to

fit conventional concepts of how such systems should behave. This was a puzzle

awaiting explanation.

3 Fundamental Explanation

3.1 Local Stability of Phases

The first step toward that explanation came from a rationalization of the simulation

results of Briant and Burton [10] and of Etters and Kaelberer [11–13]. In this

approach [23], one constructs quantum-mechanical models of the densities of states

of rigid and highly nonrigid forms, i.e., solid and liquid forms, of the cluster of

interest, and, from these, one can estimate partition functions and free energies of

the two forms. The model uses a harmonic, rigid rotor model for the rigid form and

an Einstein vibrator model for the nonrigid case. This is enough to specify the

symmetry groups for the two limits, and hence to construct the correlation diagram

between the two. (For N particles, the solid form has symmetry SO(3) � SO

(3) � U(3N � 6) and the liquid form has symmetry U(3N � 3).) In this model,

the parameter that varies from the solid extreme to the liquid extreme is simply

some unspecified measure of the degree of nonrigidity. Such measures are avail-

able, but were not needed for the analysis of [23]. From the correlation diagrams

and densities of states, it is straightforward to show that at low energies or

temperatures, where only the low-lying levels are populated, only the rigid form

has a minimum in its Helmholz or Gibbs free energy. At sufficiently high
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temperatures, only the nonrigid or liquid form has a minimum in its free energy.

That is, at sufficiently low temperatures, only the solid is stable, and at sufficiently

high temperatures, only the liquid is stable. However, there is an intermediate range

of temperatures in which, according to this model, both the rigid solid and the
nonrigid liquid have local minima in their free energies.

Within this model, there is a lowest temperature at which there is a minimum in

the free energy in the region of the nonrigid limit, and another temperature that

is the highest for which there is a free energy minimum in the region of the rigid,

solid form.

From this point, several fruitful directions open. This result has told us that there

is a distinct lower bound of temperature below which no liquid form is locally

stable, and, correspondingly, a distinct upper bound of temperature above which no

solid form is locally stable. These temperatures presumably depend on pressure, but

that aspect has yet to be investigated. Whether those sharp bounds can be observed

in real experiments is not clear, because of the question of whether fluctuations

would hide or appear to smooth them. We refer to the lower limit of stability of

the liquid as the freezing limit and the upper limit of stability of the solid as the

melting limit.

3.2 The Coexistence of Phases

The next question is a very important one, perhaps the one most central to the issue

of the relation between the phase rule and the behavior of small systems. This is the

question of how the equilibrium between solid and liquid forms of small systems

can be described in a manner that links that behavior to the behavior of macroscopic

systems. It is, in fact, straightforward to address in traditional, classical thermody-

namic terms.

We begin by writing the chemical equilibrium constant Keq for the equilibrium

between solid and liquid, Keq ¼ [liquid]/[solid]. This quantity is determined by the

difference between the free energies DF of the two forms, Keq ¼ exp[�DF/kBT],
where kB is the Boltzmann constant and T is the absolute temperature. But DF is the

difference in the chemical potentials Dm, multiplied by N, the number of particles in

each system. We know that the traditional condition for equilibrium of two phases,

e.g., solid and liquid, is the equality of the free energies or chemical potentials of the

two forms. This is what sets the conditions for the coexistence curves required by

the phase rule.

Now suppose we are dealing with a small but macroscopic system of, say, 1020

particles, much less than a millimole. And suppose the system is not quite at the

traditional equilibrium point of Dm ¼ 0; suppose that there is a deviation of�10�10

from the exact equality in Dm/kBT. This means that the exponent determining the

equilibrium constant is �1010, so Keq ¼ exp[�1010]. This tells us something we

already knew from the phase rule, that even at such tiny deviations from exact
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equality of the chemical potentials, the amount of the unflavored phase, whichever

it is, is present in unobservable tiny amounts.

But now let us apply this reasoning to small systems. Suppose we take N ¼ 20;

then if, for example, Dm/kBT ¼ �0.01, then Keq ¼ exp[�0.2], i.e., 1.22 or 0.81.

In words, this means that the unflavored or minority form, whether solid or liquid, is

present in almost as large an amount as the more stable form. This way of
approaching solid–liquid equilibria shows that the phase rule is strictly a conse-
quence of large numbers, and that its range of validity is that of macroscopic
systems.

That range is something we examine later.

Because the equilibrium constant Keq ranges from zero, when the system is all

solid, to infinity, when it is all liquid, (strictly, one should include vaporization,

neglected here) it is convenient to introduce another related function, a ratio we call

D (for distribution), which contains the same information but ranges from�1 to +1:

D ¼ (Keq � 1)/(Keq + 1). This allows us to portray graphically the behavior of a

system in terms of the amount of each of two phases as a function of temperature.

This is done in Fig. 1, for a small system (a), a mid-size system (b), and a large but

not truly macroscopic system (c). However, even case (c) in this figure does not
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Fig. 1 Schematic behavior of two-phase systems as functions of temperature T. (a) A small

system, with relatively large jumps in the distribution D at the freezing and melting limits, and a

gradual change in D between these two limits, (b) a somewhat larger system, with smaller jumps

and a steeper variation in D with temperature, and (c) a still larger system, for which the jumps in

D are not discernable and its variation from �1 to +1 is very steep

The Phase Rule: Beyond Myopia to Understanding 225



make the change of D from �1 to +1 nearly as sharp as it is for any truly

macroscopic system; for any system large enough to be visible to the naked eye,

the change would be via a vertical line.

One important point that is virtually hidden in the argument showing that, for a

small system, two phases can coexist over a range of temperature and pressure is

this: the argument applies equally to more than two phases! So long as their free

energies have sufficiently similar values, observable amounts of several phases can

indeed coexist.

One particularly vivid example is the cluster of 55 atoms bound by Lennard-

Jones forces, effectively Ar55 or by metallic binding forces. Besides its solid and

liquid phases, this cluster (and others of similar size and constitution) can exhibit a

surface-melted phase [15, 24, 25]. Strictly, as animations show, the term “surface

melting” is not really accurate. In the phase that shows a high mobility of the atoms

in the surface layer, the actual motion of almost all of those atoms is a large-

amplitude, very anharmonic vibration, while at least one atom is promoted to move

rather freely around the shell as a “floater”; the average is about one surface atom in

15 becomes a floater. The floater atom exchanges positions occasionally with an

atom in the outer shell, so that, over time, all the surface atoms are, at some time, a

floater. This process allows all the surface atoms to permute their positions and

eventually to occupy all the surface sites – as one would expect of a liquid.

4 Observability of Coexistence in Apparent Violation

of the Phase Rule

The next question is “How large can a cluster be and exhibit a band of coexisting

solid and liquid phases?” What determines the size at which the phase rule begins to

apply? The answer to this question lies in the property that most distinguishes solids

and liquids, the difference in the entropies of the two forms [26, 27]. The approach

requires an arbitrary decision as to what constitutes “observable” and the choice

made in these references is that the minority phase should be present in an amount

at least 10% as much as the majority phase. That means that one looks for

conditions for which 0.1 < Keq < 10. This, in turn, means that �2.3 < NDm/kBT
< 2.3. If we set the observable conditions at 1% instead of 10%, these values

double. Of course NDm or DF is zero at the point of equal probability of the two

phases, which we shall call, according to tradition, the melting point, where DEm

¼ TDSm; here, the subscript m indicates the value at that melting point. We can

assume that the energy and entropy changes, DEm and DSm in the vicinity of the

melting point are very close to their values at the melting point. If we express the

free energy change in units of kBT, then DF ¼ DE/T � DS. From this, we can

define the range of observability for the free energy as dF, the temperature deriva-

tive of DF evaluated at the melting point, or DEmdT/Tm
2. But since DEm/Tm ¼ DSm,

we can write the simple approximate expression dT/Tm ¼ dF/DS. If we set
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observability limits at 10% of the minority species, then dF is 4.6, or essentially 5,

so we can make the estimate the observability as dT � 5Tm//DS.
Computer-based and model-based estimates of the entropy changes for rare gas

clusters allow us to approximate the entropy change per particle, and infer that for a

100-atom cluster of argon atoms, with a criterion of 10%, dT � 0.1 K, and with a

criterion of 1%, this extends to about 0.4 K [26]. Metal clusters have much smaller

entropy changes when they melt, because of their much higher densities of states in

their solid phases, so their ranges of observability of coexistence extend to several

hundred particles. Such coexistence ranges have been observed in experiments,

e.g., with sodium clusters [28, 29]. The first to be observed exhibiting such coexis-

tence was Na139
+.

5 Phase Diagrams for Small Systems

Because the solid and liquid phases of small systems can coexist over ranges of

temperature and pressure and in varying ratios, a phase diagram for such a system

requires one coordinate more than the traditional two-dimensional p–V plot. It is

convenient to use the distribution D to define that third coordinate, so that when

D ¼ �1, the system is entirely solid and whenD ¼ +1, it is entirely liquid. Figure 2

shows two examples of such expanded phase diagrams: in (a), we have a macro-

scopic system, exhibiting a discontinuous jump of D between these two values at

the melting point. Example (b) is a schematic representation of a small system, for

which there are discontinuities at the freezing and melting limits of temperature, but

a continuous variation of D between these two discontinuities. In the former,

because there are no intermediate values of D, the third coordinate is superfluous,

Fig. 2 Schematic phase diagrams for solid–liquid equilibria in three dimensions, pressure p,
temperature T, and distribution D; (a) for a macroscopic system, in which the change from solid to

liquid is discontinuous at the melting point Tm(p) and D changes from �1 to +1; (b) for a small

system, for which D changes discontinuously between �1 and an intermediate value, and again

between a much higher intermediate value and +1, but varies continuously between those two

intermediate values
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but in the latter, we need the third variableD in order to show the composition of the

system in the coexistence range.

6 Conclusions and Summary Remarks

This review has shown that the Gibbs phase rule, powerful as it is, is a consequence

of the large numbers of atomic particles in all macroscopic systems. Small systems,

of order hundreds of particles or fewer, violate that rule in that multiple phases can

coexist in thermodynamic equilibrium over ranges of temperature and pressure, and

still behave in a way consistent with the basic laws of thermodynamics. If we treat

phase equilibria just as we treat equilibria of chemical isomers and reacting species,

we find that for large systems, the free energy change in the vicinity of the

traditional melting point is so sharp that the unflavored phase can be present only

in unobservable small quantities at temperatures deviating only tiny amounts from

that melting point. However, for small systems, the free energy difference between

phases can be small enough that observable amounts of the unfavored minority

phase can easily exist under attainable conditions away from the melting point or,

more generally, the traditional coexistence curve. Moreover the same reasoning

shows that multiple phases may coexist within such ranges. It is possible to estimate

from the entropy change between phases what the maximum size is for such

coexistence to be detectable. One can construct phase diagrams for the coexistence

of two phases that show the relative amounts of each phase as a function of

temperature and pressure.

While Carl Johan Ballhausen worked throughout his scientific career on

properties of atomic and molecular systems, especially complex ions, he was

always fully aware of the thermodynamic aspects of these systems. He also was

always determined to “get things right,” whether they fit conventional notions or

not. It is in that spirit that this work addresses one of those conventional, accepted

concepts and, by examining its realm of validity, strives to “get things right.”
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