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Foreword

“Integrated Transportation and Development for a Better Tomorrow” is the theme of the First Congress
of the 15,000 member Transportation and Development Institute of the American Society of Civil
Engineers.

This First Congress brings together transportation and development researchers, engineers, planners,
designers, project managers, construction managers, and contractors from around the world to discuss
integrated strategies focusing on smart development and efficient multi-modal movement of people and
goods to support the economic pulse of our nation and the world.

More than 308 abstracts were submitted, of which 166 were accepted for paper submission. Of the
submitted papers, only 127 presentations were accepted in five technical tracks:
e Transportation Operations and Safety
Pavements and Transportation Materials
Advanced Technologies and Infrastructure Systems
Airport Planning and Design
Smart Development and Sustainability

The Congress also includes five pre-conference professional development workshops:
e Retrofitting Transportation Design for Smart Development
e Lessons Learned: Case Studies in Airport GIS Submissions and Electronic Airport Layout Plans
(eALPs)
2010 Highway Capacity Manual
e FAA PAVEAIR Pavement Evaluation and Maintenance Computer Program
Young Attendees’ Professional Development

Sitting at the transportation crossroads of the nation, where a significant percentage of the nation’s goods
and people pass through each day, Chicago is an appropriate location for this inaugural event, and three
local sites are highlighted sites for guided technical tours:
e CenterPoint Intermodal Center Tour in Joliet
e Chicago’s O’Hare International Airport with a focus on the ongoing O’Hare Modernization
Program
e NAVTEQ Traffic Studio and R&D “Garage” Tour

Due to this diverse program and exciting location, the inaugural Congress provides a unique opportunity
to enhance our knowledge of the planning, design, and construction of transportation projects and
therefore continue our contributions to developing integrated strategies for tomorrow’s transportation.

We would like to acknowledge our fellow steering committee members, Katie Chou, Ph.D., P.E.,
M.ASCE and William A. Fife, P.E., M.ASCE, the many individuals who helped by reviewing the
submitted papers, the scientific committees, which are listed below for each of the five themes, and the
local organizing committee and T&DI/ASCE staff also listed below, for their continuing input and
suggestions throughout the planning process.
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Van Dyke, Harry Voccola, Yinhai Wang, Ping Yi, Stan Young, and Zhanmin Zhang.
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ABSTRACT

Several decades ago and not long after developed countries, the developing world
also recognized the need for the availability of road asset data. However, systematic
data collection, establishment of databases and creation of management systems has
been failing because of poorly developed networks requiring expansion and
modernization, as well as a lack of funding, equipment and staff. The former
Yugoslavia, once a leader in the Balkans, began to develop a data collection
methodology and to create a road database in the late 1980’s; however, the
subsequent conflicts brought most of these activities to a halt. There was a marked
discrepancy between the levels of achievement in the different parts of the former
federal state, although the activities commenced at the same time, with equal
resources allocated for the purpose. In this paper, the authors present the latest
developments and their experiences gained in three former Yugoslav republics
(Bosnia and Herzegovina, Serbia and Macedonia), clearly demonstrating the
problems and challenges faced by their local road management agencies, as well as
lessons learned from the projects in which they participated.

INTRODUCTION

Road management is a framework for cost-effective resource allocation,
programming and management decisions. It combines engineering principles with
sound business practices and economic theory, and provides tools to facilitate a
better-organized, logical and comprehensive approach to decision-making. An
inventory of road assets and tools to assess their condition and model their
performance enables road agencies to identify investment requirements for both
short- and long-term improvements as well as decision-making.

Useful and reliable data are crucial instrumental for efficient road management. Road
management is a data-intensive process that involves gathering, retrieval, storage,
analysis and communication of enormous quantities of data. The information drawn
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from these data is essential for the process of decision-making underlying road
management. Information is required to evaluate and monitor the condition and
performance of the asset inventory, develop performance objectives and measures,
identify cost-effective investment strategies and conduct asset value assessments.
Information is also required to monitor the economic feasibility of road management.
Although it is not necessary to store all transportation system data in a single
repository, it is crucial that the data be readily accessible and comparable. Data
integration and data sharing, therefore, are vital components of road management.

Data, i.e. inventory, condition, traffic, environmental and cost data, are vital to the
success of any management system. Without data, it is impossible to conduct proper
analysis and monitoring of a road network. Problems with data are some of the most
frequently cited causes of failure of the Road Management System (RMS) or
Pavement Management System (PMS).

Road agencies must inevitably collect huge amounts of data. Each data item requires
time, effort and money to collect, store, retrieve and use. The task of the staff
members of an agency, working on data collection and analysis, is to support its
management in strengthening the decision-making process and increasing
productivity. At the same time, they should create a balance between those data items
that may be considered desirable, interesting or, possibly, useful in the future, and
those that are essential.

ROAD DATA COLLECTION IN THE FORMER YUGOSLAVIA

The history of road database implementation in the former Yugoslavia goes back to
the early 1980°s, when a group of experts, called the Expert Committee, were
appointed at the federal level. In particular, their tasks were:

- developing a common federal basis for the establishment of a road database;

- creating a road database dictionary;

- developing and assisting with the implementation of the road data collection
methodology.

Different interests within the road sector in the former Yugoslav republics governed
the Committee’s success. However, the Committee managed to lay a common
foundation for developing the database and creating a related dictionary. The
conclusion was to recommend further studies and implementation at the level of
individual road agencies in the former republics.

The Highway Institute in Belgrade produced the first version of the computerized
road database (RDB) for Serbia, Montenegro, Bosnia and Herzegovina and
Macedonia. The then existent documentation and field surveys results (from 1981 to
1984) were used as the source of information on the road inventory (geometry,
pavement width, structures and traffic equipment and signalization). This data is still
available, mostly as a hard copy of the system in graphic form (usually referred to as
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the road cadastre). Similar surveys were conducted in Croatia and Slovenia. This
database contained only the most basic data on roads, without any information
regarding the condition of pavements and equipment, traffic volume, works and
costs, etc.

In 1988, one of the main targets of the World Bank 3™ Sector Loan was the
establishment of a road database for all republics of the former Yugoslavia and the
introduction of a PMS based on the HDM-III. However, due to the well-known
unfavorable historical circumstances, nothing extensive was achieved at that time.

Later on, in the early 1990’s, the engineers of the Belgrade Institute for Materials
Testing succeeded in designing a road survey vehicle. It was developed based on a
number of survey technologies available at that time, but it only contained devices
for measuring road geometry and distances and video logging equipment (front and
rear cameras). However, other survey devices, like those for the measurement of
longitudinal roughness, lateral profile, texture or similar, were not included. The
same group of experts generated a database (Informix platform) and populated it
with the data gathered in the original 1992-1993 survey. The database was updated in
1996 and 1997 for approximately one-third of the network. In addition, a survey
program was added to distinguish between main/trunk roads and regional roads.

In the meantime, the situation has changed dramatically in only two of the former
Yugoslav republics. Slovenia and Croatia, utilizing the knowledge of local
consulting companies, have developed their own systems and, by integrating the
RDB into their management systems (pavement management, bridge management
and asset management), they have created conditions for the efficient management of
their road networks.

LATEST DEVELOPMENTS

In the last 10 to 15 years, enormous financial resources have been allocated for the
improvement of the condition of roads as well as new developments in the Balkan
states. In order to support these improvements and build the capacity of the local
road agencies, international financing institutions have landed numerous road
management support loans/credits for projects which, almost as a rule, included data
collection and road database development.

Of the states created after the breakup of the old federation, Bosnia and Herzegovina
(B&H), Republic of Serbia (RS) and Republic of Macedonia (RM) were the ones
that did not manage to make improvements to the formerly developed databases and
data collection methodologies. This is justifiable on the grounds of insufficient
national funding during this period, not only for those services dealing with data
collection, but also for the overall maintenance of their state road networks.
However, the reason for this can be found in the failure of the international
community to fully support changes to the structure and management practices in the
road sectors in these countries, but also in their political instability.
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Once the required changes became inevitable and the support evident, all the three
countries started road management support projects within 5 years after the first
project of this kind was launched in B&H (in 2004). Shortly afterwards (2007) a
project was started in the RS, followed by the RM as the last (September 2009). All
these projects recognize the need to provide relevant information for solid decision-
making. Terms of Reference were prepared based on good practices and
recommendations from road sectors worldwide, emphasizing the facts presented
further in the text.

An information system usually serves several goals of a road agency, i.e. road
planning, design and investment, as well as needs connected with the organization of
routine maintenance and protection. This complexity involving multiple goals also
imposes different, complex requirements on the information system.

Information is needed on items such as network details, traffic and axle loads, costs,
road conditions, etc., which in turn require the existence of relevant data on which
the information can be based. The need to assess the physical condition, safety, level
of service and efficiency of operation of a road system is widely recognized. In
addition to knowing the characteristics of the existing system, it is becoming
increasingly important to be able to predict the effects that proposed policies are
likely to have in future. Such predictive capabilities enable the decision-maker to test
alternative courses of action to determine which policies and strategies will be the
most effective in accomplishing the desired goals with the resources available.

An RDB should include the following data about roads and structures:

- technical data about roads and structures (road network data);
- information about expenses on roads (works and costs data);
- information about the use of roads (traffic and vehicle data).

An RDB comprises descriptive, numeric, graphic, pictorial and other data about
roads and structures thereon. Its purpose is to provide:

- an overview of the condition of roads and structures thereon;

- the data needed for the administration, construction, maintenance and protection of
roads and traffic thereon;

- the data needed for the official statistics to be used by administrative bodies, other
institutions and individuals.

More often than not, a simple, flexible, scalable and modularized software package is
recommended for a usable and sustainable RMS/PMS which can be easily and
economically extended over time, as the database structure implemented might be
required to incorporate different data needs related to the planning process, different
levels of data complexity might be required to be included in the database, and more
reports and management functionality might be required with time. The database
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structure should be an open one, based on personal computers, and it should serve as
a support to any type of the RMS/PMS, with the ability to evolve and add data as
required and desired.

Bosnia and Herzegovina. The Roads, Bridges and Tunnels Database Project
(BHRBTD, 2004-2005) was a part of the World Bank sponsored Road Management
and Safety Project carried out between 2002 and 2007. This part of the project
comprised the definition and establishment of a database and the survey of the
complete B&H network (approximately 8,500 km). It has to be noted that the B&H
road network is managed by two different road agencies at the entity level. During
the project, these two agencies demonstrated significantly different levels of
organization and performance.

At the time of the project commencement, some activities had already been
completed by one of the entities (Republic of Srpska). The two most important ones
were the establishment of a road reference system (node/section-based) and the
complete transformation of the road maintenance system (towards a market-oriented
one), which helped a lot during the road survey. As for the other entity (Federation of
B&H), its road agency had only recently been established as a separate body under
the auspices of the Ministry of Transport and Communications.

As a prerequisite for all activities related to the survey and database, a complete
reference system had to be established and a lot of time was spent on reaching an
understanding and finding common ground for defining the nodes and sections. On
the other hand, the road survey went surprisingly well, with the utilization of a
sophisticated ARAN vehicle (Czech Republic), a semi-manual Viziroad system
(France) mounted in a passenger vehicle, and some additional pavement survey
equipment (Kern device, Dynamic Cone Penetrometer (DCP), Falling Weight
Deflectometer (FWD)). Along with the collection of road inventory data, it was also
possible to collect data on pavement condition and other road elements.

During the road survey, the consultant developed the database structure and interface
with the HDM-4 (Highway Development and Management). Actually, the database
is not a real database, but rather a series of MS Excel tables (csv format) connected
by means of the French software Routen (commercial-off-the-shelf (COTS) product),
a kind of a simplified database management system (Figure 1).

The database contains all the necessary road inventory data (geometry, cross section,
drainage, traffic signalization and equipment, structures, settlements, etc.), road
condition data (distress type and intensity), as well as data needed for specific
analyses (traffic volume and forecast, climate zones, etc.), grouped in 38 tables.

Beside the Routen package, another four (COTS) computer programs were delivered,
namely: Sillage (strip diagrams), Carten (simplified GIS), Couplen (reference system
management) and Routen-HDM (HDM-4 interface).
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Figure 1. Database management organization

The establishment of the database and the road survey were completed relatively fast
and smoothly, and relevant training sessions were organized for the staff of the two
road agencies. In addition, a data update plan was developed. Immediately following
the project completion, the Republic of Srpska Road Agency procured two road
survey devices (FWD and longitudinal profiler) for measuring deflections and IRI
parameters.

However, some problems arose after the completion of the project:

- a thorough crosscheck of the data revealed deficiencies, mainly associated with
road geometry and pavement widths, as well as the absence of data for parts or
even complete sections where the survey speed dropped under 30 km/h;

- both road agencies failed to adopt or develop their own survey and data update
plans;

- road survey devices are only used on sections planned to undergo major
maintenance or rehabilitation work, which does not exceed 200-250 km/year;

- the database has not been updated since the project completion in 2005;

- the data have only been used once by both road agencies to conduct five-year
studies on road rehabilitation, and occasionally to present road accident data;

- the staff initially trained to use the database and additional programs have either
left the agencies or changed their duties.

Republic of Serbia. Similar to the project in B&H, the Transport Rehabilitation
Project in Serbia was also financed by the World Bank (RSRDB, 2007-2009) and
included the road database component. The principal goals to be accomplished were
the review and improvement of the existing reference system, road network survey,
database implementation and installation of the HDM-4.

The main problem occurred early in the project. Even though the reference system
was created some 15 years ago, not even the road agency was fully familiar with the
network, in particular with regional roads. This was ascertained after road sections
were identified to be non-existent or still under construction. Nonetheless, the
problem was solved by entering corrections into the existing system and introducing
data attributes needed to address these problems properly. In addition, most of the
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roads were traveled on before the main survey to identify the itinerary and organize
and conduct the survey accordingly.

The data on road inventory and pavement condition as well as other road elements
were collected using an ARAN vehicle (Czech Republic), a ROMDAS vehicle (RS),
and additional pavement survey equipment (Kern device, DCP, FWD, Skid
Resistance Tester (SRT), Ground Penetrating Radar (GPR)). The lack of familiarity
with the network and very bad pavement condition on regional roads (the ARAN
vehicle was forced to travel along unpaved earth roads) resulted in the survey taking
longer than estimated at the beginning (9 months versus 5, as planned initially).

The database was built using the MS SQL Server platform as the back-end database,
and the HIMS (HDM-4 Information Management System) software as the front-end
of the RDB. The HIMS has a very robust and user-friendly interface, and is divided
into two components. One of the components deals with the data (Road Information
System) and the other, called PMS, carries out data analyses, automatic road
sectioning (with manual refinement enabled) and preparation of data for HDM-4
studies. A total of 72 data tables are organized in eight modules, namely: reference
system, sections, assets, traffic, pavements, costs, visual documentation and
organization.

The structure of the system is shown in Figure 2. The objective of the GIS module
included in the HIMS is to provide end users with a facility or platform to view
objects such as the road network, province/administrative boundary in a map viewer,
etc. It enables the user to generate thematic maps showing the current road condition,
inventory, traffic data and assigned PMS programs. The GIS-enabled component
does not allow the creation or modification of any GIS objects (layers) such as nodes,
roads, sections, etc. However, GIS objects and maps can be imported into the system
after being created outside it in an industry standard map objects format such as tab,
shape, mif, etc.

Microsoft
SQL Server

Figure 2. Organization of the system

During the project, simultaneously with the road survey and database development,
several additional documents were drawn up, such as a data update plan, an HDM-4
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calibration study program, a review of the road survey equipment with
recommendations for future procurement and road survey contractual arrangements,
etc. Also, comprehensive training was provided.

The system was handed over at the end of 2009; some problems remain, though,
mainly associated with the staff not being sufficiently familiar with the data (type
and quantity) and system architecture.

Republic of Macedonia. The project in the RM (RMTA, 2009-2010) is similar to
the two presented above, but only to some extent. It is financed by the European
Bank for Reconstruction and Development and commenced in the autumn of 2009.
The main objective of technical assistance is to help the state road agency with the
implementation of the new Law on Public Roads and with the transfer of duties from
a maintenance contractor, previously commissioned for both data collection of any
type and the database, to the agency. However, these earlier activities were seriously
hampered by a lack of funding and trained staff.

The reference system, as it could be expected, was not implemented. It was
generated in the early 1990’s, but nothing was done in the meantime to update it or
put it into effect in the field, or use it to track up the activities on the network. The
proposal of the project consultant, which is strongly supported by the client, is to
establish a reference system similar to the two discussed previously, and develop a
data collection methodology to be executed on a contractual basis (through
outsourcing).

The initial survey of the local capabilities and available equipment showed that the
local engineers and technicians are not familiar with modern data collection
technologies and that road survey equipment is generally not available. The road
agency owns an FWD and a roughness device, but they are not in working condition.

The task of the project consultant is to analyze the needs and propose the system
organization, carry out the initial basic survey of the road inventory (limited to
section lengths, pavement types and widths), develop the database and propose
options for data collection and system management. So far, the first activity has been
completed and the system proposed is the same as the one implemented in the RS. In
addition, a database structure was proposed, with several improvements made upon
the experience in B&H and RS.

A comprehensive survey of the network assets, pavement condition and other road
elements remains to be conducted by the client. Based on the B&H and RS
experience and after the initial RM capacity survey, this can be pointed as the main
obstacle for full database population and further activities of data update and system
management.
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LESSONS LEARNED

The experience gained from participation in these three projects can be summarized
as follows:

- road networks in developing countries are usually not completely known, which is
especially the case with secondary and tertiary roads;

- the staff specialized in and trained to collect and process data and manage the
database are scarce and often unwilling to cooperate;

- road survey equipment is either old and broken or is not used for regular surveys;

- there are no methodologies developed and/or adopted for data collection,
processing, verification and update;

- local consulting companies are not interested in providing these types of services
or, if they are, they are usually understaffed or underequipped.

SUSTAINABILITY

The experience of various countries and road agencies shows that many existing data
collection technologies and analysis tools are not used to their full potential to
influence investment decision-making. This under-utilization concerns the
capabilities of the tools themselves, the credibility of the input data and models and
organizational factors. The most successful application occurs when an organization
has made a sustained, multi-year commitment to integrating the use of data and tools
in its decision-making processes and supporting an internal “champion” to improve
those tools over time based on feedback from end-users and decision-makers.

All systems rely on three fundamental components: processes, people and
technology. Appropriate funding is an additional prerequisite, although it is not the
only one and does not suffice as such. If any of these components are lacking, the
system will not be successful. The best technology in the world will ultimately fail if
implemented in an environment where there are no people to run it, or where the
processes are not in place to utilize it.

CONCLUSION

The establishment and population of an RDB, in its initial phase, can be a very
discouraging task, if there is no previous quality information on all the data required.
Probably the most difficult task is selecting what data has to be acquired in order to
meet management goals. In any case, it is important to avoid collecting data that is
totally irrelevant for the purpose. Experience suggests that it is easy to collect and
store data and to develop software for data management, but it is very hard to
estimate what data will be needed in upcoming periods, both short- and long-term,
and to ensure regular information update.

Additionally, there is a wide range of technologies available to road agencies for
measuring road network attributes. There is the challenge of selecting the right



T & DI Congress 2011 © ASCE 2011

equipment to match the local conditions and opting for the right way in which the
data will be used. The technology of road condition survey and monitoring is
continuing to develop worldwide. Equipment manufacturers are continually
upgrading pavement condition data collection and processing equipment to
incorporate the latest technologies. Much of this effort is inspired by the desire for
more real-time data analysis, as more agencies collect more data.

Based on the experience from the three projects presented above and a thorough
review of current practices worldwide (considering data availability, data collection
methodologies, institutional, equipment and staff capacity and capability), the
following is recommended to road agencies in developing countries:

- determine the type and amount of data necessary for proper network and program
level studies, in line with the database structure and requirements;

- establish a simple but detailed data collection policy;

- establish a sound and constantly growing budget for data collection and
management;

- outsource data collection and processing requiring specialist equipment (including
seasonal and main pavement inspection and inspection of structures) on the basis of
detailed terms of reference for the services and specification of the equipment to be
used;

- outsource data management, including verification/validation, database upload,
database management, data update, etc., on the basis of detailed terms of reference
for the services and specification of the equipment to be used (these two contracts
can be joined for a period of at least three years);

- require the establishment of a database and data analysis procedure based on COTS
products to allow for rapid prototyping and implementation, ensuring that the road
agency has the maximum amount of time during the project to become familiar
with the system and understand its use in the organization;

- establish a precise and detailed data quality assurance policy, and require the data
collection and management contractor to produce its own quality assurance plan in
line with the policy;

- require the data collection and management contractor to train assigned agency
staff (lectures and on-the-job training);

- establish and implement a system of technical (internal and/or external) auditing of
data and systems, and ensure its recommendations are acted on.
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ABSTRACT

Pavement condition data are either continuously collected or sampled. In
sampling it is assumed that the time and costs of data collection can be reduced and
the pavement condition of shorter segments represent the conditions of larger
sections. In a study sponsored by the Federal Highway Administration, pavement
distress data along several miles of roads were obtained from four State Highway
Agencies. Each department collects and stores distress data on a continuous basis for
each 0.1 mile section along the network. The continuous data were sampled and the
impacts on the accuracy of pavement decisions were analyzed. Results of the
analyses are discussed herein. It is shown that, for variable pavement conditions, ten
percent sampling leads to inaccurate decisions. Pavement sections in need of repair
are ignored whereas healthy sections are selected for repair. The costs incurred due to
inaccurate decisions could be much higher than the saving incurred by sampling.

Keywords: Pavement distress data, sampling, pavement management, cost-effective
decisions

INTRODUCTION

Some State Highway Agencies (SHAs) collect pavement condition data on a
continuous basis while others use sampling techniques to reduce the time and costs of
data collection. It is typically assumed that the pavement condition of a pavement
surveying length (e.g., one mile, two miles, or longer) can be represented by the
pavement conditions along a shorter segment (such as 100, 200, or 500 ft) of the
survey section. Two sampling techniques are typically utilized; randomly selected
short segment or a fixed short segment (the first 0.1 mile segment of each mile).

Many SHAs videotape the pavement condition along the entire network.
Some digitize the images along the entire network (100 percent sampling) and store
the data for each one mile or 0.1 mile of pavement. Others digitize the data along a
portion of one mile (such as 100, 200, 500, or 1000 ft) and assign the same data to the
entire mile. Still, others walk the first few hundred feet of each mile and observe and
record the pavement condition for the entire mile.

In a study sponsored by the Federal Highway Administration (FHWA) titled
“Optimization of and Maximizing the Benefits from Pavement Management Data
Collection”, rut depth, International Roughness Index (IRI), and cracking data were
obtained from four SHAs; Michigan Department of Transportation (MDOT),
Louisiana Department of Transportation and Development (LADOTD), Colorado
Department of Transportation (CDOT), and Washington State Department of

11
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Transportation (WSDOT). The four agencies collect sensor (IRI and rut depth) data
and digitize the videotapes of the pavement surface conditions along the entire
pavement network. They store the data for each 0.1 mile of pavement. The data from
the four SHAs were used in this study to simulate sampling. Although continuous
data collection yields the most accurate data, it may not be the most cost-effective
procedure. Sampling reduces the immediate cost of distress data collection at the
expense of data accuracy. Data accuracy affects the quality of the decisions regarding
the selection of the optimum project boundaries, timing of the fix, and the fix type to
be applied. The costs of lower quality decisions due to sampling could be much
higher than the saving incurred by sampling. Hence, the decision to sample or not to
sample must be based on the ratio of the cost of lower quality decisions and the
saving incurred by sampling. The lower is this ratio the more cost-effective is the data
collection technique. A previous study suggested that 70% sampling (data collected
from 70% of the pavement surface) will nearly eliminate statistically significant error.
Another study developed a methodology for analyzing sample sizes based on error
and costs to agencies and users (Ong 2008 and Mishalani 2007). In this study, two
sampling techniques were used, random and fixed length. In the fixed length
technique, the sample size for each one mile of pavement was increased from 10 to
60 percent in 10 percent increments. The sampled data were then used to study the
effects of sampling on the accuracy of the pavement management decisions. Due to
space limitations, this paper addresses only 10 percent fixed sampling.

BACKGROUND

Evaluation of the time series pavement condition data is essential for the
application of cost-effective pavement preservation programs (Cafisco 2002). Any
pavement data collection practice is limited by the technical, practical, and
economical constraints within the SHAs. The National Cooperative Highway
Research Program (NCHRP) Synthesis of Highway Practice 222 states that some of
the practical constraints can be attributed to the size and variability of the condition of
the pavement network. The accuracy of the data is limited by the data collection
frequency, by the selected representative samples, and by sample size (Zimmerman
1995). Sampling of pavement condition data requires less time and money than
continuous data collection. Sampling is meant to support accurate pavement
condition predictions without excessive amounts of data (Robertson 2004). In the
NCHRP 2004 Synthesis of Highway Practice 334, 42 states, the District of Columbia,
2 FHWA offices, 10 Canadian provinces and territories, and Transport Canada
(airfields) were surveyed regarding pavement condition data collection (McGhee
2004 and Tremblay 2004). It was found that:

1. Most agencies use a semi-automated means for data collection along the entire
outer traffic lane every other year.

a) For pavement cracking; nine agencies survey 100% of the lane to be
evaluated, three agencies collect cracking data on a varying sample length
basis, five agencies sample 10% to 30% of the roadway using a random

12
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sampling technique, and others, videotape 100% of the survey lane but, for
each one-mile, they digitize the data along 50 to 1,000 feet segments.

b) For pavement roughness; many agencies collect data along the entire
surveying lane and they report the data for each 0.1-mile interval. The
Canadian provinces report the roughness data at 50-meter to 100-meter
intervals and the State of Arizona uses a reporting interval of 1 mile.

EFFECTS OF SAMPLING ON PAVEMENT MANAGEMENT DECISIONS

As stated above, IRI, rut depth, and cracking data were received for segments
of nine roads from each of four SHAs. The nine roads from WSDOT are listed in
Table 1. In this paper and because of space limitations, analyses of the data from
WSDOT for the highlighted three roads in Table 1 (SRID 161, SRID 082, and SRID
005) are presented and discussed. It is important to note that the reason the IRI and
rut depth data are used in the analysis is that they are collected by sensors, they are
less variables than the cracking data and hence, the effects of sampling are minimal.
The effects of sampling on the cracking data are much higher than those on the IRI
and rut depth data.

Table 1 Washington State DOT PMS data for segments of nine roads

SRID ARM SRMP Pavement Direction Leggth
Begin | End | Begin | End type (mile)

161 8.93 17.56 | 8.95 17.58 Composite B 8.63
099 2.5 13.29 | 6.15 | 16.94 Composite D 10.79
005 | 59.79 | 79.26 | 59.72 | 79.19 Composite I 19.47
082 | 100.8 | 122.14 | 100.83 | 122.17 Rigid D 21.34
005 | 124.71 | 135.6 | 124.65 | 135.54 Rigid | 10.89
195 | 42.54 | 6034 | 444 62.2 Rigid B 17.8
005 |263.55|273.92 | 263.49 | 273.86 Flexible D 10.37
020 | 32.61 | 41.17 | 33.01 | 41.58 Flexible B 8.56
090 | 226.96 | 234.96 | 229.24 | 237.24 Flexible D 8

Once again, WSDOT reports and stores the measured IRI, rut depth, and the
digitized pavement distress data for each one tenth of a mile along the road network.
Such data are labeled herein continuous data. Once again due to space limitations,
this paper addresses the impact of sampling on the IRI data along SRID 161, SRID
082, and SRID 005 and the rut depth data along SRID 161 only. In this analysis the
IRI and rut depth data of the first 0.1 mile of each one mile of road were assumed to
represent the pavement conditions of the entire one mile section. The continuous and
sampled data for ten data collection years were analyzed and the results are discussed
below.

In order to present the data in a meaningful manner, both the continuous and
the sampled data for each distress survey year were normalized relative to the
sampled data of that year. Hence, for each distress survey year, the sampled data are
represented by the 100 percent line along the entire road as shown in Figures 1
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through 3. The three figures depict the normalized sampled and continuous data for
SRID 161, SRID 082, and SRID 005, respectively. The data in the figures indicate:

e For SRID 161, the continuous IRI data could be as little as about 25% of the
sampled data and as high as about 240%.

e For SRID 082, the continuous IRI data could be as little as about 50% of the
sampled data and as high as about 250%.

e For SRID 005, the continuous IRI data could be as little as about 20% of the
sampled data and as high as about 300%.

These general trends and results were found to be similar to those of the other
six pavement sections in WSDOT and the pavement sections of other SHAS.

Similar analyses were conducted on the rut depth data of SRID 161. The
recorded rut depth of the first 0.1 mile of each mile was assumed to represent the rut
depth of the entire mile. In addition, the average of the continuous data along the
entire mile was calculated. Based on the sampled, the continuous, and the average rut
depth data, SRID 161 was divided into 7 uniform sections based on the following rut
depth brackets; 0.0 to 0.1, 0.11 to 0.2, 0.21 to 0.3, 0.31 to 0.4, 0.41 to0 0.5, 0.51 to 0.6,
and greater than 0.6 inch. The percentages of SRID 161 within each rut depth bracket
for each of the 10 distress survey years are listed in Table 2 based on the continuous,
the sampled, and the average rut depth along each one mile. The data in the table
indicate that, for each data collection year, the sampled, continuous, and average rut
depth data show significant variation in the percentage of road in each bracket. For
instance, the sampled data indicate that, in 1999, 65.5% of SRID 161 was in rut depth
bracket 0.21 to 0.3 inch, the continuous data indicates that only 29.9% of the road
was in this bracket (more than 50% error) and the average continuous data show only
31%. Similar results can be seen in other years.

The differences between the sampled, continuous, and average per mile data
shown in Figures 1 through 3 and listed in Table 2, would likely affect the pavement
management decisions. Specifically, the variability may lead to the selection of
inaccurate project boundaries. To illustrate this point, the sampled, continuous, and
average per mile rut depth data were used to divide SRID 161 into two uniform
sections, one with a rut depth higher than 0.4-inch, and the other is lower. These
uniform sections mark the boundaries of projects. The reason for using more than
0.4-inch rut is that most SHAs would take action at such rut depth. Nevertheless,
Figure 4 shows the uniform section boundaries along SRID 161 for years 1999
through 2002. It can be seen from the figure that:

e The uniform section boundaries based on the average rut depth data are
different from those of the continuous data. However,

e The average rut depth data do not completely miss the uniform sections based
on continuous data. Indeed, for the year 2002, the boundaries of the uniform
sections based on the average and continuous rut data are nearly identical.

e The average rut depth, though, may not identify hot spots as seen in the years
2000 and 2002.
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Figure 1 Continuous time series IRI data as percent of the sampled data along SRID 161, Washington
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Figure 2 Continuous time series IRI data as percent of the sampled data along SRID 082, Washington
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Table 2 Time series rut depth data SRID 161, Washington

Rut depth Percent of road in various rut brackets in ten years

Data brackets
type (inch) 1999 | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008

0.0 t0 0.1 0.0 0.0 0.0 00 |92.0 | 57.5 | 31.0 | 885 | 0.0 | 1L.5
0.11t0 0.2 | 0.0 11.5 | 0.0 0.0 0.0 | 345 ] 69.0 | 11.5 | 88.5 | 65.5
021t003 | 655 | 345 | 11.5 | 23.0 | 0.0 8.0 0.0 0.0 | 11.5 | 23.0
031t0 04| 0.0 31.0 | 540 | 195 | 8.0 0.0 0.0 0.0 0.0 0.0
041t00.5| 23.0 0.0 | 345 | 46.0 | 0.0 0.0 0.0 0.0 0.0 0.0
0.51t00.6 | 0.0 11,5 0.0 | 11.5 ] 0.0 0.0 0.0 0.0 0.0 0.0

>0.6 11,5 | 11.5 | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Total 100 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100

0.0t0 0.1 0.0 1.1 3.4 23 | 793 | 644 | 58.6 | 93.1 | 8.0 | I1.5
0.11t0 0.2 8.0 12.6 | 13.8 | 6.9 4.6 | 1951414 | 69 | 874 | 724
021t003 | 299 | 36.8 | 20.7 | 21.8 | 9.2 | 13.8 | 0.0 0.0 4.6 | 16.1

Sampled

§ 031to04 | 299 | 253 | 356 | 379 | 5.7 23 0.0 0.0 0.0 0.0
= [041t005| 21.8 92 | 241 | 207 | 1.1 0.0 0.0 0.0 0.0 0.0
S 0511006 69 103 | 23 | 103 | 0.0 0.0 0.0 0.0 0.0 0.0
>0.6 34 4.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100

0.0 t0 0.1 0.0 0.0 0.0 0.0 | 80.5 | 69.0 | 655 | 100 | 0.0 0.0
0.11t0 0.2 | 0.0 11.5 | 0.0 0.0 0.0 [ 11.5 (345 | 0.0 | 100 | 100

'Lé 021t003 | 31.0 | 425 | 46.0 | 345 | 11.5 | 195 | 0.0 0.0 0.0 0.0
g 031to04 | 345 | 23.0 | 31.0 | 425 | 8.0 0.0 0.0 0.0 0.0 0.0
%’ 041t00.5| 345 | 11.5 | 23.0 | 23.0 | 0.0 0.0 0.0 0.0 0.0 0.0
§ 0.51t00.6 | 0.0 11.5 | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
< >0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Total 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100

It is important to remember that the boundaries of uniform sections are the
boundaries of candidate projects. As shown in Figure 4, the sampled data often
identify different project boundaries. Given that continuous data are the most accurate
and complete data, SHAs using sampled data would not accurately identify candidate
project boundaries. Hence, they either spend money where is not needed, or neglect
pavement sections that requires action. To illustrate this point and its impact on the
cost of data collection, consider a SHA that controls 25,000 lane-mile of pavement,
and spends annually $300,000,000 on pavement actions (preservation, maintenance,
rehabilitation, etc.). The cost of collecting and digitizing continuous distress data
(excluding IRI and rut depth) every year is about $1,000,000 (based on $80.00 per
lane-mile). Suppose that the agency decided to sample the distress data (videotaping
the entire system and digitizing the data based on a sampling technique), the
maximum saving would be about $500,000. As shown above, the resulting sampled
data could be different from the continuous data by as much as 250 percent. If such
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difference causes only 2 percent error in the project boundaries, the true cost of
sampling will be 2 percent of the budget or $6,000,000.00. It is absolutely true that,
in the above illustration, data sampling precipitated $500,000 in saving. The
minimum hidden cost of sampling is $6,000,000.00.

CONCLUSION

Based on the results of the data analyses of three pavement sections in
Washington that are presented in this paper and on the results of the analyses of other
pavement sections that are not included in the paper because of space limitation, the
following conclusions were drawn:

1. Data sampling accurately assesses uniform pavement condition; however, it does
not represent variable pavement conditions.

2. The use of sampling to indentify uniform pavement sections results in improper
identification of project boundaries. Hence, the sampling data cannot be used to
arrive at accurate and cost-effective decisions.

3. It is evident that sampling reduces the direct costs and time for data digitization.
Yet, the hidden costs of sampling could be several folds higher than the saving.
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Rapid 1-mm Mapping of Runways in an Integrated Environment

Kelvin C.P. Wang1, Vu T.D. Nguyen?, and Quintin B. Watkins®

Abstract

A critical component of runway pavement survey is visual inspection of surface conditions.
The dominant practice today is still based on manual survey, which causes delays, poses safety
hazard, labor intensive and error-prone. In recent years, Hartsfield-Jackson Atlanta
International Airport (HJAIA) has been using digital imaging technology to acquire pavement

images for condition survey purposes. Initially, 3-mm resolution digital technology was used.

In the most recent iteration, the developer used 1-mm technology and laser imaging to cover
entire runway pavements. In this paper, the authors introduce data collection techniques on
lasers and imaging. The laser based imaging system works day or night without shadowing
problem or the impact of sun light. A vehicle is used to collect 14-ft wide continuous images
of a runway at highway speed. A methodology is used to stitch images of multiple data
collection runs for the same runway, so that a single uniform virtual imagery is formed for one
entire runway. GPS coordinates are also established for multiple points on the images. A
procedure to conduct Pavement Condition Index (PCI) evaluation on runway pavement is
presented. Tests are conducted to demonstrate that this methodology is superior to manual
approach. Condition survey of runways based on the 1-mm images can be substantially more
accurate and effective than any manual approach.

INTRODUCTION

Traditional runway pavement inspection is conducted through manual observation in the field.
It is hazardous, error-prone, lack of consistence, and time and cost consuming. Many existing
systems can automatically collect the data (Wang, 2000). However, they share common
characteristics of limited database automation level. Even though pavement agencies of
roadway and airports share technologies in data collection and interpretation, there exist
substantial differences in using and analyzing the data sets. For example, roadway is normally
analyzed based on its transverse width of 12-feet for one lane, while in airports, runways as
the critical pavement asset has a width of over 100-feet. If the surface is made up of concrete,
25-feet wide slabs may be used to form the runway surface.

Therefore, it is important to present the entire runway as a seamless image to facilitate the
condition survey of runway pavements. This paper describes the application of laser imaging
technology to acquire 1-mm resolution images covering 13-feet wide passes of runways.
Technical approaches and algorithms for merging images of multiple passes of a runway are
presented to form a virtual runway. Positioning information from the linear referencing based
Distance Measurement Instrument (DMI) and Differential Global Positioning System receiver
are used as baseline references for merging the images. Imaging processing techniques are
employed to merge longitudinally and transversely the collected images to form an integrated
database environment for the evaluation of runway pavement surface. Distress survey based
Pavement Condition Index (PCI) evaluation with stitched virtual runway images is also
introduced in this paper. This new technology (MHIS-Airport) was tested on concrete runways
of Hartsfield-Jackson Atlanta International Airport (HJAIA).

! Department of Civil Engineering, University of Arkansas, Fayetteville, U.S.A. kew@uark.edu
2 Department of Civil Engineering, University of Arkansas, Fayetteville, U.S.A
3 Prime Engineering, Inc., Atlanta, USA, formerly Hartsfield-Jackson Atlanta International Airport (HJAIA)
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DESCRIPTION OF HARDWARE SYSTEM

The Digital Highway Data Vehicle (DHDV) has evolved into a new platform with laser based
imaging technology for pavement surface data collection. The DHDV is multi-functional
and includes a sub-system for pavement surface imaging, a sub-system for Right-Of-Way
imaging, and a sub-system of laser road profiling. Figure 1 illustrates the basic components
and data flow of DHDV.

Storage
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Figure 1. Dataflow of the DHDV System

For several decades, the data collection industry of roadway pavements struggled to provide
high-quality and shadow free images. The implementation of digital image collection in
recent years did not help ease the problem. Since early 2006, laser was successfully
implemented as the illuminating device to capture pavement images. The underlying
principle is to illuminate the pavement surface with a laser line light within a narrow spectrum
that sun light has limited energy influence. Camera lens is outfitted with a filter that only
allows energy in the narrow spectrum to pass through. The end result is that the camera can
only receive information reflected from the pavement surface in the narrow spectrum. The two
major advantages of this technique are (1) shadow free images are obtained all the time, day or
night, (2) energy consumption is limited to 200 watts or less. Systems based on traditional
lighting techniques require thousands of watts of energy, still not able to rid of the shadowing
problem. In Figure 2, the laser system uses both high speed/high resolution line-scan cameras
in conjunction with high power laser line projectors that are aligned in the same plane in a
symmetrically crossed optical configuration.

Top View

Side view

Figure 2. DHDV with LRIS in Operation

DHDV was used in multi-pass operation to collect runway images for HIAIA (Wang 2007).
Typically, a 25-feet wide slab was used as the runway-lane. DHDYV ran over the same slab
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from one end of the runway to the other end with 3 multiple runs: left, right, and the middle of
the slab. There are a total of six slabs for one runway, resulting in a total of 18 runs of the
DHDYV over the entire length of a runway in HJAIA. Figures 3 and 4 show before-stitching
and after-stitching images from six passes for two slabs.

TECHNICAL APPROACHES TO MERGING RUNWAY IMAGES
The difficulties of stitching the images for one runway are:

1)

2)

3)

4)

5)

The size of the data: Each image has the size of 4-meter by 2-meter, resulting in 8
MB*18=144 MB raw image size just for a single image. To cover one entire runway,
the total storage for all raw images can run up to several 100 gigabytes. The current
compression for images is about 8:1. Custom software shall be made to read and
stitch the images, as conventional packages of imaging software are not designed to
handle this type of work.

The paces of different data collection passes are not exactly equivalent: for a single
pass data collection, an accurate alignment for the start location does not mean that the
images collected follow a perfect alignment for the rest of the pass in both
longitudinal and transverse directions. For example, the routes of the passes or runs
are not perfectly parallel to each other. Due to variation of vehicle wandering on the
runway, the total numbers of scanned lines by the laser-illuminated cameras with
multiple passes are not always consistent. Consequently, for the same longitudinal
slab path, three different collection passes will give different longitudinal lengths.

Overlap or gaps among adjacent data collection passes: due to the need to ensure
complete coverage of runway surface, three passes are used to cover each 25-ft slab
path. In most cases, there exist overlaps of pavement surfaces among adjacent
images in the transverse direction. However, due to driver error or simply vehicle
wandering, gaps among images can also be observed. An essential challenge in
stitching the images is to identify the overlaps and gaps.

Infeasible manual stitching: theoretically, issues of misalignment, overlapping, and
gapping of the images can be adjusted manually. Due to the sheer size of the data,
and large quantity of image numbers, it would be impossible to conduct this stitching
work manually in a computer with any imaging software. First, both longitudinal
alignment and transverse alignment are required. And the alignment of the images
from neighboring runs needs to be adjusted periodically, such as every several tens of
feet.

Automation by imaging techniques: features on the runway images are very similar.
A critical power of computer based imaging is to identify common features and
conduct relevant processing. There are jut not enough unique features available from
runway pavement images.

The runway images in individual passes are captured seamlessly along longitudinal direction
during data collection. To stitch or merge all the images from the 18 passes for an entire
runway, the longitudinal and transverse offsets for individual passes need to be determined.
This is achieved by using techniques in image processing and the differential GPS positioning

data.
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Figure 3. Airport Runway Images of Six Passes for Two Slabs
(Arrows show the longitudinal offset and transverse offset among the individual

collections)

Figure 4. Runway Image after Stitching for Two Slabs (50-ft Wide)
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Longitudinal offset of images from two adjacent passes is determined by locating the same
features on the images from the two passes, such as slab joints. GPS coordinates related to
each joint was then used to identify the unity of the joints. Transverse offset is more difficult
to determine. In the first iteration of the software application, it depended on manual
adjustments for alignments at visible feature points. The relative distance calculated from the
GPS coordinates in the two parallel collections is used to adjust the alignment offset in the
final implementation.

The longitudinal stitching procedure is as follows:

1) Segmentation
An adaptive thresholding method is used to conduct the segmentation. An initial threshold
(T) is chosen from the histogram. Then the image is segmented into object and
background pixels, creating two sets:
G, ={f(m,n): f(m,n)>T} (object pixels)
G, ={f(m,n): f(m,n)<T} (background pixels)
f (m,n) is the value of the pixel located in the m,, column, 7, row.
The average of each set is computed:
m, = average value of G,
m,= average value of G,
A new threshold is created that is the average of m, and m,
T'=(m,+m,)/2
Using the new threshold 7"'to replace the initial threshold 7 is repeated based on
the above procedure until convergence is achieved when 7'matches 7 . Figure 6
shows the original grayscale runway image and the binary image after the
segmentation. Normally after this step the slab joint or other distinctive objects will be
segmented from the background.

2) Projection

From the binary image in Figure 5, projections are conducted horizontally and
vertically, with tolerance within a few degrees. Slab joint, as a simple feature, will easily
be recognized considering the projection, the direction of the object, and the uniformity
along a specific direction. However, it is difficult to identify the unity of one joint by
image processing only.

3) GPS Coordinates

Differential GPS coordinates of each detected joint can be obtained by interpolation
with known GPS data gathered during each data collection pass. Comparing the GPS
coordinates of two candidate joints will help identify whether they are the same joint on
the runway. Once the joints are identified as one, the longitudinal offset is determined for
that specific location. Differential GPS coordinates obtained in the open field on
runways are shown to have very good precision.

4) Frequent Adjustment

Based on experimentation, proper offsets determined at one location for stitching may
not be applicable to another location a few hundred feet away, primarily due to
differences in pixel counts for the same length of runway because of vehicle wandering.
Therefore, adjustments to obtain proper offsets need to be made for the images at many
locations along the runway.
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Figure 5. Segmentation
The transverse stitching procedure is as follows:

1) Initial Alignment in Featured Points

Initial alignment relies on a manual effort. The user has to drag the mouse and
align the images of adjacent passes at an easily recognizable location. If data
collection passes are sufficiently parallel, the transverse offset obtained from two
adjacent passes is applicable for the entire two passes.

2) For some passes with transverse joints present, the same technique used for the
longitudinal offset can be used to determine the transverse offset.

3) If data collection passes are not entirely straight, such as vehicle wandering on
the runway which is common, GPS coordinates are used to adjust the
alignment. Figure 6 shows the drawing of the GPS coordinates of data
collection passes. The transverse offset of two parallel routes can be calculated
to adjust the alignment.
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Figure 6. GPS Coordinates from Multiple Data Collection Passes

AIRFIELD PAVEMENT DISTRESS SURVEY

Various types of pavement distress for bituminous and concrete pavements generally fall into
one of the following broad categories: cracking, distortion, disintegration and loss of skid
resistance (FAA, 2007). Based on stitched virtual runway image, distresses will be collected
visually or manually for PCI surveys. The following procedure is to collect distresses for
concrete pavement based on data collected at HJAIA. A grid standing for a joint grid is first
generated as in Figure 7.
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0 R 1
Figure 7. Joint Grid

Then, each considered slab is evaluated by distress type and its severity with distress
evaluating table as in Figure 8. Distress information will be saved into database and can be
displayed for further reference as in Figure 9.
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Figure 8. Distress Evaluating Table
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Figure 9. Display Distress on Stitched Image

AUTOMATED AIRFIELD PAVEMENT CONDITION INDEX (PCI) EVALUATION

After 1-mm laser images are collected and stitched, PCI frames are reviewed manually, using
a computer monitor to visually determine distress type, severity, and quantity. The following
steps show how to implement automated PCI evaluation with the software application

MHIS-Airport.

Step 1: Assign sample unit on slab grid as in Figure 10.
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Figure 10. Assign Sample Unit on Stitched Image

Step 2: Evaluate slab distress of sample unit as in Figure 11.
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Figure 11. Assign Distress of Sample Unit on Stitched Image

Step 3: Calculate PCI.

Based on distress information, PCI value of an examined section is automatically calculated
by using American Society for Testing and Materials (ASTM) standard D 5340-04. The deduct
values, corrected deduct values and PCI value are shown in Figures 12 and 13.

PCI Calculation,

o Sample|D | Distess Typs | Seveiy  NumberofSlab | TotalSlab | Density(%) Deduct Value
Sample Unit # @ f 6 L 1 4 25.00 925
I:‘ &1 53 I 1 4 2500 1500
Max COV & 64 L 1 4 25.00 1250

& 64 M 1 4 25.00 2650
o @ &7 M 1 4 2500 2650
[ese 1 70 L 1 4 25,00 875

- @8 1 4 L 1 4 25,00 650
Rating @& 75 L 1 4 2500 850
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Figure 12. Deduct Values of Examined Sample Unit

PCI Calculation

SamplelD Mo | DVi | Dv2 D¥3 DV4 DVS DVE| DV7 | DVB Dvd DVID | Total
Sample Uit #
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Figure 13. Correct Deduct Values of Examined Sample Unit




T & DI Congress 2011 © ASCE 2011 31

CONCLUSIONS

A single virtual image of an entire airport runway can be reproduced in the
MHIS-Airport software with 1-mm/pixel resolution. This application was successfully
used for surveying 150-ft wide runways at HJAIA. This new technology is designed to
assist airport pavement engineers to rapidly obtain high-resolution runway surface
images, collect distresses and conduct PCI condition survey. Based on past surveys at
HIJAIA, it took about four hours to collect images of two full-length runways and a few
more hours to produce a fully stitched single virtual image of a runway. The research
team has recently developed sensor-level 1-mm resolution 3D imaging technology for
pavement survey. It is anticipated that such technology will be used in the near future
on airport pavement survey and evaluation.
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Strategies for Flexible Pavement Rehabilitation based on
Case-based Reasoning

Lin Li' and Kelvin C. P. Wang®

Abstract: Maintenance and rehabilitation strategies are critical components of a
pavement management system. The on-time and effective rehabilitation not only
improves the pavement performance, but also prolongs the service life of an existing
pavement. The process to select feasible rehabilitation alternatives from a pool of
available alternatives for pavement rehabilitation can range from using simple
judgment to relying on a decision tree based expert system. However, the process of
knowledge retrieval in an expert system is tedious and rule revision is not convenient.
Therefore, a new technique called Case-Based Reasoning (CBR) is used in this paper
to reduce the complexity of the problem solving process by relying on solution
parameters that were successfully applied in the previous similar problems. The
solution parameters are contained in an active case base that is continually updated
with new solution parameters when new problems are solved. In this paper, a CBR
system is proposed for determining pavement rehabilitation strategies by comparing
the similarity between available solutions and new solutions.

Keywords: Flexible pavement rehabilitation; Case-Based Reasoning (CBR); Case
representation; Case retrieval

Introduction

It is well-known that types and frequency of rehabilitation on pavements can
significantly influence pavement performance and cost (Haas, et al., 1978). Indeed,
the need for rehabilitation of our highways, streets and airports has never been
greater. There is an increasing demand to make better use of shrinking resources for
pavement rehabilitation and maintenance with a variety of strategies or alternatives.
Selecting the most cost-effective strategy for pavement rehabilitation continues to be
a significant challenge to the transportation professionals (Haas, et al., 1994). There
are many methodologies for determining strategies of pavement rehabilitation. The
process used to select feasible rehabilitation alternatives from a set of available
alternatives for pavement rehabilitation can range from simple judgment to a decision
tree based expert systems. Although using an expert system based on rule reasoning
can also acquire proper determining strategies, the process of knowledge retrieval is
difficult and the associated rule revising is not convenient.

A new method for determining rehabilitation strategies is presented in the paper
based on Case-Based Reasoning (CBR), a unique and useful method used in solving
many decision-making problems (Leake, et al., 1997). The technique of CBR is to
find solution(s) to a problem from a case base where previous similar problems were
successfully solved and their solutions are retained as cases in the case base.

' Lin Li, PhD Student, Department of Civil Engineering, Univ. of Arkansas, Fayetteville, AR 72701.
PH (479)575-7468; E-mail: 1x1025@uark.edu

2 Kelvin C. P. Wang, Professor, 4190 Bell Engineering, Civil Engineering, Univ. of Arkansas,
Fayetteville, AR 72701. PH (479)575-8425; E-mail: kew(@uark.edu
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Rehabilitation Strategies based on Distress Types for Flexible Pavements

Even though input parameters for pavement rehabilitation can include various
functional, structural, and performance information of a pavement, this paper uses
distresses as the only parameters to illustrate the application of CBR for selecting
rehabilitation strategies for flexible pavements. Surface distress types can be broadly
grouped into the following five categories (LTPP, 2003), some of which are included
in the first column in Table 1 (Smeaton, et al., 1985).

1) Cracking: including fatigue cracking, block cracking, edge cracking, wheel
path longitudinal cracking, non-wheel path longitudinal cracking, reflection
cracking at joints, transverse reflection cracking, longitudinal reflection
cracking and transverse cracking;

2) Patching and Potholes: including patch, path deterioration and potholes;

3) Surface Deformation: including rutting and shoving;

4) Surface defects: including bleeding, polished aggregate and raveling;

5) Miscellaneous Distresses: including lane-to-shoulder drop-off and water
bleeding and pumping.

Strategy options for flexible pavement rehabilitation depend upon local conditions
and pavement distress types. An example of rehabilitation strategies and their
corresponding selections in a city is shown in Table 1 (Smeaton, et al., 1985). In this
example there are a total of 12 strategies for pavement rehabilitation; the maximum
number of feasible strategies for given combination of conditions is five, which
occurs in two cases; while the minimum number of feasible strategies is two, which
occurs in one case. In the table the selection of rehabilitation strategies or feasible
alternatives is determined by pavement distress types.

Tablel Feasible alternatives for Pavement Distresses (Based on Smeaton, et al., 1985)

Distress Presence COMBINATIONS OF DISTRESS
Cracking Major N N N Y Y Y Y N N N
Rutting > 30% Y N N N N N N N N N
Raveling > 30% N Y N N N N N N N N
Bleeding > 30% N N Y N N N N N N N
Alligator Crack > 30% N N N N N N Y N N N
Edge Crack >30% N N N N N Y N N N N
Longitudinal Crack >30% N N N N Y N N N N N
Excess Crown Major N N N N N N N Y N N
Alligator Crack Major N N N N N N N N Y N
Rutting Major N N N N N N N N N Y
3 1 1 2 3 2 3 4 2 3
4 5 8 5 4 6 6 10 4 4
Feasible Rehabilitation Actions 6 7 12 7 6 9 11 6 5
11 12 9 11 10 8
10 10
REHABILITATION CODES:
1. 1in. Overlay 7.Heater Plane 1 in. + 1 in. Overlay
2. 2 in. Overlay 8.Heater Plane 1 in. + 2 in. Overlay
3. 3in. Overlay 9.Heater Plane 1 in. + 3 in. Overlay
4. Mill 1 in. + Chipseal 10.Reconstruct 2 in. AC/4 in.ABC
5. Recycle 1 in. + 1 in. Overlay 11.Reconstruct 2 in. AC/6 in. ABC
6. Recycle 1 in. +2 in. Overlay 12. Chipseal
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Case- Based Reasoning (CBR)

CBR is the process of solving new problems based on the solutions of similar past
problems. CBR has been formalized for purposes of computer reasoning as a four-
step process (Aamodt, et al. 1994):

1) Retrieve: Given a target problem, retrieve cases from memory that is relevant
to solving it. A case consists of a problem, its solution, and, typically,
annotations about how the solution was derived.

2) Reuse: Map the solution from the previous case to the target problem. This
may involve adapting the solution as needed to fit the new situation.

3) Revise: Having mapped the previous solution to the target situation, test the
new solution in the real world and, if necessary, revise.

4) Retain: After the solution has been successfully adapted to the target problem,
store the resulting experience as a new case in memory.

The processes involved in CBR can be represented by a schematic cycle (Figure
1). A new case is matched with the old cases in the case base, and then one or more
similar cases are retrieved from the case base. A solution suggested by the case base
1s then reused and tested. Unless the retrieved case is a close match with the new case,
a new solution will have to be made based on case revisions, which will generate a
new case that can be retained in the case base.

Problem

New
Case

(=) g,

Learned
Case

RETAIN

General
Knowledge

v
Tested/
Repaired
Case |/
A\ /)
S—

Confirmed Suggested
Solution Solution

Figurel the CBR Cycle (Aamodt,et al ,1994)

The Reasoning Process in the Case Base

\I
Solved
Case

1

N/

Because CBR is a method of analogy reasoning, and utilizes past experience and past

cases to solve current problems, the reasoning process with the case base in Figure 2

is established for determining rehabilitation strategies of flexible pavements based on
the CBR steps by Stottler (Stottler, 1989) for general decision-making.

1) Case Base. Case base is used to store the past cases. Case storage is an

important aspect in designing efficient CBR systems in that, it should reflect

the conceptual view of what is represented in the case and take into account
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the indices that characterize the case. The case-base should be organized into
a manageable structure that supports efficient search and retrieval methods.

2) Case Retrieve. Given a description of a problem, a retrieval algorithm, using
the indices or attributes in the memory, should retrieve the most similar cases
to the current problem or situation.

3) Case Adaptation. Once a matching case is retrieved, a CBR system should
adapt the solution stored in the retrieved case to the needs of the current case.
Adaptations look for prominent differences between the retrieved case and the
current case and then apply rules that take those differences into account when
suggesting a solution.

4) Case Repair. Case repair is referred to restore these cases that have been
retrieved from case base according to cases’ professional knowledge;
parameter features and corresponsive rules.

5) Case study. Case study is used for extending and updating cases in the light of
the problem to be solved, and makes sure that CBR system under
development provides a long effective and reliable application platform.

Pavement condition Attributes extracted MaFchlng & Retrieval Ce_llcplat.mg
in the case base similarity

Determining rehab ]
strategies
\ 4
Case adaptation

A
Case study or
repair

Case base

Figure2: the Reasoning Process of the Case Base
Case Presentation for CBR

Developing methods for representing cases and problems is required for CBR (Weber
et al., 2000). A case representation must be expressive enough for users to accurately
describe a problem or case. In addition, CBR systems must reason with cases in a
computationally tractable fashion (Plaza, 1995). Cases can be represented in a variety
of forms using the full range of artificial intelligence (Al) representational formalisms
including frame-based (Plaza, 1995), object-oriented (Bergmann, 2002), semantic
nets (Gray, 1984). Frame-based presentation is used here as a type of data structure
for describing the cases’ attributes which are the basic parameters for retrieving a
previous case. A frame, a basic unit of knowledge presentation, is made of many
structures called slots, and each slot can be grouped into several sides, and each side
has several detailed values. A framework for the general frame-based representation
is illustrated in Figure 3; one slot is used to describe the some aspect of the orientated
case base; one side is used to describe the some attribute of the corresponding aspect.
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In Figure 4, the framework of the case base of the pavement strategy problem
contains three slots: the case number C1, the problem description C2 and problem
solving methods C3. Slot C2 has 10 sides or distress attributes shown in Figure 4. The
inter-linked framework of the cases’ slots in the figure constitutes the entire case
presentation for determining pavement rehabilitation strategies. In this framed-based
presentation, the attributes of each case can be acquired by the problem description,
and then the problem solving methods can be selected from the case base by
calculating the similarities between the new case and old cases.

v
[ slotct | | sotc2 | | ... | | Stotcn |
[
v v
[ Sidesil | [ Sidesi2 | [ . | [ SideSin |
T
v v v
[ Value 111 | [ Value 112 ] [ ... | [ Value 11n |

Figure 3 the General Structure of Frame-based Presentation

Case Name < the Case Base > -- Frame Name
Case Slot C1 < Case Number>
Case Slot C2 < Distress Types>- Problem Description

Slot Side S21 < Cracking Major >
Slot Side S22 < Rutting > 30%>
Slot Side S23 < Raveling > 30%>
Slot Side S24 < Bleeding > 30%>
Slot Side S25 < Alligator Crack > 30%>
Slot Side S26 < Edge Crack > 30%>
Slot Side S27 < Longitudinal Crack >30%>
Slot Side S28 < Excess Crown Major >
Slot Side S29 < Alligator Crack Major >
Slot Side S210< Rutting Major >
Case Slot C3 < Determining Strategies>-Description of problem-solving
methods

Figure 4 Case Presentation based on Frame-based
Table 2 shows the contents of the case base. The 3™ column is the case attributes.
The 4™ column contains binary attribute values of cases (Y: the attribute included,
and N: not included). J1 to J6 in the table present the pavement rehabilitation
strategies for cases T1 to T6 which are the six previous cases in the case base.

Case Retrieval for the CBR

Successful application of CBR depends on efficient retrieval algorithms. Case
retrieval must be equipped with heuristics that perform partial matches, since in
reality there may not be an existing case that exactly matches a new case. Therefore,
the methodologies for case retrieval are critical to the use of CBR. There are two
well-known methods for case retrieval: nearest-neighbor approach (Lee, 2008), and
knowledge guided induction (Michalski, 1978).
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Table 2 Case Contents of the Case Base

Field Case attributes The attribute values of cases
Case number Case No Case Number T1 | T2 | T3 | T4 | TS | T6
CRACK MAJOR Cracking Major Y| N|N|N|Y|N
RUTTING Rutting > 30% N|{N|Y|N|N|N
RAVEL Raveling > 30% N|Y|N|N|N|N
BLEEDING Bleeding > 30% N|N|Y|N|N]|Y
Problem ALLI CRACK Alligator Crack > 30% N|N|N|N|N]|N
description EDGE CRACK Edge Crack > 30% N|IN|N|N|N|N
LONG CRACK | Longitudinal Crack>30% | Y [ N | N | N | N | N
CROWN_MAJOR Excess Crown Major NI N|NJ|Y|[N|N
ALLI MAJOR Alligator Crack Major N|N|N|N|N]|N
RUT_MAJOR Rutting Major N|N|N|N|N|N
Problem solving DETER STRA Determining Strategies J1 | J2 |J3|J4|J5]|J6

Nearest neighbor approach is the most widely used technology in CBR since it is
provided by the majority of CBR tools (Watson, 1997). First, previous cases in the
case base are retrieved for similarity comparison if they have similar case attributes as
in column three in Table 2. Then, the case retrieval is based on calculating the
similarities of the new case and the old cases. The similarity of the problem case (new
case) to a case in the case base is determined according to case attributes. The
similarity of all attributes is calculated based on a weighted summary algorithm to
provide a measure of the similarity of a pervious case in the case base to the problem
case. This is a critical step for retrieving a proper case.

Assume object set of case base C = {a;,a,, -*,a,}, and the attribute set of
cases a; = {a;1, iz, "'+, ik}, the description of similarity calculation of cases is
shown by the equation (1) (Stottler, 1989).
Z;;leDif(Pj,aij)

z:5”':1 wj

Sim(p,a;) = 1—Dif(p,a;) =1— (1)

P;- The jt" attribute of the new cases
ajj- The j** attribute of the old case a;, data in the 4t column in Table 2

p - The new case
a; - The old case

w; - The weight, the importance extent of relevant attributes
Dif (.) - A function or rule used for calculating the difference

This calculation is repeated for every case in the case base to rank cases.
Similarities are normalized within a range of zero to one: zero means totally
dissimilar and one means an exact match. Based on the values of similarity, the case
that has the closest match with the new case may be selected from the case database
as the solution.

Table 3 illustrates a calculation example: a new case T is presented with the
distress attributes of “cracking major” and “longitudinal crack over 30%”, and three
past cases T1, T2, and T3 have the distress attributes of “cracking major” and
“longitudinal crack over 30%”, “raveling over 30%”, and “rutting over 30%"”. The
weight values are given based on engineering experience and the distresses’ impacts
on pavement performance. J1, J2 and J3 represent specific strategies as follows:
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J1— The rehabilitation strategy with Recycle 1 in. + 2 in. Overlay;
J2— The rehabilitation strategy with Recycle 1 in + 1 in. Overlay;
J3— The rehabilitation strategy with 3 in. Overlay.

Table 3 Attributes and Weights of Old Cases and Status of New Case

Field Case attributes Weights of Attribute values New

Case No Case Number attributes T1 T2 T3 case (T)
CRACK MAJOR Cracking Major 3 Y N N Y
RUTTING Rutting > 30% 2 N N Y N
RAVEL Raveling > 30% 1 N Y N N
BLEEDING Bleeding > 30% 1 N N N N
ALLI CRACK Alligator Crack > 30% 2 N N N N
EDGE CRACK Edge Crack > 30% 1 N N N N
LONG _CRACK Longitudinal Crack >30% 1 Y N N Y
CROWN MAJOR Excess Crown Major 1 N N N N
ALLI MAJOR Alligator Crack Major 2 N N N N
RUT MAJOR Rutting Major 3 N N N N

DETER _STRA Determining Strategy J1 J2 J3

The similarity between the old case T1 and the new case T is calculated with the
Equation 1 where subtractions with the same letters being zero, and subtractions with
the different letters being one. Equation 2 shows the result of calculating Dif in
Equation 1 with corresponding weight values of attributes in Table 3.

Dif (T, T1)=(3*|Y-Y|+2*|N-N|+1*|N-N|+1*|N-N|+2*|N-N|+1
FIN=N|+1*|Y-Y|+1*IN-N|+2*|N-N|+3*|N-N|)/(3+2+1+1+2+1+1+1
+2+3)=(2*0+3*0+1*0+1*0+2*0+1*0+1*0+1*0+2*0+3*0)/17=0

2

Based on Equation 1, the similarity is calculated as Sim (T, T1) =1 - 0 =1,
meaning that the new case is the same as T1. The corresponding rehabilitation
strategy is therefore J1: Recycle 1 in. + 2 in. Overlay.

Similarly, the similarity between the old case T2 and the new case T is calculated
as Sim (T, T2) =1 - Dif (T, T2) = 1 - 0.235 = 0.765. Likewise, Sim (T, T3) =1 - Dif
(T, T3)=1-0.353 =0.647.

Dif (T,T2)=(3*|N-Y |[+2*|N-N|+1*|Y-N|+1*|N=-N|+2*|N-N|+1
FIN-N|+1*[N=Y [ 1*|N=N[+2*|N-N|+3*|[N=N|)/(3+2+1+1+2+1+1+1+2
+3)=5/17=0.294 3)

The similarities between the new case and the three old cases (T1, T2 and T3) are
1, 0.706, and 0.647, respectively, indicating that the case T1 is the most similar to the
new case. Therefore, J1 is selected from the case base and recommended as the
rehabilitation strategy for the new case T with the distress attributes of “cracking
major” and “longitudinal crack over 30%".

Conclusion

The paper presents a new method to determine rehabilitation strategies with the Case-
Based Reasoning (CBR) technique. An example is given based on pavement
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distresses and a set of rehabilitation strategies for flexible pavements. The CBR
technique is applied to establish the relationship between the attributes of pavement
distresses and rehabilitation strategies. A case base is created and used to identify and
retrieve the pavement rehabilitation strategies according to the attributes of pavement
distresses. In order to execute this new technique efficiently and accurately, the
frame-based presentation method and nearest-neighbor approach are used for
knowledge or experience presentation and case retrieval. Lastly, an example is given
in the paper to illustrate the computation of similarities between a new case and old
cases using weight values of cases’ attributes. A rehabilitation strategy is
recommended in the example based on the values of similarities.
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Abstract

The Gateway Traveler Information System (Gateway) and www.travelmidwest.com
web site (formerly www.gemtravel.com) provide timely, accurate, and useful traffic
information to a variety of public and private constituents. Recurring and non-
recurring congestion directly impacts the economy, the environment, and the safety of
the transportation network. The services and data provided by the Gateway have
become a mission-critical service of the Illinois Department of Transportation (IDOT)
and the geographically-connected roadway operators that are members of the Lake
Michigan Interstate Gateway Alliance (LMIGA).

This paper details the background and history of LMIGA and the Gateway,
specifically www.travelmidwest.com. It highlights the goals of the Gateway and
identifies four challenges and the associated resolutions that IDOT and the LMIGA
partners use to ensure the Gateway is able to maximize the dissemination of quality
traveler information to the staffs of operating agencies, the traveling public, and third
party data subscribers. This paper also describes the elements that will impact both
the system and the regional partnership as technologies advance, traveler information
demands increase, and policies evolve.

Traveler Information Benefits and Congestion Costs
Benefits of Traveler Information

Traveler information studies from across the country are available via the U.S.
Department of Transportation Research and Innovative Technology Administration
(RITA), through the Intelligent Transportation System (ITS) Benefits Database. The
Federal Highway Administration (FHWA) study "Managing Demand Through
Traveler Information Services" revealed that the state of Washington experienced
benefits including reduced trip times, more predictable travel, less stressful
conditions, and safer travel conditions as a result of their traveler information efforts.
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Cost of Congestion

The Texas Transportation Institute’s (TTI) "Urban Mobility Report" (Shrank and
Lomax 2009) placed the Chicago region second in rush hour travel among major
metropolitan regions and third worst in the nation for wasted time, fuel, and total
congestion costs ($4.2 billion annually).

The Metropolitan Planning Council’s Report "Moving at the Speed of Congestion"
(MPC 2009) painted an even more severe picture of regional congestion.

e The $7.3 billion total regional cost includes the cost of lost time ($6.98
billion), fuel ($354 million), and environmental damages ($33 million).

e Gridlock also increases labor costs, impeding the creation of 87,000 jobs.

e Lost time costs the Chicago-area economy and its drivers nearly 20 times
more than the cost of wasted fuel.

Regionally, congestion adds 22 percent to peak period travel times. Within Chicago
itself, congestion increases peak period travel times by about 40 percent.

The region has neither the space nor the financial resources required to build its way
out of congestion. Traffic operations and traveler information play a vital role in
helping support roadway users in the region by providing the best information
possible to support time, route, and mode of travel choices.

Regional Background

The Gateway system has a long history of serving as a central traveler information
repository for the three-state Gary-Chicago-Milwaukee (GCM) ITS Priority Corridor
established in 1993. Since 1998, the Gateway has provided traveler information to a
growing geography. The mission originally centered on the Chicago area expressway
system with www.travelinfo.org, which disseminated travel time and congestion
information collected from the IDOT Traffic Systems Center (TSC). In 2001, as
additional regional traffic data collection systems came on-line in Wisconsin and
Indiana, and at the Illinois Tollway, www.gcmtravel.com became the new web site.

(Billerbeck 2009)The LMIGA is a multi-state, multi-disciplinary organization that
includes the following members: Illinois Department of Transportation (IDOT),
Illinois State Toll Highway Authority (ISTHA), Wisconsin Department of
Transportation (WisDOT), Indiana Department of Transportation (InDOT), Michigan
Department of Transportation (MDOT), Chicago Skyway, and Indiana Toll Road.
Recently, LMIGA supported a web site rebranding effort which includes an updated
look and feel and an opportunity to begin initiating new services.

The Gateway and www.travelmidwest.com web site provide tools that promote the
value of ITS technologies and services, and represent the face of traveler information
in the region. Figure 1 depicts the history of the Gateway and web site interface.
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Figure 1: Gateway Development Timeline and Milestones
Summary of Services

The Gateway provides an integrated electronic clearinghouse of regional real-time
traffic data for consumption by public and private users. Information on a variety of
roadway classes from interstate highways to locally-maintained roads in the LMIGA
region is collected, concatenated, and then provided to the user community through a
broad collection of reports, web pages, and standardized data feeds. The raw data
from roadside detection equipment is used to compute travel times and congestion
information, and provide visual interpretations via map displays. Additional
information obtained from roadway signage and video cameras provides context for
absolute travel times and computed congestion.

Numerous reports provide detailed information in tabular form for construction,
incidents, congestion, travel times, special events, dynamic message signs, and
vehicle detectors. While much data is automated; incident, special event, and
construction data is manually entered from emails, faxes, radio frequency monitoring,
and telephone notifications.

The Gateway provides data to approximately eighty external entities including
research institutions, private sector traveler information service providers, and the
media. The monthly web site demand includes 375,000 site visits and over 4,500,000
total page views.

The Gateway was selected as the Intelligent Transportation Society of the Midwest
2009 Project of the Year. It also garnered two national projects of the year and
traveler information web site awards from FHWA and ITS America in the mid-2000s.

Mission

The LMIGA mission is to ensure that traffic moves safely and efficiently. This is
realized through interagency communication and coordination, improvement projects,
training efforts, and region-wide planning.

IDOT and the LMIGA partners are committed to providing timely, useful, and
accurate traffic information from a variety of agency sources via the latest
technologies. This mission is accomplished with a focus on reliability and usability
for the end users.
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Challenges

Four challenging areas influence operations and policy/investment decisions for
IDOT and the LMIGA membership.

1) The Gateway’s long-running use of standards in message and data
formatting has had a national influence on Center-to-Center (C2C)
systems. While the Gateway architecture and interfaces have remained
stable for nearly ten years, there are both programmatic and human factors
that remain a critical part of the Gateway’s success.

2) The Gateway collects data from six unique systems and an array of
technologies. Conveying a consistent definition of timely, accurate, and
useful information requires commitment and routine evaluation of data
within the Gateway and the source system processing.

3) The Gateway needs to maximize the utility of the system for everyday
commuters, discretionary travelers, the trucking community and other
commercial users, third party data subscribers, and regional transportation
management system operators.

4) As situations change, the Gateway must balance being at the forefront of
technology with the reality that not all contributing systems will
necessarily be on the same timeline.

Challenge #1: Technology Standards

The Gateway has long been a leader in the formation and application of national
Intelligent Transportation System (ITS) standards programs which promote
commonality of traffic data exchanges and provide all stakeholders ease and
efficiency in utilizing the data. IDOT and the Gateway staff served on FHWA and
American Association of State Highway and Transportation Officials (AASHTO)
standards committees as early as the mid-1990s and played a major role as an early
implementer of C2C standards using Common Object Request Broker Architecture
(CORBA) and in the migration to Extensible Markup Language (XML) based data
exchange.

The Gateway is designed to be the central hub to facilitate corridor-wide system
integration and inter-operation of various ITS systems. Additionally, the Gateway is
also the primary information dissemination channel to the general public and to
private sector traveler Information Service Providers (ISP).

When the Gateway system architecture was defined in the late 1990s, two C2C
communications approaches were being addressed by the National Transportation
Communications for ITS Protocol (NTCIP) C2C Work Group: DATEX (Data
Exchange) and CORBA. These standards attempted to harmonize use of the Traffic
Management Data Dictionary (TMDD) and Message Sets for External Traffic
Management Center Communication (MS/ETMC2). It is noteworthy that the bulk of
the original Gateway development occurred while these standards were under
development.

(Lee 2005) In the early 1990’s, the region chose to adopt CORBA as the primary
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system interface platform for the Gateway primarily because it is an open and object
oriented system integration platform that is independent of hardware platform,
operating system (OS), and programming language. The adoption of CORBA
provided a reliable and open platform for corridor-wide system integration and inter-
operation.

Even though XML was not on the radar screen of the NTCIP C2C work group at that
time, the great potential of XML technology and planning blossomed to support a
transition to XML-based system interfaces and data services.

XML was originally used in the Gateway to manage internal system configuration
data. Later, a mechanism was developed to map the Gateway’s CORBA data
structures to XML. Data logged in XML formats allowed system developers to
efficiently perform various system debugging and monitoring activities.

Though the Gateway’s CORBA-based interface was successful, it became clear that
the cost and effort associated with developing and maintaining a CORBA application
presented an obstacle to a number of existing and potential Gateway user systems,
from both a private sector ISP perspective, and the perspective of existing and future
agencies wishing to exchange data. Some of the ISP’s elected to 'scrape' the web
pages for data, employing a user program to read and extract information from html-
encoded data. One of the major issues inherent in web scraping is that the web
scraping process will fail if changes, such as a table layout change, are made to the
web pages.

To encourage broader usage of information provided by the Gateway, XML was
added as a distribution method. XML drastically reduced the overhead of providing
data to ISPs on several levels. The XML subscribers are presently comprised of a
variety of ISPs. No sensitive information is part of the data sets making the internet a
suitable method of transport to the ISPs, so no additional routers nor networking
equipment are required. Similarly, the use of XML meant that third party subscribers
had easier access to interface expertise. Thus, IDOT no longer had to provide
additional software support.

Notably, the Gateway has also seen a migration of all C2C exchanges to XML. For
example, the Illinois Tollway TIMS has migrated to XML exchanges as they have
made internal system upgrades and found the migration is more cost effective to
implement due to licensing arrangements for CORBA. Additionally, the XML
interface is easier to maintain. Simply stated, as a production system serving real-
time users, LMIGA agencies, and researchers alike, the technologies used by the
Gateway, specifically XML, have been selected to support and attract traffic
management and traveler information data sharing and maximize the Gateway’s
overall utility. The Gateway fuses the data from individual agencies and their
collection technologies (inductive loops, radar, transponders, Bluetooth) into a best-fit
common view of traffic data for the entire region.

Challenge #2: Consistency in Quality and Timeliness

The Gateway uses standard interfaces and a few custom interfaces, where needed, to
bring the region’s data to a single access point and a common format that is
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appropriate for all users. Since going to a 24/7 operation, IDOT has been able to
support a more aggressive approach to evaluate data accuracy and consistency. A few
specific examples stand out.

Dynamic Message Sign (DMS) Performance Monitoring: The Gateway staff
monitoring of DMS reports has resulted in the following changes:
o The Gateway has updated its approaches to status monitoring, time stamping
of source information, and handling of multi-phase messaging.
e The source systems have been able to use the Gateway review to support
identification of operational issues and DMS maintenance activities.
e Regional message consistency has gained a renewed focus through this effort
and the efforts of the LMIGA’s Traffic Center Communications Work Group.
e DMS sign information is validated against congestion data and travel time
information to ensure that all contributing systems are in synch.

Travel Time and Congestion Monitoring: Travel times and congestion information
are served to the public and private data consumers through a variety of reporting
mechanisms including several technology modes (web map, html report varieties,
Really Simple Syndication (RSS), and feeds).

The partner agencies deploy multiple technology solutions to measure congestion and
travel times. Travel times distributed through any Advanced Traveler Information
System (ATIS) provide either a series of estimates from a wide variety of
technologies with specific behaviors or direct collection of travel times that
immediately are past tense once collected. As the Gateway has monitored the data
and feedback from the public, the partner agencies have made additional
commitments to ensure accuracy.

Incident Data Collection: Traffic incidents and their severity have at least as much
impact on the transportation system users as recurring congestion. A combination of
distribution mechanisms, including emails and forwarded electronics reports,
monitoring of responder radios via scanner, monitoring of broadcast radio, and
electronic interfaces (such as Lake County and the Illinois Tollway connections to
dispatching), support Gateway incident data collection. The Gateway operations staff
monitors congestion patterns to identify potential incidents before they become major
traffic events. This also ensures the location and impact of incidents are accurately
conveyed to the public.

Challenge #3: Maximizing Data Utility and Usability

The Gateway has had a long history of providing the following datasets to both web
site users and data subscribers:

e Incidents

e Construction

e Special Events

e Vehicle Detectors

e Congestion Links

e Travel Times

e Dynamic Message Signs
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e Closed Circuit Television (CCTV) Images
¢ Links to other traveler information services

The web site data is available through RSS feeds, XML data subscriptions, mobile
device-friendly web pages, customized travel times, and standard data reports.
Additional links are also available throughout the web site to more generic DOT
pages, major construction project links, and transportation-related services. The
current www.travelmidweststats.com web site provides historical travel times and is
directly integrated with the Gateway. This information serves as a tool to support trip
planning and to compare specific current travel time conditions with historical data.
The data provides a relative comparison of congestion - Is this route experiencing
worse than normal congestion levels and, if so, how much worse?

The effort to establish www.travelmidwest.com was undertaken with an
understanding that www.gcmtravel.com was already a very successful endeavor. The
GCM acronym was consistent with the GCM Corridor through 2001. The LMIGA
partnership reflects the geographic addition of Michigan along with expansion of
Illinois coverage to the Quad Cities (lowa-Illinois) area. The
www.travelmidwest.com web site provides coverage for the entire LMIGA region.
The web site contains an easier to identify brand with a more recognizable URL,
improved presentation methods, usability options, web site navigation, expanded
graphics use, and a new Truckers Report.

The Truckers Report has been introduced in order to better meet the needs of the
freight community. IDOT participated in the Midwest Truck Show in both 2009 and
2010 with an explicit goal of generating more awareness for the web site and
soliciting feedback to improve its utility to freight users, a major stakeholder and
consumer of the data. The rebranding effort uncovered the fact that the commercial
vehicle operators were underserved by the available traffic information providers
even though they were a significant source of traffic. The trucking community
expressed an interest in streamlining the available information to filter the data down
to reflect the most critical conditions in the region — highest travel times, highest
impact construction, and highest impact incidents.

While the Gateway itself is a production system serving transportation system users
(the public) and transportation system operators as the primary audiences, the
availability of a wide variety of data has supported numerous and varied
transportation research efforts and ITS standards development since its inception in
1998. Both CORBA and XML feeds have been provided to numerous public research
institutions and private researchers since 2001.

Third parties interested in becoming a data subscriber must submit an application to
IDOT and LMIGA partners defining their proposed use of the data and desired data
elements. Once approved, the users are assigned permissions and are provided the
Gateway External Interface User Guide (Parsons 2005) that documents detailed
available traffic data elements and the fundamentals of how the users should
configure their data subscription.

Feedback from web site users, third party data subscribers, and LMIGA traffic
operation center officials is encouraged through webmaster@travelmidwest.com, and
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drives the evaluation and deployment of system changes. User feedback was the
driving force in the rebranding effort. Realistically, IDOT and the LMIGA
partnership recognize that feedback is more likely when users perceive problems in
presentation or quality of information provided. Fortunately, over the eight year
history of www.gcmtravel.com, the majority of feedback has centered on requests for
more services or enhanced presentation of traffic information.

Challenge #4: Keeping the Gateway System at the Leading Edge

IDOT and the LMIGA partners have monitored regional changes in operations and
national/international technology developments as they apply to traveler information.
This includes monitoring the requirements contained in the FHWA proposed rule to
establish a Real-Time System Management Information Program (FHWA 2009).

The rule being considered recommends the following traveler information service
requirements:

Timeliness for Delivery
Metropolitan| Non-metro
Areas Areas | Availability | Accuracy
Category of Information {min) {min) (%) (%)
Construction Activiites: Implementing or Removing Lane Closures 10 20 90 85
Roadway or Lane Blocking Traffic Incident Information 10 20 90 85
Roadway Weather Observation Udpates 20 20 90 85
Travel Times Along Highway Segments 10 NA 90 85

Figure 3: FHWA'’s proposed rule for Real Time System Management Information
Program Minimum Requirements

Fortunately for the LMIGA region, the Gateway and the supporting systems already
in place provide a significant head start in fulfilling this rule, particularly in the
metropolitan areas connected through the Gateway. This rulemaking will impact the
design and implementation of all future roadway improvement projects. IDOT has
already implemented changes in construction projects on the Dan Ryan and
Eisenhower Expressways where temporary detection technologies replaced out-of-
service permanent sensors to measure speed and congestion.

Another major impact of the rule is the focus on non-metropolitan areas and arterials
across the region. Presently, there is limited availability of mature systems to provide
some of the proposed data.

Arterial Data

The Gateway has expanded its commitment to providing users construction data for
arterials. Collection of real-time congestion data on the arterial network has been
historically difficult.

The Lake County, Illinois Passage System is providing arterial congestion data to the
Gateway as of this paper’s conference date. Overlaying many data types and sources
for expanded services on arterial streets provides a very complete picture of the
surface transportation network. Keeping the site usable, while accommodating a
growing geographic area and inventory of data types, will be an on-going challenge.
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The aggregation of transit data from sources such as the Regional Transportation
Authority (RTA) and its service boards (Pace, Metra, and the Chicago Transit
Authority) will also add to the challenge.

Expanding the collection of arterial data on the Gateway will follow the development
timelines of arterial systems. Traffic condition data will be collected in a manner
similar to that used by Lake County and the City of Chicago Midway Airport
Advanced Traffic Management System (ATMS).

Trending Technologies

While IDOT and substantial portions of the LMIGA region are relying on the
traditional ITS technology choices to collect traffic data, IDOT has remained an
engaged observer of new technologies such as probe data projects and Vehicle
Infrastructure Initiatives (VII). IDOT expects to implement economically feasible
technologies that have matured from the “bleeding edge” to the “leading edge”.
During the 2010 highway construction season, IDOT deployed Bluetooth
technologies to support real-time travel time collection during resurfacing of
Interstate 290, where pavement milling eliminated the existing detection
infrastructure.

It can be anticipated that probe data and some of the national initiatives being
considered to collect a national data set of speed and congestion conditions will help
fill the data gaps in arterial and non-metropolitan regions.

The age of social media, such as Twitter, provides one example of change in accepted
end-user technology that impacts the expectations for systems such as the Gateway.
Fundamentally, the Gateway is committed to ensuring that the users who need the
information have the best possible access. Providing information in formats that the
users find most comfortable is as important as providing correct and timely
information.

The impact of incidents on travel times and congestion is recognized by traffic
operations staff and motorists. The Gateway and its partners are committed to
promoting electronic integration among dispatch services, traffic management
centers, and traveler information hubs. The safety of responders and motorists
approaching an incident scene is not limited to the physical location of vehicles,
debris, and responders associated with the incident. Informed motorists can choose
alternative routes or modes of travel and help reduce congestion near an incident
scene. Just as important, those motorists remaining on their selected route will arrive
at an incident scene aware and prepared to encounter congestion and response teams,
thus resulting in a safer environment.

Similarly, the standards-based implementation for basic traffic data and traveler
information can be expected to undergo a detailed review by IDOT and LMIGA
partners as data sources mature and evolve over the coming three to five years.

Summary

The Gateway compiles and provides a wealth of real-time traffic data and traveler
information to the regional traffic management systems, planners, researchers, third
party information service providers, and the public. The system’s success has hinged
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on its ability to provide timely, accurate, and useful information to all consumers.
The Gateway agency partners, through LMIGA and the Gateway’s development and
enhancement team managed by IDOT, are committed to the use and maintenance of
advanced technologies for data processing and distribution. These technologies are
implemented to meet the needs of the data consumers, encourage system feedback,
and focus a keen eye on the future of traffic information collection and dissemination.
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ABSTRACT

The California High Speed Rail project is an 800 mile long high speed rail
network that will ultimately connect the cities of Los Angeles, San Francisco,
Sacramento and San Diego. Phase | of the project will connect Los Angles to San
Francisco through the Central Valley; Phase Il will add connections to Sacramento
and San Diego completing the overall system. Phase | is divided into eight sections
including Palmdale to Los Angeles, Arup is a part of a joint venture team with Hatch
Mott Macdonald (HMM) and URS to develop 30% design drawings to certify the
Environment Impact Report/ Environmental Impact Statement (EIR/EIS) and to
provide a basis for contractors to submit bids for construction. Palmdale to Los
Angeles has two distinct sections including Palmdale to Sylmar which passes through
rural and suburban cities with terrain ranging from flat lands to mountainous and
Sylmar to Los Angeles Union Station (LAUS) which passes through a densely
populated mixture of urban and suburban cities in the San Fernando Valley adjacent
to the Los Angeles River. Particular challenges are faced when designing a high
speed rail corridor with design speeds reaching 220 miles per hour (mph) through a
dense urban suburban core such as in the Sylmar to LAUS section of the project. The
paper will discuss the criteria used to design the rail alignment, the challenges and
constraints encountered along the route and the construction methods employed to
mitigate the constraints.

INTRODUCTION

In April 2009, the Federal Railroad Administration (FRA) released a long term
plan for high speed rail in the United States [2]. The plan identified high speed rail
corridors throughout the United States that would be a part of a national high speed
rail network. To help make this a reality the US Department of Transportation
(USDOT) distributed S8 billion through the American Reinvestment and Recovery Act
(ARRA) in January 2010, with an additional distribution of $2.5 billion in October
2010 to help jump start various high speed rail programs throughout the country.
The total value of applications submitted was $55 billion in January and $8 billion in
October. The ration for the value of submitted applications to funds available was six
to one, showing a high demand for a new form of transportation. In California, the
California High Speed Rail Authority (CHSRA) was able to pass Proposition 1A, a high
speed rail bond that allocated $9.95 billion for high speed rail development [1].
Furthermore, California capitalized on its advanced development of the California
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High Speed Train (CHST) project and received $2.25 billion in federal ARRA grants in
January 2010 and $750 million in October 2010 from the $10.5 billion available. High
Speed rail already exists around the world, with developed systems in France, Spain,
Japan and China to name a few, for the United States this is a new form of
transportation with California being the most developed program in the country.

The CHST project is planned as a fully electrified system that will provide an
alternative form of transportation within the state. The corridor will be fully grade
separated and will be a steel wheel on steel rail system [4]. Trains will be powered
by an overhead cantenary system (OCS) and will have the ability to travel to speeds
up to 220 mph. As established by Proposition 1A the HST will have a travel time
between Los Angeles and San Francisco of 2 hours 40 minutes. Currently the CHSRA
has commissioned the completion of segment specific Environmental Impact
Statements (EIS) and Environmental Impact Reports (EIR) to satisfy the federal and
state environmental laws NEPA and CEQA [4]. As a part of this process the CHSRA
has developed alignment design criteria to establish rail corridors for environmental
evaluation. For the Palmdale to Los Angeles (PL) segment the aim is to design the
corridor that will attract the most ridership, with the fast travel times, with the least
amount of impacts on the environment and the communities, while minimizing costs
and maximizing benefit. Within this segment stations will be provided at the north
end in Palmdale, the south end in Los Angeles, and a third station in the center of
the segment. Two main sections within the PL segment can be characterized,
Palmdale to Sylmar is comprised of rural and suburban cities with mountainous
terrain. Sylmar to Los Angeles, is generally a suburban to urban area running
through the heart of the San Fernando Valley. It is the goal of this paper to discuss
the alignment design through this dense urban/ suburban core and how the physical
and environmental constraints are balanced with the need to satisfy minimum
design criteria by implementing the appropriate construction method for the
particular constraint.

SYLMAR TO LOS ANGELES SECTION DESCRIPTION

The Sylmar to Los Angeles portion of the PL section is approximately 21.5
miles long and passes through the cities of Los Angeles, San Fernando, Burbank and
Glendale. The high speed rail alignment runs along an existing Los Angeles
Metropolitan Transportation Authority (LAMTA) right of way parallel to San
Fernando Road. The existing corridor is owned by LAMTA and is utilized by a
commuter rail service Metrolink and freight service Union Pacific Railroad (UPRR),
the existing rail corridor is currently designed for top speeds of 80 mph [4]. The right
of way is adjacent to a regional airport and an international airport, in addition the
corridor is crossed by freeway structures and waterways. Towards the southern end
of the segment the alignment passes through state and regional parks as well as

51



T & DI Congress 2011 © ASCE 2011

primary and secondary schools. The terminus of the segments is at the existing Los
Angeles Union Station.

ALIGNMENT DESIGN CRITERIA

For the track alignment design the California High Speed Train project
Technical Memoranda (TM) has been used [3]. The criteria was developed from
many sources including Asian and European standards and adapting them to AREMA
standards. It is noted that the criteria as discussed below is not finalized and still a
work in progress.

The criteria for HST is different from conventional rail as design speeds are
much higher, ranging from 35 mph to 220 mph. As a part of developing an
alignment for the EIR/ EIS process it is important to be as conservative as possible
when applying the criteria as the design can be more refined at later stages of
design. Generally criteria was set for desirable, minimum and exceptional
conditions, where using exceptional criteria would require specific approval on a
case by case basis from the program management team (PMT). The driving goal
behind the criteria is passenger comfort, since trains will be travelling at high speeds
it is imperative that passengers feel comfortable and safe while riding the train.

Horizontal Alignment
For specific horizontal alignment criteria see TM 2.1.2 from the CHST Technical
Memoranda, below is a summary of key points for the horizontal alignment design

[3].

- Minimize use of reverse curves

- Overlapping horizontal and vertical curves not desirable

- Vertical curve within spiral curve is an exceptional condition

- Tangent lengths need to meet minimum element length criteria

- Applied super elevation is equal to approximately two-thirds of balanced
super elevation

- Clothoid Spirals defined for speeds up to 80 mph

- Half-sine Sprials defined for speeds greater than 80 mph

The table below is a summary using the required minimum radius, minimum
element length, super-elevation, and minimum spiral length for a given design
speed. Note that desirable values are higher, while exceptional values are lower. For
preliminary design purpose the intent is to satisfy the minimum design criteria
wherever possible.
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Table 1: Design speed and minimum horizontal criteria

Speed Radius Min Balanced Applied Unbalance  Min spiral
(mph) (ft) element Super Super (in) length (ft)
length  elevation elevation
(ft) (in) (in)
220 22000 775 8.8 6 2.8 1720
180 15000 475 8.6 6 26 1410
140 9000 370 8.7 6 27 1100
100 4500 264 8.9 6 29 780
65 1900 172 8.9 6 29 710
35 1000 92 5 3 1.9 360

Vertical Alignment

For specific vertical alignment criteria see TM 2.1.2 from the CHST Technical
Memorandum, below is a summary of key points for the vertical alignment design

[3].

- Desirable vertical grades at less than 1.5% for HST

- Minimum vertical grades at less than 2.5% for HST

- Exceptional vertical grades shall not exceed 3.5% for HST

- Maximum vertical grades at less than 2.0% for passenger/ freight rail

- Minimum vertical grades in trench or tunnel shall not be less than 0.25%

- Tangents between vertical curves to meet minimum tangent length criteria
- Vertical curves within spiral curves are an exceptional condition

The table below is a summary of minimum vertical curve lengths grouped by
grade difference. As speed and grade difference increase length of curve increases.
Note that desirable values are higher, while exceptional values are lower. For

preliminary design purpose the intent is to satisfy the minimum design criteria
wherever possible.

Table 2: Design Speed and minimum vertical criteria

Grade Difference (A)
5 4.5 4 3.5 3 2.5 2 1.5 1 0.5
Speed (mph) Min. Curve Length (ft)
220 6510 5860 5210 4560 3910 3260 2610 1960 1310 780
180 4360 3920 3490 3050 2620 2180 1750 1310 880 480
140 2640 2380 2110 1850 1590 1320 1060 800 530 370
100 1350 1210 1080 950 810 680 540 410 270 270
65 1000 900 800 700 600 500 400 300 200 180
35 1000 900 800 700 600 500 400 300 200 100




T & DI Congress 2011 © ASCE 2011

CONSTRUCTION METHOD

At-grade — HST runs at grade along the existing ground surface. Where grade
separations exist with a rail over road condition the existing rail bridges will most
likely need to be replaced. If the grade separation is above grade, adequate vertical
clearance needs to be provided to protect the overcrossing. In cases where grade
separations do not exist, a road over or road under grade separation may be
considered. At grade HST is generally the least expensive of all construction
methods.

Viaduct — HST runs above grade on a pre-cast box structure approximately 30
feet from the existing ground surface to top of rail. This provides for 16.5 feet
vertical clearance existing ground to bottom of structure. A viaduct structure may be
considered when crossing waterways or crossing consecutive at grade streets. In
cases where multiple at grade streets are crossed it may be more cost effective than
constructing road grade separations over an at grade HST. Viaduct is more expensive
than at-grade but less expensive than trench or tunnel.

Trench — HST runs below ground, generally 35 feet below with retaining
structures anchored into existing ground. If trenches are greater than 35 feet below
ground horizontal struts may be required. Trenches require 27 feet vertical
clearance from top of rail to bottom of any road structure crossing the trench.
Trench is recommended in situations where the HST may conflict with airport
clearance envelope, where HST may conflict with existing parks or on approaches to
cut and cover or bored tunnels. Trench is more expensive than viaduct or at-grade
but less expensive than tunnel.

Tunnel — HST runs underground either in a cut and cover tunnel 35-45 feet
below ground or a bored tunnel at least 60 feet below ground. Bored tunnels are
generally 30 feet in diameter with 68.5 feet spacing between centers. Tunnels
should only be used in extreme cases where constraints override all other
construction methods. Tunnels are the most expensive construction method.

Road Grade Separation — Road grade separations can be used when HST runs
at grade and a major street needs to cross the corridor. Since HST requires that it
runs fully grade separated there are many grade separations that need to be built
within this corridor. Grade separations are disruptive to local communities as they
require long approaches with grades not to exceed 8%. For road over HST grade
separations 27 feet vertical clearance is required from top of rail to bottom of road
structure. For road under HST grade separations 16.5 feet vertical clearance is
required from top of road to bottom of rail bridge. Generally, road over HST grade
separations are easier to construct but are visually obtrusive and require longer
approaches, road under HST grade separations are more difficult to construct due to
the intensive utility relocations and pump design for drainage.
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PHYSICAL CONSTRAINTS AND CHALLENGES

Freeway Structures

Challenge — The HST alignment will cross major freeways including I-5, SR-
110, SR-134 and SR-118. The goal is to cross the freeways at grade through the
existing bridge spans so as to not modify the existing structures. Adequate
horizontal clearance is necessary from centerline of rail to bridge pier or abutment
to provide for crash barriers and vehicle travel envelope.

Solution — To avoid reconstruction of freeway structures the HST should pass
through them at grade, viaduct structures over freeway structures should be
avoided as they will be high structures measuring 60-80 feet in height. Trench
structures should also be avoided as they may undermine freeway structure
footings.

Airports

Challenge — The HST alignment will be passing by two airports, Whiteman
Airport a regional airport located in City of San Fernando, and Burbank Airport
located in the City of Burbank. Airport clearance envelopes were obtained from both
airport authorities adhering to federal regulations to determine the areas where the
HST could not pass through without affecting the clearance.

Solution — In order to provide adequate clearance for any OCS systems
vertical clearance measuring 27 feet from top of rail to flight clearance envelope is
required. To provide adequate clearance a trench will be needed for the HST to pass
through and avoid the airport clearance envelope.

Existing Tracks

Challenge — The HST corridor is planned to be placed in an existing right of
way measuring 105 feet in width, the right of way is owned by the Los Angeles
Metropolitan Transportation Authority (LAMTA). Currently the tracks are operated
by Metrolink, Amtrak and a freight provider Union Pacific Railroad (UPRR). The
existing tracks were designed for speeds of 80 mph, while proposed speeds for HST
will be 220 mph.

Solution — In order for new HST tracks and to be placed within the same
corridor, the existing tracks will need to be relocated with an additional track
provided for a portion of the corridor. Ultimately the rail corridor will consist of two
passenger/ freight rail tracks and two HST tracks.

Existing Stations

Challenge — There are five existing Metrolink/ Amtrak stations within the
corridor, the largest being Los Angeles Union Station (LAUS). For LAUS, this will be
the major point of connection for this corridor. There are also smaller Metrolink
stations along the existing corridor including Burbank, Glendale, Sun Valley and San
Fernando Stations.

55



T & DI Congress 2011 © ASCE 2011

Solution — The smaller Metrolink stations are generally situated on the
eastern side of the right of way and would most likely need to be relocated or
reconfigured as a part of the CHST project. Within the Sylmar to SR-2 section there
will be one CHST station that will co-locate with a Metrolink station providing for
connectivity between systems.

Existing Road Network

Challenge — The existing LAMTA rail corridor is generally bordered by San
Fernando Road on the west and a frontage road on the east for a distance of 18
miles (referred to as Sylmar to SR-2). From Sylmar to SR-2 there are currently 30
grade crossings going across the existing LAMTA corridor with 23 of these being at
grade. The remaining are existing grade separations that were built either as
undercrossing or overcrossing grade separations.

Solution — In order to provide a functional HST corridor all grade separations
will need to be eliminated.

Built environment

Challenge — The HST corridor will be passing through four cities including Los
Angles, Burbank, Glendale, and San Fernando. The corridor passes through many
different built environments including industrial, commercial, residential, and open
space.

Solution — Graphic Information Systems (GIS) were use to help characterize
these areas into different zones existing land use data was used from each of the
cities. This helped group different areas by the planned use. It is recommended to
pass through these areas at grade or on viaduct unless; one of the other constraints
forces the HST to be in a trench or in a tunnel.

Seismic zones

Challenge — Two faults exist within this section, the San Fernando Fault and
the Verdugo Fault. Both faults are deemed as potentially active and need to be
studied further to understand the potential for fault rupture.

Solution — To minimize damage during a seismic event it is the intent to cross
the fault zones at grade. This will also ensure that HST service could be restored
quickly if a seismic event caused substantial damage to the infrastructure, by
requiring HST to be at grade within seismic zones large structures either below or
above ground would not have to be rebuilt.

ENVIRONMENTAL CONSTRAINTS AND CHALLENGES

Historical and Archaeological sites

Challenge — There are numerous historical sites throughout the corridor,
particularly in the SR-2 to LAUS portion. Historical sites include historic bridges
crossing the Los Angeles River, a state historic park with archaeological significance,

56



T & DI Congress 2011 © ASCE 2011

religious institutions, and other sites listed on the California Historical Resources
Information System (CHRIS) [4].

Solution — All the historical sites were mapped within the vicinity of the
corridor to identify potential conflicts. To avoid the historical sites it is
recommended to go around them so as to not affect them or below them in a bored
tunnel deep enough to avoid disruption.

Waterways

Challenge — The HST alignment will cross Tujunga Wash, Pacoima Wash,
Verdugo Wash, Arroyo Seco and the Los Angeles River.

Solution — In order to not affect the waterways the 100 year flood zone was
determined for each waterway taking data from the Los Angeles County Flood
Control District. The vertical alignment will be set to provide adequate freeboard
over the flood zone and by taking into account the structural depth and rail
formation. Due to difficulty of construction and disruption of waterways it is
recommended to cross above with a viaduct or below with a bored tunnel.

Parks and Schools

Challenge — The HST alignment will pass by many parks throughout the
corridor with the major parks being Elysian Park, Los Angeles State Historic Park, and
Rio de Los Angeles State Park. Additionally the HST corridor may pass by existing
elementary schools, middle schools and high schools as well as a newly constructed
high school.

Solution — To minimize impacts on these facilities tunnels and trenches are
being considered.

CONCLUSION

The design of the Sylmar to LAUS portion of the PL segment has many
challenges. Beginning with the relocation of existing LAMTA tracks, relocation of
Metrolink stations, grade separations throughout the San Fernando Valley, crossing
two airports, parks, waterways and ending with the historical and archaeological
sites in the SR-2 to LAUS portion of the project. This coupled with the stringent
criteria meant to provide a high speed alignment where efficiency and passenger
comfort are the paramount objective. By utilizing the various construction methods
and recommending the appropriate solution for the particular challenge a solution
can be obtained to provide the maximum benefit with the least cost and limited
impacts.
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ABSTRACT

This paper proposes use of median travel time compared to mean travel time as the
measure of central tendency to calculate Buffer Time Index (BTI), one of the most
important measures of travel time reliability. This study examined gamma,
exponential, largest extreme value, smallest extreme value, logistic, Weibull,
lognormal and log-logistic distributions to determine the best fit to travel time data
for two cases: 24 hours and peak hours for a highway with Variable Speed Limit
(VSL) conditions. The goodness-of-fit tests indicated that the log-normal distribution
best represented the travel time data for peak periods and log-logistic distribution
better fitted the travel time data for 24 hours. The log-logistic distribution and log-
normal distributions were positively skewed and for skewed distributions, median is
the best estimate of central tendency. Hence, median travel time is proposed for
calculating BTI. The difference in values of BTIs were evaluated when mean and
median travel time were used. Travelers must add extra time to their average travel
time to ensure on-time arrival. It was found that this extra time increases from 11% to
30% when median travel time is used as the average travel time compared to mean
travel time for calculation of BTL.
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INTRODUCTION

Travel time reliability is one of the most important transportation performance
measures as it allows travelers to make better use of their time and provides shippers
reliable travel time information that allows them to remain competitive. Therefore, travel
time reliability can be considered a key performance measure for planning purposes.

Previous studies have defined several methods to measure travel time
reliability. Polus (1) defined the measure of travel time reliability on arterial routes as
the inverse of the standard deviation of the travel time distribution. The Florida
Department of Transportation (2) used the percentage of travel time less than the
median travel time plus a certain acceptable additional time such as 5%, 10%, 15%,
and 20% above the expected travel time to estimate travel time reliability. Chen et al.
(3) defined the measure of travel time reliability by the variability between the
average travel time and the actual travel time in terms of the standard deviation of
travel time distribution. Lomax et al. (4) presented three measures of travel time
reliability: 1) the percent variation which was represented with respect to the average
travel time as a percentage measure; 2) the misery index, represented by the average
number of minutes that the worst trips exceed the average; and 3) the buffer time
index which represented the amount of extra time needed to be on time for 95% of
the trips.

The Federal Highway Administration (FHWA) (5) used the following
measures to quantify travel time reliability including: 1) the 90" or the 95™ percentile
travel time which indicates the amount of delay on the heaviest travel days; however,
this measure is not easily compared across trips with different lengths, 2) the travel
time index represents the ratio of the average travel time to the free-flow travel time,
3) the buffer time index is defined as the difference between the 95th percentile travel
time and average travel time, and then divided by average travel time, which
represents the percentage of extra travel time that most travelers add on to their trip in
order to ensure on-time arrival. 4) the planning time index is defined as the ratio of
the 95th percentile travel time to the free-flow travel time, which represents total time
needed for planning a trip to be on-time arrival 95% of the time. 5) The congestion
frequency which represents congestion which exceeds some expected threshold such
as the percent of days or time that travel speed falls below a desired speed. Bogers et
al. (6) stated that different travel time reliability measures such as the variance of
travel time, buffer time index, and the misery index may draw different conclusions
even when applying to the same data. They proposed the degree of skew of the travel
time distribution. Bertini et al. (7, 8) used travel time reliability measures to prioritize
freeway segments according to their travel time reliability which can be beneficial in
regional transportation planning, operations, and bottleneck prioritization.

Research has used different distributions to model travel time. Emam and Al-
Deek (9) compared the log-normal, gamma, Weibull, and exponential distributions
for modeling of travel time data and concluded that a log-normal distribution
provided the best fit. Hsing-Chung Chu (10) compared the gamma, largest extreme
value, log-logistic, log-normal, and Weibull distributions for modeling of travel time
data for freight trips during mid-day and concluded that a log-logistic distribution
provides the best fit.

The main scope of this study is to identify the distributions that provide the
best fit for both 24 hours and peak periods. According to this finding we can state
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median or mean, which one is better estimate as average travel time and also
correcting the indexes depend on average travel time such as BTI, one of the most
significant factors in travel time reliability.

STUDY SITE AND TRAFFIC DATA

This study selected three congested segments of [-270 in St. Louis County, Missouri,
USA for studying travel time. The segments were 1.4, 3.7, and 4.7 miles long. Travel
time was estimated from 30-second time mean speed data measured by remote traffic
microwave sensors (RTMS). The Variable Speed Limit (VSL) system was initiated
on May, 2008 on this highway. This analysis aggregated archived data over 5-minute
intervals for clear weather conditions from October, 2008 to May, 2009 as post-VSL
conditions.

Some segments of [-270 have five lanes, others have four. The lanes next to
the right most lanes, lanes 2 and 3 had the most stable traffic flow, and changes to
traffic flow patterns in these two lanes are found to be more than random fluctuations
in traffic. Lanes 2 and 3, therefore, were the focus of this research. Week days were
selected for the analysis. Figure 1 shows their locations.
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Figure 1. Segment of I-270. (Source: Google map)
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Segments 1, 2 and 3 were evaluated using data from two, four and four
detectors, respectively.. Segments 1 and 2 had evening peak periods (15:00 to 19:00
p.m.) but segment 3 had morning peak periods (6:00 to 10:00 a.m.).

The travel times were determined between detector stations as follows
(Figure 2):

Station Station
D 1 D 2
—1 1
— I, >

Figure 2. Detector Stations and Distance between them

T, = 62—°><[VL—;1+VL—;2” (1)
where:

T 1., = travel time from station D, to station D,, minutes,

L; = distance between station D; and station D,, miles,

Vb1, Vp2 = average speed measured at station D; and station D,, respectively,
mph.
METHODOLOGY

This paper examined gamma, exponential, largest extreme value, smallest extreme
value, logistic, Weibull, lognormal and log-logistic distributions to identify which
best fits the distribution of travel time data in two cases: 24 hours and peak hours.
Two skewed distributions: log-logistic and log-normal provided the best fit for travel
time data.

In symmetrical distributions the mean and median are the same as in normal
distribution. In asymmetrical distributions, by contrast, the mean and median
are not the same. Such distributions skewed; that is, more than half of the data are
either above or below the mean. The three measures of central tendency (mode,
median, mean) converge for a distribution, to be symmetric. For skewed distribution
the three measures of central tendency diverge.

Log-logistic distribution and log-normal distribution are positively skewed.
The median is between the mode and the mean, and the mean of the highest estimate
of central tendency (Figure 3).
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Figure 3. Measuring of Central Tendency for Skewed Distribution

Selecting an appropriate measure of central tendency ensures calculation of
accurate indices of travel time reliability. Thus, median is preferable to the mean as
an average to calculate the BTI, one of the most important measures of travel time
reliability.

Buffer Time Index
The buffer time index represents the extra time (or time cushion) that travelers must

add to their average travel time when planning trips to ensure on-time arrival (5). The
BTI is calculated as:

95th Percentile Travel Time—Average Travel Time

Buffer Time Index (%) = (“‘i““t;)verage - minute) 2)

(minute)

Log-Logistic Distribution: The probability density function (PDF) of this
distribution is defined as:

/)’(T)a 11+ (D)2 ySx <o (3)

a = shape parameter (a > 0)
B = scale parameter (f > 0), and
y = location parameter

f&) =

where:

B

Lognormal Distribution: The probability density function (PDF) of this distribution
is defined as:

11

o 2 P > (5?2 e “
xoN27x

where:

o= scale parameter (o> 0), and
= location parameter
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Statistical computer softwares Minitab and SAS were used to compute the
shape and scale parameters of these distributions as well as to examine the best fit
from the distributions to the data set. The distribution graphs of probability density
functions (PDF) were used to visually compare the difference among the
distributions. Additionally, the Anderson-Darling goodness-of-fit was applied to
select the best fit distribution. This statistic measures how well the data follow a
particular distribution. For a given data set and distribution, the better the distribution
fits the data, the smaller value of the statistic.

Minitab calculates the Anderson-Darling statistic using the weighted squared
distance between the fitted line of the probability plot (based on the selected
distribution and using either maximum likelihood or least squares estimates) and the
nonparametric step function. This calculation is weighted more heavily in the tails of
the distribution.

ANALYSIS OF RESULTS

Results of goodness-of-fit tests showed that for the first case (24 hours) log-logistic
distribution fits better than log-normal distribution, whereas lognormal distribution
provided best fit for peak hours.

Table 1 presents the results of goodness-of-fit tests performed using the
Anderson-Darling test for segment 1. The Anderson-Darling test values for
loglogistic distribution were smaller than the lognormal distribution for 24 hours,
which indicates that loglogistic distribution fits better for 24 hours travel time. For
peak hours Anderson-Darling test values for lognormal distribution were smaller than
the loglogistic distribution, which shows that the lognormal distribution fits better for
peak hours of travel time. Figure 4 shows a three-parameter loglogistic curve fit for
24 hours and peak hours travel time of data. From the figure it is clear the loglogistic
distribution better fits the data for 24 hours.

Table 1. Anderson-Darling Tests for Travel Time Distributions on Segment 1

24 hours Peak hours
Dates Lane
Log-normal Log-logistic Log-normal Log-logistic
65 Oct 2 4.95: 3.03: 1.65: 1.83::
' 3 3.70 2.09 1.77 1.98
23 Ot 2 0.38: 0.19: 0.60: 0.75:
' 3 0.98 0.58 0.46 0.60

" 5% significance level
sk
1% significance level
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Figure 5. Probability Plot for Travel Time Distribution (24 hours)

Figures 5 and 6 show the probability plot for lognormal and loglogistic
distribution for 24 hours and peak hours for 23 QOctober, 2008 travel time data,
respectively. The points on this plot form a nearly linear pattern, which indicates that

the lognormal and loglogistic distribution are good model for data sets.
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Figure 6. Probability Plot for Travel Time Distribution (Peak hours)

This research calculated mean and median travel times for 24 hours and peak
hours. The results for 24 hours show the mean is higher than the median by 1% to 4%
on all segments, but during peak hours the difference between mean and median was
greater than the 24 hours period. The mean is higher than the median by 2% to 7%,
by 2% to 11%, and by 2% to 15% on segmentl, 2, and 3 respectively. Table 2
compares mean and median travel times for segment 1.

Table 2. Comparison of Mean and Median Travel Time on Segment 1 (minutes)

24 hours Peak hours
Dates Lane Mean Median Difference Mean Median Difference
6% Oct 2 1.42 1.39 2% 1.52 141 7%
' 3 1.42 1.40 1% 149 140 6%
2 1.47 1.44 2% 1.53 1.48 3%
2390t 3 147 144 2% 149 146 2%

In this research, BTIs were calculated for two cases, the first using mean as
average travel time and the second using median as average travel time. The results
of comparison indicate that the BTI calculated with mean is lower than that
calculated with median by 12% to 22%, by 1% to 36%, and by 8% to 30% on
segments 1, 2, and 3 respectively (Table 3).
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Table 3. Comparison of BTIs on Segment 1

BTI BTI _
Dates Lane (Mean)  (Median) Difference
0.39 0.50 22%
6" Oct.
¢ 3 0.45 0.54 17%
2
2314 Ot 0.34 0.39 12%
3 0.16 0.18 13%

For example, in lane 2 on October 6™, 2008 on segment 1, mean equaled 1.52
minutes and median equaled 1.41 minutes, and BTI with mean was found to be 39%
which meant the traveler should allow extra (.39*1.52*60) 36 seconds to their average
travel time for the trip in order to ensure on-time arrival 95 percent of the time, but BTT with
median was 50% which meant that the traveler must add (.5*1.41*60) 42 seconds to
their average travel time when planning trips to ensure on-time arrival 95 percent of the time.

Similarly, in lane 2 on segment 3, mean equaled to 6.95 minutes and median
equaled 4.98 minutes, and BTI with mean was found to be 74% which meant the
traveler should allow extra (.74*6.95) 5.1 minutes to their average travel time for the trip in
order to ensure on-time arrival 95 percent of the time, but BTI with median was 143%
which meant that the traveler must add (1.43*4.98) 7.1 minutes to their average travel
time when planning trips to ensure on-time arrival 95 percent of the time.

CONCLUSIONS

Improvements in travel time reliability can reduce uncertainty regarding the time
required for passenger trips and movement of goods. This study which uses VSL
travel time data on a congested segments of I-270 in St. Louis County.

The results of the goodness-of-fit tests indicated that the loglogistic
distribution best represented the travel time data for peak periods, but lognormal
distribution better fitted the travel time data for 24 hours.

The loglogistic and log-normal distributions are positively skewed and for
skewed distributions, median is the best estimate of central tendency and the mean is
always the highest estimate of central tendency. Hence, median should be used in lieu
of mean as average travel time for calculation of BTI. For selected segments in this
study mean was higher than the median travel time from 1% to 15%. This shows that
mean travel time is up to 15% over estimate of average travel time.

This study evaluated the difference in BTI when mean and median travel time
were used. It was found that when median was used, BTI was higher from 1% to 36%
compared to using the mean, which means additional times needed to ensure on-time
arrival can be up to 36% higher than extra time calculated using mean travel time for
BTL
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ABSTRACT

This paper presents the systematic evaluation of Variable Speed Limit (VSL) system
implemented on [-270 in St. Louis County. The system varies the speed limit in real time
during periods of recurring and non-recurring congestion to prevent traffic from breaking
down. The system was evaluated objectively and subjectively, and this paper describes the
objective evaluation of the system. The objective evaluation was performed by comparing the
traffic flow parameters during static speed limit (pre-VSL) with variable speed limit (post-
VSL) by using five measures of performance: 1) speed, 2) volume, 3) occupancy, 4) travel
time, and 5) congestion measures. Identification of congested segments and the time periods
for the analyses were the initial steps for evaluating the system. Traffic data were provided by
MoDOT collected using Remote Traffic Microwave Sensors. Average speed, volume and
time occupancy profiles indicated that the VSL system change in traffic conditions including
congestion. Preventing the highway from reaching its capacity and avoiding the traffic
breakdown is one of the main objectives of VSL system initiation. It can be achieved by
upstream drivers reducing speed, metering the upstream traffic and preventing traffic from
breaking down. Congestion measures evaluation indicates change in Travel Time, Percentage
of Congested Travel and reduction in duration, extent and intensity of congestion. The VSL
system benefits were determined, which indicated that the system benefits will pay for the
initial capital cost of the system over the years. This study can be used by Departments of
Transportation for evaluation of active management systems.

INTRODUCTION

Variable Speed Limit (VSL) signs were initiated on May 22" 2008 along 38 miles of 1-270/I-
255 in St. Louis County to vary speed limit during recurring and nonrecurring periods to
manage congestion. The system allows speed limits to be varied in real time based on actual
traffic conditions. This is the first of its kind implementation in the state of Missouri and this
study evaluates the system based on different measures of performance. The main purpose of
the VSL system initiation was to improve traffic flow by preventing the highway from
attaining capacity, thereby relieve congestion, and reduce travel time.

The objectives of this study were to evaluate the performance measures by comparing traffic
data during pre-and post-VSL condition to quantify the system benefits by evaluating delay
and cost savings. For the comparison data provided by the Missouri Department of
Transportation were 30 sec average speed, occupancy and volume along 1-270/1-255.

LITERATURE REVIEW

Studies carried out in Europe, Canada and USA indicated that implementation of variable
speed limit was effective. Speed-flow occupancy relationships, travel time estimation and
congestion measures were carried out to analyze the different aspects of VSL system. These
parameters were the measures of effectiveness for this new technology.
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Papageorgiou et al. (2006) examined whether the speed limits modify the shape of the flow—
occupancy diagram. A total of more than 800 km of VSL-equipped motorway in United
Kingdom were used for the evaluation. Curves fitted to the flow-occupancy relationship were
used to analyze the effect of speed limit. The VSL system shifted the critical occupancy to
higher values in the flow—occupancy diagram and when applied at under-critical occupancies,
speed limits have the effect of decreasing the slope of the flow—occupancy diagram. The
difference in flow was found out to be small. Further research was recommended to obtain
better results. Steel et al. (2005) carried out evaluation of the VSL system on 1-90 in the US
across the Snoqualmie Pass operated by the Washington State Department of Transportation.
The comparison indicated decrease in the mean operating speed but increase in the deviation.
They recommended increase in speed enforcement to minimize the deviation.

Riffkin et al. (2008) evaluated the VSL system in Utah by comparing three months’ of daily
average speed for day and night conditions at different locations. They tested the hypothesis
whether the change in speed was due to randomness or variable speed limit initiation. Similar
comparison was also carried out by Mott MacDonald from the United Kingdom. Data
analyzed was for one year before and after the VSL implementation. The data were
categorized into weekdays and weekends based on traffic flow. Graphical comparisons were
carried out for speed compliance and capacity analysis. The level of non-compliance was
calculated by taking the total number of offences at the Association of Chief Police Officers
(ACPO) threshold for each speed limit (70 mph to 40 mph), at all sites, as a percentage of the
sum of the total number of vehicles at each site per month. The results obtained were
consistent. When considering the ACPO threshold of enforcement (speed limit + 10% + 2
mph), compliance on the main carriageway was on average 94%, or better, at the 70 mph, 60
mph, 50 mph speed limits and 84%, or better, at the 40 mph speed limit between January
2006 and September 2007. The 80" percentile of the cumulative frequency for the 15 minute
maximum flow observed over a 24 hours was used as a measure to estimate the change in
capacity between the ‘Before’ and ‘After’ cases. It was assumed that the top 20% of the
observed 15 minute maximum flows represent cases of unsustainable flow or unusual high
throughput, due to a temporal change in traffic conditions. Increase in capacity and
compliance in speed indicated improvement in traffic conditions.

Bertini et al. (2006) compared the variable speed limit (VSL) and traveler information
presented to commuters with actual traffic conditions on the highway. Detector data used for
comparison were extracted from a segment of German Autobahn near Munich, Germany.
Results indicated strong correlation between the two data sets. Results indicated that when
drivers were warned of approaching congested conditions, the speed limits were reduced
before bottleneck activation. The system reduced the speed limit to control the congested but
still flowing traffic, and traffic continued to flow during congested periods at low speeds (19
and 25 mph). Comparison of flow and speed data with fundamental diagrams of speed—flow
and flow—density indicated that reducing the speed limits upstream reduced congestion
downstream. This paper applies the findings from the literature above for the study presented
in the paper.

METHODOLOGY

VSL system evaluation is a step-wise process with three distinct steps. In the first step the
congested segments and time periods for evaluation were identified. Next, was traffic data
evaluated to determine the peak periods, and change in volume, speed and occupancy. Based
on the results, if the system shows benefits, congestion measures were evaluated and benefits
were calculated. This paper presents the systematic for evaluation of the VSL system on I-
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255/1-270. This system is activated to vary speed limits during recurring and non-recurring
congestion. The impact of this system on the aggregated traffic flow is reflected on the traffic
data analysed.

Selection of Segments and Time Periods

The very first step was identification of congested segments. Congestion was defined as
detector occupancy above 7% and average speed under 40 mph. Congested segments were
identified from the archived data using the time space plots. Second step involved selection
of time periods for evaluation. Time period can be divided based on weather conditions and
the duration for which the VSL system was active.
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Figure 1: Selected Segment for Evaluation, I-270 SB

For this paper, the section of I-270 used for evaluation is displayed in Figure 1. This segment
was found to be one of the most congested segments on the highway. In Figure 1, circles
indicate the mile-marker (logmile)s for detector locations and squares present the locations of
VSL signs along the highway. VSL system evaluation was carried out mainly for peak
periods since the VSL system stays active during peak periods during recurring congested
conditions. For off-peak condition VSL signs display speed limit of 60 mph. Days with clear
and inclement weather conditions were separated. For this paper data clear weather days were
used for comparison of pre-and post-VSL conditions. The data analysis was carried out for
eight days in pre-and same in post-VSL for clear condition for the segment.

Evaluation of VSL system

Data available from one year of pre-and post-VSL traffic including average speed, vehicle
count and average occupancy were used for the analysis. Data used for evaluation were
averaged out for 15 minutes, 5 minutes and 1 minute for different evaluation purposes. To
study the effect of volume, various volume profiles were plotted and the differences were
recorded. Change in traffic volume was accounted to discern its effect on average speed,
travel time and congestion measures. Traffic volume or flow versus occupancy curves were
plotted for analysis of critical occupancy. The critical occupancy is defined as the occupancy
at which highest flow (volume) is observed. One of the purposes of VSL system initiation is
to reduce average speed upstream at under critical occupancy, since the arriving upstream
demand is to be served without congestion.

For average speed performance measure, the objective was to compare the mean speeds
before and after the initiation of the VSL system. The speed differential, the mean, standard
deviation, and statistical analysis of speeds between lanes were evaluated. The objective of
this step was the evaluation of the posted variable speed limit during peak periods. It
concentrated in evaluating the speed during peak periods mainly because VSL system is most
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active during peak periods. This evaluation determined the effectiveness of the system logic
and the traffic flow parameters used for determining the appropriate speed limit. Evaluation
of congestion measures is based on the results obtained from volume and speed analysis. If
the results observed are positive from VSL system initiation, congestion measures are
calculated to quantify the benefits.

The traffic flow characteristics before congestion, during congestion and after congestion
were evaluated. More specifically increase or decrease in average speed, and the length of
time before traffic reaches the congested state, how long congestion lasts, how long are the
queues, what is the impact of the VSL system on the length of queue, would be evaluated.
The performance measures that can be used are Total Delay, Congested Travel, Percent of
Congested Travel, and Congested Roadway.

The congestion measures were based on travel times for the segment, delay as a result of
change in travel time, and variables related to queue formation. For calculation of travel time
aggregated archived data over 5-minute intervals were used. These variables quantify the
effect on traffic congestion for pre-and post-VSL conditions. Total Delay and Percent of
Congested Travel are important variables. The total delay for the roadway segment is the sum
of time lost due to congestion. The percent of congested travel is an extension of the
congested travel measure. It also measures the extent of congestion.

Queue clearance is defined as the time taken for traffic to pass through a bottleneck under
congested conditions of the freeway. Queue extent is defined as the length of highway under
the effect of congestion, the duration can be defined as the time for which the congestion
lasted and intensity can be defined as values of average speed below 35mph. Average speeds
aggregated for one minute were used for this step. A two dimensional time space plots were
generated for the highway segment and average speeds were indicated using different shades
to indicate congestion and free flowing traffic. The duration was measured on the time axis
(x-axis), whereas the extent and intensity can be observed on the space axis (y-axis). For this
paper, highway was considered congested when average speed went below 40 mph. Areas
portraying low speed indicate congestion and from different shades indicate different
intensities of congestion.

COMPARISION RESULTS

Results from evaluation of VSL system impact on the segment is presented in this section.
Traffic data from detector at mile-marker (logmile) 11 (Figure 1) on pre- (25th October, 07)
and post (23rd October, 08) is used for demonstration of results. Figure 2 presents volume
comparison for pre-and post-VSL conditions.

When average volume for pre-and post-VSL condition were compared (Figure 2), variation
in average volume from -6% - 11% were observed, which is presented in Table 1. Since the
percentage change observed in volume was small for pre- and post-VSL conditions, no
adjustments were required for system evaluation. Also it was found that peak period occurred
between 1500 hrs and 1730 hrs. Since the VSL system is active only during peak periods,
therefore, the result for comparison of average volume is presented only for peak period at 15
minute interval.
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Figure 2. Comparison of Pre (25" Oct, 2007) and Post-VSL (23™ Oct, 2008) Vol at mile-marker 11

Table 1: Average Volume at Detector 11D during Peak Periods

Time | 1500 | 1515 | 1530 | 1545 | 1600 | 1615 | 1630 | 1645 | 1700 | 1715 | 1730
Pre-VSL | 1778 | 1916 | 1828 | 1584 | 1739 | 1817 | 1613 | 1675 | 1561 | 1624 | 1625
Vol. (vph)
Post-VSL | 1259 | 1886 | 1855 | 1745 | 1657 | 1705 | 1636 | 1715 | 1618 | 1807 | 1720
Vol.(vph)
Difference 4% -2% 1% 10% -5% -6% 1% 2% 4% 11% 6%

Figure 3 presents average occupancy for all five lanes at detector 11D for pre- and post -VSL
system installation. Also, it can be noted that the maximum observed occupancy for pre-VSL
condition was nearly 30 percent which reduced to 15 percent after VSL installation, which
shows decrease in traffic congestion.
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Figure 4 shows the comparison of pre- and post-VSL traffic volume and occupancy curves.
Data used for flow occupancy plot is aggregated for 15 minutes. It can be observed from the
figure that the VSL system installation has improved traffic flow as the occupancy is less
than 10%. It can also be noticed that for post-VSL conditions, time occupancy reduced from
a high value of nearly 20 percent to less than 12 percent. Also, fewer data points for the post-
VSL conditions indicate better traffic flow indicating that the highway did not reach capacity.
One of the objectives of the VSL system initiation was to prevent the highway from reaching
capacity since after reaching capacity the volume breaks down and traffic flow can decrease
significantly. Therefore, flow occupancy comparison indicates benefits of the VSL system
initiation.
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Figure 4. Comparison of Pre (25" Oct, 2007) and Post-VSL (23™ Oct, 2008) Flow Occup at mile-marker 11

Figure 5 presents the comparison of average speed profile for pre- and post-VSL system
installation. Figure 5 indicates that the peak periods for pre-VSL lasted approximately two
and half hours i.e. from 1545 hours to 1815 hours. During the peak period, the average speed
reduced to below 30 mph in pre-VSL conditions but not in post-VSL conditions. Figure 5
also indicates gradual change in average speed due to the VSL system, compared to sharp
decreases in average speed for the pre-VSL system. The average speeds were higher than 40
mph for most of the peak period because of which the variation in average speeds were lesser
than pre-VSL conditions. The gradual decrease in speed for the post-VSL conditions may
also reduce the speed variation across the lanes and along the highway segment. Figure 5
indicates that VSL has maintained the average speed between 40 mph and 60 mph which are
within the minimum and posted speed limits for 1-270.

Table 2 presents the standard deviation of speeds during the peak period for pre-and post-
VSL conditions for detector data at 11D for pre-and post-VSL conditions, respectively. The
difference indicates the change in post-VSL traffic conditions compared to pre-VSL
conditions. Negative value indicates decrease in deviation of speed across the lanes, which
indicates increase in speed homogeneity. Increase in speed homogeneity can cause reduction
in traffic crashes which is a positive outcome of the VSL system.

Figure 6 presents the comparison of average speeds aggregated for the peak period of 1545
hours to 1815 hours averaged for all four/five lanes for pre- and post-VSL system installation
at the detector locations on segment 1. The line plots compare the average volume during the
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peak periods. The figure shows detectors upstream, on and downstream of segment 1. Figure
6 also presents the difference in average speed during peak periods at every detector location.
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Table 2: Speed Deviation at Detector mile-marker (mile-marker (logmile)) 11 during Peak Periods
Time 15:15 | 15:45 | 16:15 | 16:45 | 17:15 | 17:45 | 18:15 | 18:45
Pre-VSLSD (mph) | 5.07 | 9.30 | 10.26 | 15.58 | 11.59 | 14.44 | 8.11 | 5.73
Post-VSLSD (mph) | 431 | 538 | 530 | 542 | 580 | 12.63 | 5.65 | 5.93
Difference (mph) | -0.75 | -3.92 | -4.96 | -10.15 | -5.79 | -1.81 | -2.46 | 0.20
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Figure 7 presents the speed flow data for pre-and post-VSL system installation. Data used
were aggregated for 15 minute interval for this step. Congested and uncongested data points
are indicated separately. It can be observed from the figure that VSL system installation has
maintained the speed flow curve on the un-congested state providing better traffic conditions.
Fewer data points were observed in the congested regime of the speed flow curve indicating
better traffic flow conditions for post-VSL conditions. It can also be inferred that after VSL
system installation, the segment did not reach capacity; hence no breakdown in traffic flow
was observed. From the above discussion it can be stated that VSL system initiation
prevented the highway from reaching capacity, though the maximum flow in both conditions
were around 1900 vehicles per hour.
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Figure 8 presents the calculated travel time along the segment. For calculation of travel time
aggregated archived data over 5-minute intervals were used. Travel time was calculated as
time taken to travel through the segment at the average speed. Delay was calculated as the
difference between the travel times in pre-and post-VSL conditions and percentage of
congested travel was calculated as the percent of ratios of delays over their respective travel
times. Figure indicates significant decrease in travel time in post VSL conditions. The
difference in travel time is calculated as delay and is presented in Table 3.

Table 3. Travel Time, Delay and Percentage of Congested Travel during peak periods

Detector ID MP 16.6 to MP 15.4 to MP 12.4 MP 11 to
MP 15.4 MP 12.4 to MP 11 MP 8.5
Pre VSL Travel Time (minutes) 2.00 6.20 2.20 4.85
Post VSL Travel Time (minutes) 1.29 4.03 1.51 3.26
Delay (minutes) 2.36 6.55 2.52 5.18
Percent Change in Congested Travel -35.4% -35.0% -31.6% -32.9%

76



T & DI Congress 2011 © ASCE 2011

7.0
6.5
6.0
5.5
5.0
4.5
4.0
3.5 - ~~
3.0 ..". 77 ~ '.‘-.. ...-". —-
25 - So =
20 ¢ = ~ _—
1.5 .,’
1.0
0.5
0.0
MP 16.6 to MP 15.4

Travel Time (minutes)
\
/
\

MP 15.4 to MP 12.4 MP 12.4 to MP 11 MP 11 to MP 8.5

--®--Pre VSL Travel Time -k -Post VSL Travel Time

Figure 8. Comparison of Travel Time for Pre (25" Oct, 07) and Post-VSL (23" Oct, 08)

From Figure 9 the duration, extent and intensity of congestion can be quantified. During post-
VSL, the duration of congestion reduced appreciably upstream of detector at mile-marker
(logmile) 8.5. For detectors between mile-marker (logmile) 11 and 8.5, the duration of
congested state of traffic was reduced approximately from 110 minutes (pre-VSL, 16:00-
17:50) to 25 minutes (post—VSL, 17:30-17:55). Similarly, for mile-marker (logmile)s from
8.5 to 7.3, the duration reduced by 45 minutes (pre-VSL, 15:40-18:40) and (post-VSL, 15:45-
18:00) which indicates improvement in the state of traffic.

This step takes into account the entire highway segment of 9.3 miles from detectors at
milepost 16.6D to 7.3D. The time-space plots, presented in Figure 9 compared two different
dates for pre- and post-VSL conditions. Comparing the pre- and post-VSL data plots in
Figure 9, it can be stated that the VSL system initiation has reduced the duration, extent and
intensity of queue and congestion noticeably. In terms of the queue extent (length), it
decreased from 9.3 miles (mile-marker (logmile) 16.6 to 7.3) for pre-VSL to 3.3 miles (mile-
marker (logmile) 11 to 7.3) for post-VSL conditions. For pre-VSL conditions, Figure 9 (a)
clearly indicates the propagation of congestion upstream as average speeds are lower, starting
from detector at mile-marker (logmile) 7.3 to 16.6 over time. The pre-VSL conditions
indicate that congestion started around 15:30 between mile-marker (logmile)s 8.5 to 7.3 and
propagated upstream to mile-marker (logmile) 11 by 15:50, and further to mile-marker
(logmile) 12.4 by 16:05. This trend continued upstream and reached mile-marker (logmile)
15.4 around 16:20 and further to mile-marker (logmile) 16.6 by 16:30. In contrast, for post-
VSL conditions it was found that the extent of congestion was considerably shorter. Lower
speeds were observed at 15:45 between mile-marker (logmile)s 8.5 and 7.3 but congestion
did not propagate upstream till 16:15, and the recovery was short. Lower speeds were
observed second time (still higher compared to pre-VSL conditions) between 17:30 to 17:55.
No congestion was observed between mile-marker (logmile)s 11 and 12.4, however between
mile-marker (logmile)s 15.4 and 12.4, congestion was observed for 25 minutes. No
congestion was observed upstream of mile-marker (logmile) 15.4. Comparing the two plots
significant reduction in congestion was observed for post-VSL conditions.
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In terms of intensity of congestion, the pre-VSL condition also indicated lower values of
speed compared to post-VSL conditions. The post-VSL plot show fewer yellow and blue
patches. Additionally, no dark blue patches can be observed. Hence, congestion intensity
reduced considerably in post-VSL conditions.
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CONCLUSIONS AND RECOMMENDATIONS

From the results presented in this paper, it can be concluded that VSL system was effective
for the segment evaluated. Similar tasks can be carried out for the evaluation of any existing
Variable Speed Limit System. It is also suggested that the evaluation framework used in this
study is an effective tool for optimizing the algorithm structure and parameter values.
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Abstract

Micro unmanned aerial vehicles (MUAVs) that are equipped with digital imaging systems and
Global Positioning System (GPS) provide a potential opportunity for improving the effectiveness
and safety of roadside condition and inventory surveys. This paper provides an assessment of
the effectiveness of MUAVs as a tool for collecting condition and inventory data for roadside
infrastructure assets using a field experiment. The field experiment entails performing a level of
service (LOS) condition assessment on 10 roadway sample units on IH-20 in Tyler, Texas. The
condition of these sample units was assessed twice: onsite (i.e., ground truth) and by observing
digital images (still and video) collected via a MUAV. The results of these surveys are analyzed
to determine if there are statistically significant differences in the standard deviation and mean
values of the condition ratings. Additionally, the operational performance of the MUAV was
observed in various weather and field conditions. The results of this study will help
transportation agencies to decide if MUAV technology can be adopted for inventory and
condition surveys of roadside assets and maintenance activities.
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Introduction

The majority of state Departments of Transportation (DOTs) collect inventory and condition data
for asset management and maintenance quality assurance (MQA) purposes (Pantelias et al.
2009). These programs require periodic and systematic inventory and condition surveys of all
roadway assets (culverts, ditches, signs, pavement, guardrails, vegetation, etc.) to determine the
roadway’s level of service (LOS), set maintenance priorities, and make tradeoff decisions.

Current methods for assessing roadside condition involve manual field inspections that tend to be
time consuming, labor intensive, and lack adequate visual digital recording of condition
information. Digital inspection can potentially address these shortcomings. While vehicle-
mounted digital imaging systems are commonly used for pavement condition and roadway
inventory surveys, roadside condition surveys are typically performed manually due to limited
accessibility. Micro unmanned aerial vehicles (MUAVs) (see Figure 1) that are equipped with
digital imaging systems (still and video cameras) and Global Positioning System (GPS) provide
a potential opportunity for improving the effectiveness and safety of roadside condition and
inventory surveys. These MUAV systems are commercially available and have been used in
areas such as crime scene investigation, cinematography, building inspection, and wind turbine
inspection.

The contribution of this paper lies in evaluating the feasibility of using MUAV systems for
roadside condition assessment using a field experiment. In this field experiment, an MUAYV is
used to digitally record roadside sections on Interstate Highway 20 (IH-20) in Tyler, Texas for
later assessment of roadside condition and inventory. The results of this study will help
transportation agencies to decide if MUAV technology can be adopted for roadside condition
and inventory surveys. Ultimately, it is hoped that with the adaption of MUAYV technology, the
data collection process for roadside assets will become safer, more accurate, and more cost-
effective, and will provide visual digital records of these assets.

To provide the reader with a background on this subject, we begin with a review of relevant
literature, followed by an overview of the roadside condition assessment method used in this
study. The remainder of the paper discusses the field experiment and its results.

Background
Roadway Condition Assessment Methods for Maintenance Quality Assurance

Most existing MQA programs use a form of the infrastructure condition assessment method that
was originally developed in 1985 by Florida DOT and then refined under NCHRP Project 14-12
(Highway Maintenance Quality Assurance) (Stivers et al. 1999). This method allows
maintenance contractors and agencies to periodically measure how well maintenance forces are
achieving certain performance standards and LOS targets. It also allows for benchmarking of
current LOS and for measuring increase or decline in LOS over time.

Automated inventory and condition surveys of pavement assets have come a long way. Vehicle-
mounted sensors (digital imaging systems, laser, acoustic, etc.) are able to capture accurate
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pavement surface condition that can then be analyzed via computer software, which then output
a quantitative value for the condition of that pavement asset. While advances have been made in
developing these technologies for pavement, roadside assets are not as accessible and therefore
currently require manual inspection methods. A recent survey of 48 transportation agencies from
40 different states in the U.S. showed that 34 agencies use manual methods for collecting
roadside and drainage condition data (Pantelias et al. 2009). The same survey showed that only
three agencies use manual methods for collecting pavement condition data. Manual methods for
conducting roadside condition and inventory surveys involve certain safety issues, ranging from
traffic crashes to natural hazards such as washouts, sharp changes in elevation, or hidden objects.
Additionally, these manual inspection methods lack an accurate record of the roadside’s true
condition. Inadequate data records make it virtually impossible to re-evaluate previously
inspected roadside sections without having to travel back to the same site.

MUAVs outfitted with digital imaging systems and GPS technology can capture digital videos
and still-frame images of roadside assets. These digital images can later be analyzed in a safe,
non-stressful work environment and forever stored for later visualization. The purpose of this
study is to evaluate the feasibility of using MUAYV systems for roadside condition assessment.

Overview of Unmanned Aerial Vehicle Systems

Unmanned Aerial Vehicles (UAVs) were first designed to act as decoys to distract opposing
military forces from what was occurring on the ground. Later, UAVs were modified to perform
surveillance missions. After the Vietnam War, military science agencies set out to find a more
“soldier safe” method for reconnaissance (Levinson 2010). This led to the development of
UAVs that could be flown unmanned, but have the functionality of a manned aircraft. Remote
sensing combined with computer and GPS technologies led to the development of the present
day omniscient UAV. Current military UAVs are fully autonomous and can perform multiple
tasks, such as seek and destroy, pre-determined flight, and supply and reinforcement (Taylor
2004).

To improve mobility of UAVs, smaller UAVs that can be carried and operated by a single person
were developed and are currently known as micro unmanned aerial vehicle, or MUAYV. This has
opened many doors for civilian applications to take advantage of this state-of-the-art technology.
MUAVs are currently being used in civilian applications such as firefighting, search and rescue,
law enforcement, monitoring of oil and gas pipelines, monitoring of rivers and canals, and
private surveillance. Limited research efforts have begun to explore the feasibility of using UAV
systems in infrastructure management such as bridge condition inspection (Menti and Hamel
2007), pavement condition inspection (Herold et al. 2004, Zhang 2008a, Zhang 2008b, Jengo et
al. 2005), and collection of roadway traffic data (Coifman et al. 2006 and Srinivasan and
Latchman 2004). Rathinam et al. (2008) developed a detection algorithm that enables UAVs to
identify and localize linear infrastructures such as canals, roads, and pipelines.

Generally, there are two major types of MUAVs: plane-configured and helicopter configured.
Examples of these MUAYV types are shown in Figure 1.
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Fig. 1. Helicopter-configured (Left) and Plane-configured (Right) MUAVs

A plane-configured MUAV mimics a single-propeller driven aircraft. These MUAVs have the
ability to fly in a straight-line path and must be designed to obey the same laws of aero-dynamics
that apply to regular aircrafts. The wingspan on this type of MUAV can vary from 12 inches up
to four feet, depending on application.

A helicopter-configured MUAYV utilizes upward thrust induced by a single or multiple propellers
to maneuver in flight. The typical size for helicopter-configured MUAYV is approximately 2-3 ft
diametrically. However, recent research have used nanotechnology to produce an insect-sized
helicopter-configured MUAV (Newcome 2004).

Advantages of plane-configured over helicopter-configured MUAVs include:
1. greater speed
2. ability to carry larger payloads, and
3. ability to glide while in flight (which reduces fuel or battery consumption).

Advantages of helicopter-configured over plane-configured MUAVs include:
1. greater maneuverability (which allows for making immediate and sharp changes in flight
direction),
2. ability to loiter in place (which, when coupled with GPS, allows for programming the
MUAV to hover at predetermined coordinates)
3. smaller size, and
4. ability to takeoff from a standing position

Field Experiment
The field experiment entailed performing a level of service (LOS) condition assessment on 10

roadway sample units on IH-20 in Tyler, Texas. Each sample unit is 0.1-mile long. The
condition of each sample units was assessed twice:

a. Onsite (i.e., ground truth): Three inspectors rated the roadside assets and maintenance
activities within each sample unit directly in the field, and
b. MUAV video: A fourth inspector rated the same sample units by observing digital

images (still and video) collected via the MUAV.
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The LOS condition assessment method (discussed in the following section of this paper) is used
in both surveys (manual and digital). The results of these surveys are analyzed to determine if
there are statistically-significant differences in the standard deviation and mean values of the
condition ratings obtained through manual inspection (performed directly in the field) and digital
inspection (performed in the office using digital videos obtained from the MUAYV).

Roadway Condition Assessment Method

A roadside condition assessment method that is being developed for the Texas Department of
Transportation (TxDOT) is used in the field experiment of this study. In this method, condition
assessment field surveys are based on random sampling. Random sampling is used to ensure
realistic and affordable data collection requirements. Under a random sampling scheme, once
the rating zones (e.g., a 10-mile highway segment) are established, sample units of equal length
(typically 0.1-mi long) are chosen from within these zones using random sampling techniques.
The sample size [i.e., number of sample units needed to be surveyed to achieve a desired
confidence level (e.g., 95%)] is computed as follows (de la Garza et al. 2008):
s*N
n=———"—+
5 +<N;>e (1)

where n = sample size, N = total number of sample units in the rating zone; e = tolerable error
allowed by the specifications (i.e., allowable difference between sample mean and true mean), Z
= standard normal distribution value for the required confidence level that the error doesn't
exceed e, and s = standard deviation of rating from past experience (e.g., previous pilot projects).

This condition assessment method consists of the following steps:

1) The rating zone (a stretch of highway, in this study) is divided into N sample units
(typically 0.1-mi long)

2) n sample units are selected randomly for field survey (n is computed using Eq. 1).

3) The randomly-selected sample units are inspected and rated on a “Pass/Fail/Not
Applicable” basis using the inspection form shown in Figure 3-1. The form includes
a total of 55 performance standards for 12 roadside elements (i.e., asset types and
maintenance activities).

4) A 0-100 sample score (SUS) is computed as a weighted average score for all elements
within the sample unit, as follows:
L PS,
> 5 <M,
SUS =——1—— )
D 100x PM,

i=1
where PS is the number of passing performance standards; 4S is the number of
applicable performance standards; PM is an agency-specified priority multiplier (or
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weight) for each roadside element, and £ is the total number of roadside elements
within the sample unit.

5) A roadside average LOS for the for the rating zone is computed, as follows
> 8Us,
LOS =SUS ==——
" 3)

where SUS; is the sample score for sample unit j and # is the total number of
inspected sample units (i.e., sample size).

As mentioned earlier, this condition assessment method was applied on 10 randomly-selected
roadway sample units (each is 0.1-mi long) on IH-20 in Tyler, Texas (approximately, 100 miles
east of Dallas). The site begins at Mile Marker 556+0.0 and extends for 10 miles in generally
rural areas.

MUAYV used in Field Experiment

The Dragan Fly X6 helicopter-configured MUAV (see Figure 3) was used in the field

experiment. The selection of this particulate MUAV model was based on the following criteria:
1. Loiter capabilities

Ability to takeoff/land in confined spaces

Carry state-of-the-art imaging devices

Equipped with GPS capabilities

Onboard and satellite media storage devices

Able to maintain continuous flight for at least 15 minutes

Reasonably priced compared to other commercial MUAVs

Easily piloted

Compact, simple, and durable

A e A A

Table 1 shows the specifications of this MUAYV.
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Inspector's Name: Inspection Date: Time:

District: Highway: Milepoint: Sample Unit No.: Urban/Rural:

Roadside Asset
Type/Mainten

2
°

Performance Standard

Grade (Pass,
Fail, NA)

Mowing and
Roadside Grass

Any use of herbicide requires advance approval of the Engineer.

Paved areas (shoulders, medians, islands, slope, and edge of pavement) shall be free of grass

Unpaved areas (shoulders, slopes, and ditch lines) shall be free of bare or weedy areas

Roadside vegetation in the mowing area shall be at least 85% free of noxious weeds (undesired vegetation)

In rural areas, roadside grass height shall be maintained below 24 inches and shall not be cut to below 7 inches.

In urban areas, roadside grass height shall be maintained below 18 inches and shall not be cut to below 7 inches.

Landscaped
Areas

© 00 Njo L1 A W N R

Any use of herbicide requires advance approval of the Engineer.

Landscaped areas shall be maintained to be 90 percent free of weeds and dead or dying plants.

Grass height in landscaped areas shall be maintained at a maximum height of 12 inches.

Trees, shrubs
and Vines

L A =
A WN RO

No trees or other vegetation shall obscure the message of a roadway sign.

No leaning trees presenting a hazard shall remain on the roadside.

Vertical clearance over sidewalks and bike paths shall be maintained at 10 feet or more.

Vertical clearance over roadways and shoulders shall be maintained at 18 feet or more.

Clear horizontal distance behind guardrail shall be at least 5 ft for trees

No dead trees shall remain on the roadside.

Ditches and
Front Slopes

NN PR R e
O L N O

Ditches and front slopes shall be maintained free of eroded areas, washouts, or sediment buildup that adversely affects water

flow.

Erosion shall not endanger stability of the front slope, creating an unsafe recovery area.

Front slopes shall not have washouts or ruts greater than 3 inches deep and 2 feet wide.

No part of the ditch can have sediment or blockage covering more than 10% of the depth and width of the ditch

Concrete ditches shall not be separated at the joints, misaligned, or undermined.

Front slopes shall not have holes or mounds greater than 6 inches in depth or height.

Culvert and
Cross-Drain
Pipes

N
N

N NN
u b W

A minimum of 75% of pipe cross sectional area shall be unobstructed and function as designed. There shall be no evidence of
flooding if the pipe is obstructed to any degree

Grates shall be of correct type and size, unbroken, and in place.

Installations shall not allow pavement or shoulder failures or settlement from water infiltration.

Culverts and cross-drain pipes shall not be cracked, have joint failures, or show erosion.

Drain Inlets

wW W NNNN
R O O 00 N O

Grates shall be of correct size and unbroken. Manhole lids shall be properly fastened.

Installation shall not present a hazard from exposed steel or deformation.

Boxes shall show no erosion, settlement, or have sediment accumulation.

Outlets shall not be damaged and shall function properly.

Inlet opening areas shall be a minimum of 85% unobstructed.

Installations shall have no surface damage greater than 0.5 square feet.

Chain Link
Fence

w w w
B w N

Installations shall have no open gates.

Installations shall have no openings in the fence fabric greater than 1.0 square feet.

Installations shall have no openings in the fence fabric with a dimension greater than 1.0 feet.

Guard Rails

BA W W W W W
O Lo NoO "

Installations shall be free of missing posts, offset blocks, panels or connection hardware.

End sections shall not be damaged.

Rails shall not be penetrated.

Panels shall be lapped correctly.

No more than 10% of guard rail blocks in any continuous section shall be twisted.

No 25-foot continuous section shall be more than 3 inches above or 1 inch below the specified elevation.

No more than 10% of wooden posts or blocks in any continuous section shall be rotten or deteriorated.

Cable Median
Barrier

B R
s w N

Installations shall be free of missing or damaged post, cable, or connections

Installations shall be free of missing or damaged end sections

Installations shall be free of loose cable or cable with incorrect weave

Attenuators

IS
¢

46
47

Each device shall be maintained to function as designed.

Installations shall have no visually observable malfunctions (examples — split sand or water containers, compression dent of
the device, misalignment, etc.)

Installations shall have no missing parts.

Litter and
Debris

48
49

50
51
52

1. No litter or debris that creates a hazard to motorists, bicyclists, or pedestrians is allowed.

2. No 0.1 mile roadway section shall have more than 50 pieces of fist-size or larger litter or debris on either side of the
centerline of the highway.

Litter volume shall not exceed 3.0 cubic feet per 0.1 mile roadway section on both sides of the pavement.

In rural areas, traffic lanes shall be free of dead large animals.

In urban areas, traffic lanes and right of way shall be free of dead animals.

Graffiti

53
54
55

No graffiti is allowed

Surfaces and coatings shall not be damaged by graffiti removal.

Surfaces from which graffiti has been removed shall be restored to an appearance similar to adjoining surfaces.

Fig. 2. Roadside Inspection Form used in Field Experiment
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MUAV

MUAV in Flight

Pilot Preparing for
Takeoff using Remote
Control

Fig.3. MUAV used in Field Experiment

Table 1. Dragan Fly X6 Helicopter Technical Specifications

Aspect Characteristic Value
Helicopter Size Width 36 in
(Fully Length 33in
Assembled) Height 10 in
i Helicopter Weight 2.2 Ibs.
;K;;%I;‘Eiand Payload Capacity 1.1 1bs.
Maximum Gross Takeoff Weight 3.3 1bs.
Unassisted Visual Reference Required Path Entered Flight Capabilities
Max Climb Rate 23 ft/s
Max Descent Rate 13 ft/s
Max Turn Rate 90 °/s
Flight Approximate Max Speed 30 mph
Minimum Speed None
Launch Type Vertical Take Off and Landing
Maximum Altitude 8,000 ft.
Max Flight Time 25 min.
Still Camera 10 MP Digital Still
Camera Type Motion Camera 720p High-Definition
Max Storage 2GB
Satellites Used 16
GPS Position Update Rate 4 Hz

GPS Capabilities

Position Hold, Location Data
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Discussion of Results

Figure 4 shows the level of agreement between the performance standards ratings (Pass, Fail, or
Not Applicable) obtained by monitoring MUAV videos and corresponding ratings obtained
directly in the field by three different inspectors. Considering all performance standards, 72-95
percent of the time, the ratings assigned by the MUAYV video rater matched those assigned by the
field raters. On average, these ratings matched 81% of the time.

Figure 5 shows an example of false MUAV reading, where an existing drain inlet (identified by
the onsite inspectors) was not visible in the MUAYV image. Such false readings can increase or
decrease the sample unit scores, depending on the condition of the missed asset. This is
discussed in the following paragraph.

100
80 A
5
g 60
93’ B MUAV vs. Surveyor # 1
<%D 40 - EMUAYV vs. Surveyor # 2
=X
20 A
O .

1 2 3 4 5 6 7 8 9 10

Sample Unit No.
Fig. 4. Percent Agreement between MUAYV and Onsite Ratings (Pass/Fail/Not Applicable)

Fig. 5.

Example False Reading by MUAYV (Image Captured by MUAYV)

Equation 2 was used to compute a SUS for each sample unit. Figure 6 shows the sample unit
scores computed using ratings obtained from the onsite (field) raters and the corresponding
scores computed using ratings obtained from the MUAYV.
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100
90
80 -
70 A
60 -
50 A
40 A
30 A
20 -
10

B Surveyor |

SUS

B Surveyor 2
B Surveyor 3

= MUAV

Sample Unit No.

Fig. 6. Onsite vs. MUAV-based Condition Scores

The SUSs vary from one sample unit to another. For example, for Sample Unit # 1, the SUS
computed based on MUAYV data is noticeably higher than that computed based on onsite data
(100 vs. 58-73). This is because of false readings taken by the MUAV. The MUAYV video
showed that this sample unit should pass all ditch and front slope performance standards (which
resulted in a SUS of 100). The onsite (ground truth) ratings, however, showed that this sample
unit failed to meet the required performance standards for ditch and front slope (which resulted
in a SUS of 58-73, depending on the field inspector).

Two statistical tests were conducted on the SUS results. The first was a two-tailed t-test in which
the onsite SUS data sets were compared to the corresponding MUAV SUS data set, under the
null hypothesis that true mean values are equal. The second statistical test was the F-test which
was conducted on the same data sets under the null hypothesis that the variances are equal.
Table 2 shows the results of these two statistical tests. The results show that, at a 95%
confidence level, there is no statistical evidence that the null hypothesis in either case is false.

Table 2. Statistical Results Comparing Onsite vs. MUAV-based Sample Unit Condition Scores
(95% Confidence Level)
Comparison Sample Size  T-Test F-Test Evidence of Difference in SUSs
(number of  p-value p-value (Reject Null Hypothesis?)
sample units)

Surveyor # 1 vs. 10 0.390 0.585 t-Test: No
MUAV F-Test: No
Surveyor # 2 vs. 10 0.437 0.126 t-Test: No
MUAV F-Test: No
Surveyor # 3 vs. 10 0.437 0.650 t-Test: No
MUAV F-Test: No

Operational Performance

The operational performance of the MUAV was observed in the field under three conditions:
time of day, wind speed, and flight speed. These observations are summarized in the following
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paragraphs.

The MUAYV was flown at three different times throughout the day in order to find the optimum
window to collect best quality images. This is not truly a test of the MAUV’s capabilities, but
rather the camera mounted on the MUAYV. The specific digital camera that was used in this
study was a LUMIX DMC-LX3 manufactured by Panasonic. The camera captured 720p high-
definition video images and 10.2 megapixel still images. It was observed that the most optimum
time of day to capture images was between 8:00 A.M. until 12 noon. In the afternoon, there is
excessive glare off of adjacent pavement surfaces, which reduced the quality of the captured
images.

Weather was the most restricting parameter in the entire data collection process. While the
MUAYV was not flown in rainy weather, wind was found to be the most restricting weather
condition. Generally, the MUAV performed well and was easy to control in 0-5 mile per hour
winds. In 5-10 mile per hour winds, the MUAYV became more difficult to control, but with some
training, data could be collected. Wind speed greater than 10 miles per hour interfered in
operating the MUAYV and resulted in "shaky" video that was difficult to analyze. The MUAV
was not operational (could not be controlled) in 15-mile per hour (or more) winds.

Flight speed affects the quality of video and images that the MUAYV captures as well as
endurance of the MUAYV (i.e. maximum flight time). The slower the MUAYV travels, the higher
the quality of data becomes. However, slower flight speed (i.e., longer flight times per sample
unit) reduces the number of sample units surveyed per battery. Approximately, 1.5 minutes of
flight time per 0.1 mile sample unit (allowing 4 sample units to be collected per battery), appears
to be most practical.

Summary and Conclusions

This paper provides an assessment of the effectiveness of MUAVs as a tool for collecting
condition and inventory data for roadside infrastructure assets based on a field experiment. The
motivation of this study is to improve the safety, accuracy, and time efficiency of roadway
condition assessment surveys, and to identify technologies that can provide visual digital records
of these surveys. The cost-effectiveness of this approach is not addressed in this paper, since it is
likely to change over time as the MUAV technology matures.

The field experiment entails performing a level of service (LOS) condition assessment on 10
roadway sample units on IH-20 in Tyler, Texas. The condition of these sample units was
assessed twice: onsite (i.e., ground truth) and by observing digital images (still and video)
collected via the MUAV. Statistical analyses of the field data showed that there are no
statistically significant differences in the standard deviation and mean values of onsite (ground
truth) condition scores and corresponding scores obtained from observing MUAYV videos.

Weather was the most restricting parameter in the data collection process. While the MUAV was
not flown in rainy weather, wind was found to be the most restricting weather condition. The
MUAYV was easy to control and produced the highest quality images in 0-5 mile per hour winds.
The MUAYV was not operational (could not be controlled) in 15 mile per hour (or more) winds.
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Overall, the field experiment described in this paper shows that MUAYV is a promising
technology for improving current data collection methods for roadway inventory and condition
assessment. However, false readings and limitations on the operational performance of MUAVs
show that there is still a need for improving this technology before it can be adopted in the field.
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ABSRACT

The distress points, which are the numerical values assigned to pavement
distress are not universal or standardized. Most agencies assign these points based on
past experience with the intention to periodically calibrate them. The distress points
significantly affect the distress indices, the life cycle cost, the remaining service life
(RSL), and the accuracy of the pavement decisions.

Distress data were obtained from four State Departments of Transportation.
The data were analyzed and the RSL was calculated and equalized to the dollar values
of the network and its rate of depreciation. Results of the analyses are presented in
this paper. It is shown that the RSL could be calculated without the need to assign
distress points. It is also shown that the weighted average RSL of the network reflects
the dollar value of the network and its rate of depreciation. The RSL could be used to
support accurate pavement decisions.

INTRODUCTION

Over the last 30 years, many important tools were developed for
transportation asset management or pavement management. These include distress
points, distress index (DI), remaining service life (RSL), life cycle cost (LCC), and so
forth. The DI is typically based on a scale whose limiting values vary from one highway
agency to another. Some agencies use a scale from zero to one hundred where one end
of the scale represents an excellent pavement condition; a new pavement or any
pavement with no surface distress. Others use a scale from zero to ten. In addition,
along the DI scale, one or more threshold values are established where preventive
maintenance or major rehabilitation actions must be taken. In this paper and for
discussion purpose only, a DI scale from zero to one hundred is used as a standard scale
where the value of 100 represents an excellent pavement condition as shown in Figure 1.

The distress point system (the numerical values assigned to each pavement
defect or combination of defects based on their severity and extent) plays a major role
in pavement management (Anderson, 1998, Baladi et al, 1991, Kuo et al, 1991,
Novak et al, 1991, Baladi et al, 2004 and 2002). The numerical values of the distress
points significantly affect the DI, the LCC outputs, the RSL, and the accuracy of the
pavement management decisions. Since most state highway agencies manage similar
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Distress index = DI = 100 = excellent pavement, DI = 60 = threshold value where the
pavement is in need of a major rehabilitation action.

100 60 0
I I |

Figure 1a a distress index (DI) scale used for discussion in this paper

The remaining service life (RSL) = DSL = the assumed design service life, which
corresponds to a DI of 100 and asset dollar value of $DCC; RSL = 0.0 corresponds to
a DI of 60 and certain percent of $DCC; RL = 0.0 corresponds to a DI of 0.0 and asset
value of zero ($ZDV).

RSL =DSL RSL =0.0 RL=0.0

7}
B AN

DSL

A

PL

Figure 1b The remaining service life (RSL) and the remaining life (RL)

$DCC = the pavement design and construction costs, $ZDV = 0.0 = the pavement as a
structure has zero dollar value.

$DCC 0.4(SDCC) $ZDV
I I |

Figure 1¢ The two universal limiting dollar values of a pavement section

Figure 1 Relationships between the DI, the $DCC, the RSL, the RL, the DSL and the PL

pavement networks, conceptually, their distress point systems for each road class
should be similar. In reality, they vary significantly from one highway agency to
another. Stated differently, for a given class of road (e.g., interstates, primary, etc) no
universal distress point system has been developed or adopted. This paper shows that
the pavement distress points could be standardized if their values are based on the
true dollar value of the pavement network and its rate of depreciation or deterioration.
The paper also shows that since the two generic limiting pavement values are
universal in nature, the standardized distress point system should address the two
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limits, and should express the pavement condition and its rate of
deterioration/depreciation.

Since this paper uses pavement management as illustration for the bigger
picture of asset management, two basic, but well known, definitions must be stated or
reviewed herein as follows:

a) Pavement Design Service Life (DSL) — The DSL expresses the number of years
where the pavement structure is designed to provide a level of service equal to or
higher than the specified minimum standard level of service. Relative to a given
DI, the DSL is the assumed number of years from construction or rehabilitation to
the time when the pavement distress or the DI would reach the threshold value as
shown in figure 1b. Most pavement design methodologies are mainly based on
designing the service life (not the pavement life) of pavements to serve traffic
within a range of serviceability level. For example, the AASHTO Design Guide
recommends initial and terminal serviceability indices of about 4.2 and 2.5.
Whereas the serviceability level in mechanistic-empirical design procedures is
based on certain percent of cracking and rut depth.

b) Pavement Life (PL) — The PL is the number of years from the original
construction to the time when the pavement is in need of reconstruction as shown
in figure 1b. The PL may consist of one or more DSL such as the DSL of a newly
designed and constructed pavement and the DSL of one or more overlays. The
PL of a pavement structure is a function of the pavement preservation practice
used by the responsible agency.

Finally, for the benefits of the reader, some of the basic tools that were
developed for pavement management are briefly reviewed in the next subsections.
These basic tools include the DI, the two generic and universal limiting dollar values
of the pavement, the remaining service life, the remaining life, and the distress points.

a) The Distress Index (DI) - Most highway agencies have established some type of
DI or DIs based on certain algorithms. The various types of indices used today
include: International Roughness Index (IRI) or simply roughness index or ride
quality index (RQI), structural index (SI), distress index (DI), overall quality index
(OQI), pavement condition index (PCI), and so forth. Some indices (such as the
roughness index or the rut index) are based on one type of distress whereas others
(such as the SI, OQI, and PCI) are based on a combination of distresses. In this
paper, a DI scale of 0.0 to 100 is used with a threshold value of 60 indicating
pavement sections in need of major rehabilitation or reconstruction. The 60
threshold value expresses the pavement surface conditions at which the pavement
section is providing the minimum acceptable service level. The threshold value does
not represent a failed pavement.

b) The Two Generic and Universal Limiting Dollar Values of Pavement - When a
pavement section is designed and constructed properly, its upper dollar value after
construction (neglecting the real estate value) is equal to its design and construction
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RSL (network ) =

costs ($DCC). On the other hand, if a pavement section is subjected to no
maintenance and/or rehabilitation, it will deteriorate to the point where the pavement
needs a total reconstruction (from the roadbed soil and up). At that point in time, the
pavement has zero dollar value ($ZDV). At any other time, the dollar value of a
pavement section depends on its conditions and the level of services it provides to
the users. Hence, the two generic and universal limiting dollar values (see figure 1b)
of any pavement section are the $DCC and the $ZDV. It should be noted that the
$ZDV expresses the value of the pavement as a structure not its salvage value as
recycled materials (such as recycled concrete by crushing or recycled asphalt
pavements (RAP)). The dollar value of a pavement network is the weighted average
values of all uniform pavement sections within the network. Given that any
pavement section has two limiting dollar values, and given that the DI scale shown
in figure la also has two limiting values (100.0 and 0.0), one could relate a DI of
100 to the $DCC and a DI of 0.0 to the $ZDV. Such relationship requires that the
distress points assigned to each distress type and its severity and extent are calibrated
so that when the pavement structure is failed and its dollar value is equal to the
$ZDV, the DI value would be 0.0. The distress point calibration issue is addressed
further later in this paper.

The Remaining Service Life and the Remaining Life - The remaining service life
(RSL), not the remaining life, of a given pavement section is the estimated number
of years from any given date (usually from the last distress survey date) to the time
when the pavement DI reaches a threshold value or the minimum acceptable service
level as shown in figure 2. The RSL is typically calculated using the distress data or
the DI. To illustrate, assume that, for each 0.1 mile of pavement, the established
threshold value of the DI is 60, which corresponds to 500 feet longitudinal crack
(LC), and that the equation of the DI and that of the LC as a function of time are
known such as DI = f(t) and LC = G(t), the RSL can be calculated using the
following equation:

RSL = {t(DI = 60) — SA} = {t(LC = 500) — SA} < DSL

Where t(DI = 60) is the time at which the value of the DI is 60 (the threshold value);
T(LC = 500) is the time when the longitudinal cracks become 500 feet long; SA is
the pavement surface age in years, and DSL is the pavement design service life.

The RSL of a given pavement network can be calculated as the weighted
average RSL of the “n” pavement sections within the network using the following
equation:

i RSL,

_i=1
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Figure 2 Measured and predicted DI over time showing the remaining service life
(RSL), the remaining life (RL) and the pavement surface age (SA)

d)

Where RSL,; is the RSL of pavement section “i”, and SL; is the length of pavement

[13%:2]

section “1”.

Like the pavement values, the RSL also has two universal limiting values,
maximum, which is equal to the pavement design service life (DSL) and minimum,
which is equal to zero. At any given time, the RSL is somewhere between these two
values. When the RSL is the same as the DSL, the asset dollar value is equal to its
upper limit, the $DCC. On the other hand, when the RSL is zero, the pavement
dollar value is not zero, it is between the $DCC and the $ZDV.

The remaining life of a pavement section is the estimated number of years,
from any given date (usually from the last distress survey date) to the time when the
pavement section must be reconstructed (a DI of zero or LC = 1250) as shown in
figure 2. The calculations of the RL of a pavement section and the pavement
network are similar to those of the RSL as follows:

RL = {t(DI = 0.0) — SA and} = {t(LC = 1250) — SA and} > RSL

n

> (RL,)SL,)
RL(network) == n 2 RSL
> 8L,
i=1

The Distress Points - From the above scenarios it is clear that the values of the
distress points assigned to each type of distress and its severity level and extent have
significant impact on the calculation of the DI, the RSL, and the remaining life of
any pavement section and of the pavement network (Kuo et al, 1991, Novak et al,
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1991, Baladi et al, 2002 and 2004). Stated differently, the assigned values of the
distress points are the foundation of asset management and they affect all asset
management decisions. Therefore, establishing distress point matrices is a long term
exercise that should be periodically calibrated. Otherwise, the maximum acceptable
amount of distress (such as 500 and 1250 ft) can be specified and the RSL is
calculated on that basis without the need of DI.

PAVEMENT DOLLAR VALUES

There are several requirements to good pavement management practices; these
include a full knowledge of the dollar value of each pavement section and the entire
network as well as their rates of depreciation and dollar values. Such knowledge would
assist managers to properly estimate the required budget level and the rate of
expenditures. The current dollar values of each pavement section and their respective
rates of depreciation can be accurately estimated from the time series pavement distress
data, from the historical DI values, or from the RSL. The degree of accuracy of the
results is a function of the accuracy of the distress data, the distress point systems, the DI
or the remaining service life. The relationships between the pavement dollar value and
the DI and between the former and RSL are presented below.

Pavement Dollar Value and the DI

It is assumed herein that the pavement roughness is not included in the
calculation of the DI. As stated previously, the relationship between the dollar value of
the pavement and its DI at the two DI limits (100 and 0.0) are known. When the DI is
equal to 100 or to 0.0, the dollar value of the pavement is respectively equal to the
$DCC or to the $ZDV as shown in figure 1b. If the DI threshold value truly represents
pavements in need of major structural rehabilitation, the pavement dollar value has
already depreciated substantially from its $DCC value. Data from various agencies
suggest that when the pavement is in need of major structural rehabilitation action, the
average cost of the action is about 60 percent of its $DCC (discounting the inflation
rate). This could be interpreted as the pavement dollar value has depreciated by about
60 percent from its $DCC and its value before rehabilitation is about 40 percent of the
$DCC. The forty percent will certainly vary from one pavement section to another
depending on the distress type and pavement types, location and class. Since, for a
pavement section in need of major structural rehabilitation, the DI is equal to about 60,
one can associate the 60 percent depreciation with a DI of 60. Such an association is
based on the assumption (which is supported by data from many roads under the
jurisdiction of many State Highway Agencies) that, the average pavement rate of
deterioration after major rehabilitation actions are completed is about 10 percent higher
than the average rate of deterioration of a newly designed and constructed pavement.
Stated differently, on average, the expected service life of a pavement section subjected
to a major structural rehabilitation (such as full-depth patching and overlay) is about 90
percent of that of a newly constructed pavement. To illustrate, consider that a newly
constructed pavement section provided 16 years of service by the time the DI reaches a
value of 60, the maximum expected service life of that section after a major structural
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rehabilitation is taken would be about 90 percent or about 14 years. Certainly, the
service life after major structural rehabilitation actions are taken will vary substantially
from one pavement section to another depending on the type of rehabilitation action and
the pre-rehabilitation repair actions. The above scenario implies that, discounting
inflation, the dollar value of the pavement after major rehabilitation is completed is
about 90 percent of the SDCC. This would drop to about 80 percent of the $DCC after a
second major rehabilitation action is taken and to about 70 percent after the third major
rehabilitation as shown in Figure 3.

It is very important to note that if the DI is equal to 60 due to pavement
roughness only, then the dollar value of the pavement is much higher than the forty
percent stated above. For this reason, in this discussion, pavement roughness is
excluded from the DI. Relative to pavement roughness, the ride quality index or the
International Roughness Index (IRI) can also be used to estimate the pavement rate of
deterioration, the dollar value of the pavement and its rate of depreciation. However, the
relationship is much more complex and it is based on the causes of pavement roughness.
For example, if the IRI of a newly constructed asphalt or concrete pavement section is
high due to construction (no pavement surface distress), the dollar value of the pavement
structure is only slightly lower than the $DCC. The structural capacity of the pavement
is not affected by the high IRI and the pavement surface can be smoothed at a relatively
low cost. On the other hand, if the high IRI values are due to pavement surface distress
(e.g., transverse cracks, faulting, etc.), then the structural DI should be used as stated
above.

One other point on the DI scale can also be associated with the pavement dollar
value, the triggering DI value for preventive maintenance actions. Since preventive
maintenance actions are typically taken at an early stage (for example, 2 to 5 percent
cracking); the triggering DI value should be high. For the purpose of this discussion, the
triggering DI value for preventive maintenance action is taken at 85 (assuming the same
DI scale used above). On average, when the DI value is 85, the dollar value of the
pavement is about 80 percent of the SDCC. That is the pavement value has depreciated
by about 20 percent. It is important to note that a well designed and executed preventive
maintenance program would restore the pavement conditions and would slow the
pavement rate of deterioration. Hence, preventive maintenance actions would increase
the pavement value to about 95 percent of its original $DCC and would increase the
remaining service life of the pavement at relatively low costs.

Pavement Dollar Value and the RSL

Once again, it is assumed herein that the pavement roughness is not included in
the calculation of the RSL. As stated previously, the relationship between the dollar
value of the pavement and its RSL at the two RSL limits of DSL and 0.0 are known.
When the RSL is equal to the DSL, the dollar value of the pavement section is the
$DCC. When the RSL is zero, which correspond to a DI of 60, major structural
rehabilitation is required and the pavement dollar value is about 40 percent of its $DCC
as shown in figures 1b and lc. Once again, distress data obtained from various SHAs
indicate that the average pavement rate of deterioration after major rehabilitation actions
are completed is about 10 percent higher than the average rate of a newly designed and
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Figure 3 Distress index and the dollar value of a pavement section versus pavement life

constructed pavement. That is the expected service life of a pavement section subjected
to the first cycle of a major structural rehabilitation is about 90 percent of that of a newly
constructed pavement. For example, if a newly constructed pavement section provided
16 years of service by the time the DI reaches a value of 60, the maximum expected
service life of that section after major structural rehabilitation actions are taken would be
about 90 percent or about 14 years. Certainly, the service life after major structural
rehabilitation actions are taken will vary substantially from one pavement section to
another depending on the type of rehabilitation action and the pre-rehabilitation repair
actions. The above scenario implies that, discounting inflation, the dollar value of the
pavement after major rehabilitation is completed is about 90 percent of the $SDCC. This
would drop to about 80 percent of the $SDCC after a second set of major rehabilitation
actions are taken as shown in Figure 4.

SUMMARY

The distress data could be used to calculate distress indices and the RSL of
pavement sections and the network. The average cost data for new construction and for
major structural rehabilitation were analyzed along with the distress indices and the RSL
of pavement sections. Results of the analyses indicate that the dollar values of pavement
sections are directly related to the distress indices, if the assigned distress points are
correct. The dollar values of pavement sections are also directly related to the RSL,
which can be calculated using distress data without the need to calculate distress indices.
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ABSTRACT

The remaining service life (RSL) of a given pavement section is the estimated
number of years between now and the time when the pavement conditions reach
certain amount of distress. The calculation of RSL is based on two steps; fitting the
proper mathematical function to the time series condition data, and predicting the time
at which the pavement reaches the threshold conditions.

Time series pavement condition data of several miles of roads were obtained
from four State Highway Agencies (SHAs). The data were analyzed and the RSL of
each 0.1-mile section of each road was calculated based on the International
Roughness Index, (IRI), rut depth and cracking data. Results of the analyses are
presented in this paper. It is shown that, the RSL is a good communicating and
strategy planning tool. It could be used to address engineers, the public, legislators
and managers.

Keywords: pavement management system, pavement distress data, remaining service
life, pavement management decisions.

INTRODUCTION

The basic measurements of the conditions of a pavement section are its existing
distresses. A pavement distress is defined herein as any conditions that adversely
affect the pavement structural capacity, and the pavement serviceability, ride quality,
and/or safety. In general, there are two classes (structural and functional) and several
types of distress that are associated with each pavement type (ERES Consultants,
1987, Canadian Good Road association, 1961, and Baladi and Snyder 1890).
Structural distresses are associated with the ability of the pavement to carry the design
load. Functional distresses deal mainly with ride quality (smooth and comfortable ride)
and safety issues (skid resistance, rut, bleeding and hydroplaning). Pavements that
exhibit structural distresses (e.g., severe alligator cracking, transverse or longitudinal
cracks) will also exhibit functional distress. On the other hand, functionally distressed
pavements (e.g., very rough) may be structurally sound. In addition, each class of
pavement distress (functional or structural) contains several types of distresses. During
the pavement distress survey, each distress type is typically identified by its severity
and extent. Further, each distress type is caused by one or more variables (e.g.,
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moisture, drainage, environment, load) which, when known, provide great insight into
the causes of pavement deterioration and the selection of cost-effective pavement
preservation alternatives. Hence, the proper pavement evaluation program and
procedure should include the identification of the type, severity, and extent of the
distresses as well as any abnormal drainage problem (e.g., standing water in the
drainage ditch).

Since the structures of the various pavement networks are made of various
materials and are located in different environmental regions, there is no standard
distress identification manual that have been universally adopted by highway
authorities. However, some standardization exists and various but similar distress
identification manuals were written and have been published. The most similar
manuals are the Highway Pavement Distress Identification Manual (published by the
Federal Highway Administration (FHWA)) and the Distress Identification Manual for
the Long Term Pavement Performance (LTPP) Studies, which was published by the
Strategic Highway Research Program (SHRP), (Smith et al, 1979, 1987, and
AASHTO Design Guide, 1986). Both of these manuals address the four conventional
highway pavements listed below.

1. Asphalt surfaced (including asphalt overlays of concrete)
2. Jointed plain concrete

3. Jointed reinforced concrete

4. Continuously reinforced concrete

DISTRESS POINT SYSTEMS

The general state-of-the-practice includes the assignment of distress points for
each type of pavement surface distress, severity level and extent. The assigned values of
the distress points affect the values of the calculated distress index (DI) or indices and
the pavement remaining service life (RSL). Hence, the exercise of establishing distress
point values or systems is very critical to the success of pavement management. Such an
exercise must be based on the true conditions of the pavement, the upper and lower
limits of the DI scale, and the trigger values for major pavement rehabilitation and for
pavement preservation and preventive maintenance actions. The assigned distress points
must also address the severity level and the extent of each distress. Stated differently, the
distress point system must be designed to transfer real distress data to a scalar that can be
used to express the health of the network. This scalar is either a single DI or multiple
indices. Typical uses of the indices include:

e Establishment of uniform pavement sections based on conditions
e Calculation of RSL of pavement sections
e Selection of candidate project boundaries

The accuracy of the above functions depends on the accuracy of the collected
distress data and on the assigned distress points. The accuracy of the data collection
activities could be improved by establishing a better quality control protocol and by
improved training. The potential problems in the accuracy of the distress point system
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could be totally eliminated or neutralized if the above decisions are made using the
actual distress data. To illustrate, a typical time series transverse crack data are listed in
Table 1 in terms of low, medium and high severity levels. The straight sum of all cracks
(low, medium and high) for each year is also included in the table. The transverse crack
index was calculated based on the priority factor for low, medium and high severity
levels of 0.1, 0.2 and 0.7. Figureldepicts the numbers of low, medium and high severity
transverse cracks as a function of time. It can be seen that although the numbers of high
and medium severity transverse cracks increases over time, the trend for the number of
low severity cracks versus time is not as clear. The reasons for these observations are:

1. The number of cracks in the database that are correctly labeled (by the people who
digitize the images) as low, medium and high severity levels is unknown.

2. The effects of pavement temperature during the videotaping process on the crack
opening are not known. Low pavement temperatures cause the pavement to shrink
and the cracks to open wider, and this artificially increases the number of cracks in
the medium and high severity levels. Likewise, high pavement temperature causes
the crack opening to tighten and hence, the number of cracks in the medium and
high severity levels could decrease substantially from one year to the next.

3. The number of transverse cracks that change severity level from one year to another
is unknown. Hence, some low severity cracks may change to high severity, some
may change from low to medium severity, and some may stay in the same severity
level.

Figure 2 depicts the transverse crack index versus time. The index was
calculated based on priority factors of 0.1, 0.2 and 0.7 for low, medium and high
severity cracks as shown in Equation 1.

TCI = 0.1(LTC) + 0.2(MTC) + 0.7(HTC) Equation 1

Where TCI = transverse crack index;
LTC = number of low severity transverse cracks;
MTC = number of medium severity transverse cracks; and
HTC = number of high severity transverse cracks.

Figure 3 shows the total number of transverse cracks as a function of time. The
total number of transverse cracks (TTC) was calculated by simply adding the numbers
of low, medium and high severity transverse cracks as stated in Equation 2.

ITC=LTC+ MTC + HTC Equation 2

Examination of the data presented in Figures 2 and 3 indicate that the variability
of the total number of cracks versus time is much lower than that of the transverse crack
index. Although the data in Figure 3 do not differentiate between the numbers of
transverse cracks in the various severity levels, the procedure of adding the numbers of
cracks can be justified and it makes more engineering sense. The mechanics of the
problem are that the pavement integrity and structural capacity is jeopardized when it
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Table 1 Number of transverse cracks, total number of cracks, and transverse crack

index
Number of transverse cracks Transverse crack index priority
EMP | Y L Medi High
e Low Medium High Total o e & Index
cracks 0.1 0.2 0.7
1 2000 10 9 4 23 1 1.8 2.8 94.4
2 2001 24 7 1 32 24 1.4 0.7 95.5
3 2002 23 8 1 32 23 1.6 0.7 95.4
4 2003 21 11 8 40 2.1 2.2 5.6 90.1
5 2004 26 12 10 48 2.6 2.4 7 88
6 2005 36 12 3 51 3.6 24 2.1 91.9
7 2006 22 16 16 54 22 32 11.2 83.4
8 2007 37 14 8 59 3.7 2.8 5.6 87.9
9 2008 26 19 22 67 2.6 3.8 15.4 78.2
10 | 2009 22 23 24 69 22 4.6 16.8 76.4
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Figure 1 Numbers of low, medium and high severity transverse cracks
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Figure 3 Total number of transverse cracks versus time

cracks. Tighter cracks may not allow as much water to penetrate the surface layer and
damage the lower materials as wide open cracks. However, the integrity of the surface
layer and its capability to spread the load to a wider area is broken. Hence, straight
addition of the numbers of cracks in all three severity levels would be more meaningful
to the decision makers than the transverse crack index. Analyses of distress data
obtained from four State Highway Agencies showed this is to be the case for each road
and for longitudinal and alligator cracks as well. In all roads, the variability of the
transverse crack index data over time was so severe that no mathematical function could
describe the data with good accuracy. When the numbers of low, medium and high
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severity cracks were simply added, the data followed good trend against time. Some of
the better transverse crack data (least variable data) obtained from the Washington State
Department of Transportation were used as example and are shown in Figures 1 through
3. The important point herein is that, one does not need to transfer the number of
transverse cracks or the cumulative length of longitudinal cracks to an index. Many
people argue that the index has no units and could be easily communicated to other
interested parties. Although this could be true, the value of the index could be tampered
with on the basis of the priority factors between the various severity levels.

Nevertheless, the RSL of a pavement section could be calculated on the basis of
the total number of transverse cracks without the need to calculate transverse crack
index (Kuo et al, 1991, Novak et al, 1991, and Baladi et al, 1991). This could be
accomplished if the absolute maximum number of acceptable transverse cracks is
determined. To illustrate such calculation and the role of the RSL as a highly significant
tool in the pavement management system, suppose that:

e The maximum allowable number of transverse cracks at which a 0.1 mile pavement
section 1is in need of major rehabilitation is 90 (average transverse crack spacing of
about 6 feet).

e The corresponding threshold value on the transverse crack index is 60.

Consider the transverse crack data of the 0.1 mile pavement section located in
the State of Washington. The databank contains ten data points from 2000 to 2009.
During this period, the pavement section was not subjected to any pavement
preservation or maintenance actions (do nothing section). The total number of transverse
cracks and the transverse crack index data were fitted to linear mathematical functions of
the form shown, respectively in Equations 3 and 4.

TTC =a(t)+ B Equation 3
TCI =n(t)+y Equation 4

Where TTC = total number of transverse cracks
TCI = transverse crack index
t = elapsed time or surface age in years
a, B, n and A = regression constants

The above equations can be used to solve for the time t at which the threshold
value of TTC of 90 cracks is reached and the threshold value of TCI of 60 is reached.
The RSL can then be calculated by subtracting the surface age (SA) or the elapsed time
stated in Equations 5 and 6 below.

ITC =90)-
RSL = [( ¢ p ) P ]—SA Equations 5
ry - (ICI=60)-y] Equation 6

n
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The calculated RSL values can then be used to check the accuracy of the
transverse cracking index and the total number of transverse cracks using the following
steps:

1. Use the data points from the years 2000, 2001, and 2002 and calculate the RSL to
the threshold value.

2. Repeat step 1 by using the 2000, 2001, 2002, and 2003 data.

3. Continue repeating step 1 by adding each additional year’s data point.

The above three steps were taken to produce the seven RSL values listed in
Table 2 for the TTC and TCI. Since the road section was not subjected to any
preservation or maintenance actions, the value of RSL calculated in step 1 should
decrease by one year in each subsequent step. Figure 4 depicts the calculated RSL
values against the surface age (elapsed time) of the pavement section. The two solid
lines in the figure represent the reference line along which the RSL value decreases by
one year for every year increase in the pavement surface age. It can be clearly seen that
the RSL values based on the total number of transverse cracks closely follow the solid
line. On the other hand, the RSL values based on the transverse crack index deviate
significantly from the corresponding solid line. Indeed, the first RSL value was negative
65 years.

The above illustration demonstrates the significance of the RSL and its
important role as a powerful tool in managing pavements. The other role of the RSL as
a quality control tool is presented elsewhere (Baladi et al, 2011).

SUMMARY AND CONCLUSIONS

The distress data could be used to calculate distress indices and the RSL of
pavement sections and the network. It is shown that a direct calculation of the RSL from
the distress data yields more accurate results. The combination of low, medium and high
severity transverse cracks based on priority factors produces high variability in the
distress indices. If the distress data are accurate, the value of the RSL must decrease one
year for every elapsed physical year unless preservation, rehabilitation and/or
maintenance activities were applied.
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Table 2 Calculated RSL based on the total number of transverse cracks and the
transverse crack index

Surface age RSL (years)

(year) Total Index
3 12.6 -65
4 9.9 26.5
5 7.5 16.0
6 6.8 25.8
7 6.5 154
8 5.9 18.3
9 4.6 12.1
10 39 9.3

RSL (year)

@ Total number of transvrse cracks
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Figure 4 Remaining service life versus elapsed time
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Abstract

This article discusses the results of a research and development project to detect and
evaluate inductive loops used in intersections for traffic detection and control using a
step-frequency ground-penetrating-radar (SF-GPR) array. The frequency bandwidth,
the dwell time, the transmitter-receiver patterns within the array, and the processing
options defined the domain of an optimization effort to maximize the detection of the
inductive loops. Descriptions of the application and the SF-GPR system and method
are provided. A summary of the research effort and final results are presented. The
inductive loops were detected and mapped at increasing levels of success with the
optimization of data acquisition controls and data reduction options.

Introduction

A nondestructive evaluation method for in-pavement sensor inspection was
developed, tested and optimized in this study using data from a new integrated sensor
system called the Advanced Pavement Evaluation (APE) vehicle and subsequent
analysis of data from the system. The test method was evaluated using a range of
several SF-GPR test parameters that were the focus of the optimization work in the
study, including the dwell time, transmitter-receiver array scan pattern and data
analysis processing options. The motivation for developing and optimizing this new
test method comes from the high rate of in-pavement loop wire sensor failure due to
deterioration, combined with the common use of these sensors throughout the United
States, as described by Klein, 2006 in a Federal Highway Administration (FHWA)
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Figure 1. Loop wire schematic diagram

report. In the US and abroad these loop wire sensors are used for traffic actuated
signal control, traffic responsive signal control, freeway surveillance and traffic
management, and data collection systems, (Klein, 2006). A schematic drawing of an
embedded in-pavement loop wire sensor system is provided in Figure 1, where the
loop wire is the dot-dashed line in the upper drawing. The lower drawing in Figure 1
shows a cross section of the loop wire embedded in a saw cut, (subsurface).

State of the art Impulse GPR (I-GPR) technology does not currently have the
resolution or the rapid three dimensional scanning capability required to effectively
image loop wire sensors from a moving vehicle platform. Therefore, a nondestructive
in-pavement loop wire evaluation method was developed and implemented by the
research team for this study using an integrated SF-GPR sensor system together with
three dimensional imaging and analysis software. After initial system integration and
analysis development was completed, a systematic test plan was carried out using a
laboratory test apparatus specifically devised for the study. Subsequently, field
testing was conducted on embedded in-pavement loop wire sensors located on the
grounds of Turner Fairbank Highway Research Center (TFHRC), a FHWA research
laboratory, using the optimized configuration.

Background

Subsurface imaging and evaluation of buried infrastructure, (including in-pavement
sensors that are the focus of this study), has had significant limitations in the past due
to time consuming data acquisition requirements, problems with geometric alignment
of data collection scans, sub-optimum system adjustability, and data processing
inefficiencies. The subsurface evaluation method used in this study takes steps to
address each of these problems with a new approach implemented using a new
prototype system. This system has been configured to allow optimized performance
to be achieved for subsurface imaging of in-pavement sensors.
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A brief discussion of recent Ground Penetrating Radar (GPR) technology progress
follows here. Until recently, GPR systems have typically been implemented using I-
GPR technology. This I-GPR technology has improved substantially during the past
few decades through advances in electronics and system design (Annan, 2002). I-
GPR continued to be refined in recent years for applications to infrastructure through
improvements in data processing techniques and incremental improvements in system
hardware, (Al-Qadi, 2004; Scott, 2004; Saarenketo, 2006). From a functional
perspective, [-GPR transmits impulses containing microwave frequencies across an
ultra-wideband (UWB) range of frequencies. For civil infrastructure applications, I-
GPR typically uses antennas that cover a fraction of the practical GPR operating
bandwidth. Low, medium and high center frequencies for I-GPR antennas are often
approximately 500 MHz, 1 GHz, and 2 GHz or higher, respectively (Daniels, 1996).
In many I-GPR systems, the fractional bandwidth of interest must be anticipated
before it is used so that the correct antenna with the appropriate fractional bandwidth
can be selected.

In recent years, SF-GPR technology has become available for applications to
subsurface infrastructure evaluation. New SF-GPR systems that have a superior
signal to noise ratio to I-GPR, multiplexed antenna arrays with as many as 47 antenna
pairs, fast scanning capabilities, and customizable system controls are beginning to be
manufactured and applied to infrastructure evaluation problems, (Scott, 2006, Dec.
2006; Eide, 2002; Weedon, 2000; Binningsbo, 2000).

The SF-GPR sensor used in this study can be programmed for multi-offset data
collection, such as Common Midpoint (CMP) data that can be analyzed to determine
quantitative dielectric material properties of pavements without contacting the
material or extracting a core. This SF-GPR sensor was the only one used for this
project. Synchronized data collection and dielectric material calibration capabilities of
the APE vehicle were used in this study to maximize the quality of images.

Objectives

The objectives of this study were to optimize the embedded in-pavement loop wire
sensor evaluation process by following the steps described below:

1. Test and evaluate SF GPR subsurface imaging of embedded pavement loop wires
using a systematic optimization of key test parameters during laboratory testing.

2. Evaluate capability to detect and image loop wire sensor embedded in pavement
materials using optimized system configuration.

3. Future objective — use SF GPR analysis together with an inductive loop wire probe
measurement to obtain an image of the subsurface loop wire and a probe based
evaluation of the functionality of the loop wire. Together, these two measurements
have the potential to quantify and locate loop wire problems. Loop wire problems
include breaks or gaps in the wires and moisture intrusion into the loop wire saw cut.



T & DI Congress 2011 © ASCE 2011 115

Test Design

Laboratory testing and field testing of embedded loop wires were conducted in this
study. Many configurations were tested rapidly in the laboratory and selected
configurations were then tested under field conditions. Figure 2 is an image of the
laboratory configuration, including a yellow Step Frequency GPR antenna array.

Loop wires are positioned underneath or between the asphalt shingles, (used to
closely simulate the properties of asphalt pavement in the laboratory), in an
appropriate geometric configuration to simulate the effect of embedding a loop wire
in an asphalt pavement.

The following parameters were varied during laboratory testing in order to provide a
range of system configurations that was anticipated to include an optimum:

1. Transmitter-receiver array scan pattern, (transmitter receiver antenna array
element combinations)

Antenna array height offset relative to the ground plane, (inches)

Frequency step size of the SF GPR data acquisition, (MHz)

Dwell time of the SF GPR data acquisition, (usec time at each frequency step)
Data analysis processing options, (application of filters)

A

During subsequent field testing on TFHRC grounds, pictured in Figure 3, embedded
in-pavement loop wires were scanned using the APE system SF GPR sensor. The
resulting data was then analyzed to produce subsurface images. As Figure 3
illustrates, both diamond shaped loop wires, Figure 3a, and square shaped loop wires,
Figure 3b, were scanned. The difference between the orientation of the loop wire in
the diamond configuration and the square configuration is anticipated to change the
response of the SF GPR due to the polarization of the antenna array elements,
(polarized in the direction of travel of the van in Figure 3).

Figure 2. Laboratory test apparatus used to conduct parametric performance study.
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(a) (b)

Figure 3. APE system scanning embedded in-pavement (a) diamond shaped loop wire
seen as adhesive filled saw cut marks in the pavement surface in the foreground of the
photograph and (b) square shaped loop wire.

Analysis

Laboratory data was collected using a range of optimization parameters for each data
set and then each data set was analyzed using the procedure defined in the general
processing flow diagram provided in Figure 4. The procedure starts with two sets of
frequency domain data. One data set, frequency domain CF, is always collected
using the calibration format corresponding to common midpoint data. The other
synchronized data set, frequency domain DR, can be collected using common offset,
alternating polarization, or cross polarization scan patterns.

After the data has been collected it must be processed to transform the original SF
GPR data from the frequency domain, (which it was collected in), into the time
domain. This is accomplished by carrying out an inverse Fourier transform
procedure. Next, the time domain data is filtered, if necessary, to reduce spurious
features. Then, a coherence analysis is carried out on the CF data to determine the
radar wave propagation velocity and real dielectric material property value in the
asphalt pavement layer that contains the loop wire. The basic coherence analysis
method is described by equation 1. The coherence analysis is performed over a range
of propagation velocities, which results in a two dimensional plot with peaks
corresponding to the root mean squared (rms) velocity in each layer. Interval
velocities for each pavement layer, (which can be computed from rms velocities using
the Dix equation), allow real dielectric values and thickness values to be computed
for each pavement layer (Robinson, 1983). Subsequently the real dielectric values
can be used in imaging calculations that use data migration (Binningsbo, 2000) or
wave field backpropagation (Mast, 1993) methods. For the current analysis, a three
dimensional frequency-wavenumber (f-k) migration of the data is carried out
(Binningsbo, 2000).
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Figure 4. Data processing flow diagram.
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Where:

C; = Coherency computed at a given time “t”

fig = Amplitude of the individual trace “1” at time “t”
t =Time “t”

T = Defines width of time gate which has a total width of 27
i = Individual waveform trace index “i”

M = Total number of waveform traces

The equations used to derive this f-k migration procedure for two-way plane wave
propagation in the direction, k, of any target of interest within the synthetic aperture,
are the following:
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Where:
o = Frequency of SF GPR wave
¢ = Propagation velocity of SF GPR wave in a vacuum
F,, = Unfocused frequency domain response data
F,, = Migrated frequency domain response data

This migration procedure works via a substitution of variables, where the expression
in equation 3 is solved for w and substituted into F,,. This change of variables, and
the use of equations 2 and 3 to cast this equation in terms of available information
from the collected data, allows the migrated result F, to be computed. Finally, an
inverse Fourier transform is carried out to produce final migrated output in the spatial
domain. This output is a three dimensional volume of data.

Results

Laboratory results illustrate significant improvements in system performance due to
the optimization procedure implemented in the study, while field results show the
performance of the system in the optimized configuration. Example parametric
output is presented graphically in this section and additional optimization parameters
are subsequently discussed in terms of qualitative results. One of the most important
optimization parameters from the laboratory study was the antenna array scan pattern
used to evaluate the half diamond loop wire test configuration shown in Figure 5.

Figure 5. Plan view laboratory loop wire geometry scanned using various SF GPR
configurations. 3 inches of asphalt material simulated pavement above the wire.

(a) (b) (c)

Figure 6. Plan view SF GPR images obtained from preprocessed data collected over
the laboratory loop wire illustrated schematically in Figure 6. Scan pattern = CO.
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(a) (b)

Figure 7. Plan view SF GPR images, a through c, obtained from preprocessed data
collected over the laboratory loop wire illustrated schematically in Figure 6. Scan
pattern = AP.

Figures 6 and 7 each illustrate a series of plan view preprocessed images of the Figure
5 loop wire, (before migration processing), where Figure 6 corresponds to common
offset (CO) scan pattern data and Figure 7 corresponds to alternating polarization
(AP) scan pattern data. In Figures 6 and 7, images a through ¢ are each separated in
time by 0.12 nanoseconds, (where the time associated with each plan view image
increases from a to c¢). In Figure 6, the loop wire is detected, but differences in
antenna characteristics among CO antenna array elements cause horizontal bands to
appear in the data. Figure 7 data detects the loop wire more clearly via a direct
reflection in Figure 7a and sharp diffraction patterns in Figures 7b and 7c. The AP
configuration uses antenna array elements with more consistent frequency
characteristics than the CO configuration. In addition, antenna array element
polarizations that alternate between two orientations reduce the directional bias of
imaged features in the AP data. Finally, the smallest available frequency step size,

o

Width Position (ft)

Scan Position (ft)

Width Position (ft)

Scan Position (ft)

(b)

Figure 8. Migrated field images of (a) surface layer and (b) loop wire depth layer.
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2.0 MHz, an optimum dwell time of 4.5 psec, (longer dwell times did not
significantly reduce noise) and an antenna height of 5 inches were used to produce the
optimized Figure 7 results. In one other laboratory test scenario, a simulated loop
wire discontinuity (a break in the wire) was detected and imaged using the optimized
SF GPR configuration.

Figure 8 shows example results from processed field data migrated using a calibrated
real dielectric value of 1.8. The data was collected over the left half of a diamond
shaped loop wire using the APE vehicle in the same SF GPR configuration optimized
in the laboratory. The Figure 8a image (a plan view layer corresponding to the
pavement surface) includes a response to an aluminum tape marker placed at the 3 ft.
scan position and spanning the width of the image. More importantly, the saw cut in
the pavement surface is imaged in Figure 8a. The saw cut is observed as the left half
of a diamond shaped response feature, (oriented based on a left to right scan). The
parallel response features in the image correspond to the two sides of the pavement
saw cut that the loop wire was installed in. Figure 8b shows the migrated loop wire
depth layer image, where the loop wire is located inside the boundaries of the saw cut
imaged in Figure 8a. Images 8a and 8b provide information that could allow loop
wire discontinuities and defects or nearby pavement issues to be detected.

Conclusion

A new method to systematically evaluate in-pavement loop wire sensors using an SF
GPR sensor in the APE vehicle system was successfully optimized and demonstrated.
After laboratory based optimization was completed, field data was successfully
analyzed and presented. In the future, a complementary inductive loop wire
measurement probe will be demonstrated together with the subsurface imaging
system to measure the functional status of loop wires imaged using the new method.
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ABSTRACT

This paper describes a cost-effective traffic data collection system which is based on
low bandwidth iDEN mobile network. An adaptive flow control protocol over the
TCP/IP stack was developed to ensure a “best-effort” style data transmission over the
low bandwidth network while the data link status is monitored to avoid unnecessary
drop-offs caused by excessive demand of the wireless bandwidth. The iDEN handsets
communicate via serial port with Caltrans field master signal controller using
AB3418 standard. Signal phase and timing (SPAT) data from up to 10 signal
controllers could be collected with one client at a maximum sampling rate of 200ms.
Lab testing at California PATH showed that the data collection system based on the
adaptive flow control provides an average upload data rate of 2.68kps per remote
client for over 95% of the time, which could support SPAT sampling rate up to
200ms. Overall for more than 98% of the time the measured system availability is
greater than 98%. The lab testing of the data collection showed significant
improvement in the availability of the data collection system when compared with the
transmission without our adaptive flow control protocol.

INTRODUCTION

Traffic data has become more and more critical to the success of effective traffic
operations and planning (Wolshon, Taylor, 1999). The traffic data could be obtained
by either installing new infrastructure based sensors for high quality data
(Hoogendoorn, 2003) or using the existing data sources such as the inductive loop
detectors (ILD) which are widely deployed.

Using the existing low-bandwidth wireless commercial network as a
communication means has become an attractive approach for the data collection. It
reduces the equipment cost by using the lost cost programmable Commercial off the
Shelf (COTS) devices. It also reduces the operational cost as well, due to the
competitive price of the service. The low throughput of the wireless network,
however, limits the application to only low data rate sources such as the ILD data or
sampled high quality sensor data when real-time data collection is needed.
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This paper describes a specific design of a cost-effective real-time arterial
traffic data collection system which is based on existing mobile communication
networks and Motorola® iDEN mobile handsets. The purpose of the system is to
collect signal phase and timing (SPAT data and the ILD data) from Caltrans 170E
signal controllers in real-time (Kell and Fullerton, 1982).

SYSTEM OVERVIEW

Data Collection System

The data collection system consists of three layers: field layer, data server layer, data
application layer.

At the field layer, the Motorola iDEN series handsets with customized Java
programs are capable of polling traffic signal status and traffic detection data from the
local controllers through an RS232 connection using AB3418 protocol (Caltrans,
1995) and forwarding the data to the remote traffic data server via wireless
communication. The developed field set-up does not require any hardware changes in
the existing infrastructure in control cabinets. The entire data collection process is
automatic and in real time. Field setup is illustrated in Figure 1.

Using the mobile telecommunications network enables a very cost effective
way to interconnect the distributed traffic controllers. The major disadvantage of the
wireless communication is the highly variable nature of the link quality, especially for
the data service. Majority of the outages and latency incurs over the wireless link
(Sinha, 2002). Therefore we adopt an adaptive flow control protocol to cope with the
link variation problem. The achieved system performance measurements, including
the throughput, data loss percentage, etc. are presented in the Section
PERFORMANCE CHARACTERISTICS.
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Figure 1 Field Set-up between Motorola iDEN wireless device and Caltrans

170E Controller

SPAT and ILD Data

The master signal controller polls the local controllers either in focus mode or normal
mode. The data collection system needs to handle data from master controller at an
interval of as short as 200ms.

The length of messages varies from several bytes to as long as 67 bytes
(Caltrans 170E AB3418). When all sentences are 67 bytes long and the master
controller is working in focus mode, the maximum requirement for air data rate will
be 335byte per seconds which equals to 2680bps. So the system requirement of the
continuous data throughput has been set as 2680bps. The lab testing showed that the
system meets this requirement over 90% of the time. Details of the test results can be
found in Section PERFORMANCE CHARACTERISTICS.

DATA COLLECTION OVER WIRELESS NETWORK

Characteristics of Wireless Channel and Real-time Traffic Data

There are two factors related to the variations of the data rate. One is that the demand
(data from the signal controller) variation from time to time and from site to site. The
other factor is the variable nature of the wireless channel. There is an outage
probability, such that during some short period, no data can be transmitted. Even
when there is no outage, the wireless data communication is still vulnerable to multi-
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path, rain degradation and other factors. These are factors common to wireless
networks, and need to be taken into account for the continuous data collection system.

Occasional loss of the real-time traffic data is acceptable. Occasional loss of
the traffic data could be considered as a loss of the sampling rate, if handled properly.
Therefore we have also taken into account (and taken advantage of) this characteristic
of the traffic data to selectively discard data when throughput rate is over the channel
capacity.

To ensure a continuous, high throughput data communication over the
wireless iDEN network using TCP/IP, we developed an adaptive flow control
protocol. On the one hand, the remote device transmits more when the signal
controller is sending more data to the remote device. On the other hand, the remote
device delivers data in a “best effort” way, which means it sends as much as the
channel currently allows during a given period and discards the data which fails to be
delivered after a few seconds.

Adaptive Flow Control of Traffic Data Collection

At the remote device end, every several data packets, it will send to the data center a
label packet (L) which serves as a virtual timestamp and indicates the relative
sequence and absolute numbering of the data packets sent. At the data center end, the
server program maintains a slide window buffer and monitors label sequence. The
server sends acknowledgement label packets back to the remote device, so that it
could tell the latency from the labels and selectively discarding data from its internal
slide-window buffer whenever necessary. The flow control mechanism tries to avoid
channel saturation caused by greedy client programs without awareness of the
instantaneous link quality measurements.

The wireless flow control protocol is for adaptive flow rate control. This keeps
the wireless link operating at a close-to-maximum-allowed data rate. Package loss
may occur due to the flow rate control.

A more detailed illustration is shown below in Figure 2 of this flow control
procedure. Also Figure 3 is a flow chart of the remote device program flow control
feature.
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Figure 2 Adaptive flow control mechanism

Every m packets are grouped to form macro packets, which are indexed and
used as “hand-shake” labels between the remote devices and the traffic data server.
The remote device then determines the instantaneous latency from this pseudo
timestamp label by comparing the received acknowledgement label and internal
outgoing label. Under good communication conditions, this difference can be kept
low, but with system outages, the difference will increase quickly. The macro packet
size m and the threshold of label difference ¢ are all selected according to empirical
data obtained through experiments. The loss due to flow control is kept to a minimum
by carefully selecting parameters and using a windowed buffer.
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PERFORMANCE CHARACTERISTICS

System Performance Indexes

The system performance characteristics described in this report are the throughput
and the instantaneous link quality (which shows the service availability). Preliminary
results on the reliability of the system are also reported based on tests conducted at
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University of California at Berkeley Richmond Field Station.

The statistics of eight remote devices and one data center over 10 days were
averaged to form the following average performance indexes as shown in Table 1.
Distributions of the system performance indexes are listed in the following

subsections.
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Table 1 Average system performance indexes

Performance Average Definition
Instantaneous 619Bytes/s Number of bytes received per second by the
throughput data center from one remote device,

measured every 10 seconds. Nofe: these
statistics do not include measurements taken
when there is a communication outage.

Hourly 533Bytes/s Number of bytes received per second by the
throughput data center from one remote device.
Measured every hour.

Instantaneous 99.5% The number of bytes received by the data
center divided by the number of original

System bytes sent by the signal controller to the
remote device, measured every 10 seconds

Availability

Hourly  system 99% The number of bytes received by the data

availability center divided by the number of original
bytes sent by the signal controller to the
remote device, measured every hour

Latency 2s The time a packet takes to travel from the

source (only the GPS message has its
original time stamp, so the source originates
from the GPS satellites) to the data center.

Due to a lack of high resolution timestamp,
the latency is estimated to be roughly 2s in
most observations.

Throughput Both the hourly average throughput and instantaneous
throughput at 10 seconds period were obtained for all the clients under test. The tests
were carried out at Richmond Field Station, Richmond, CA, where the
communication network condition was worse than at several of the arterial
intersections we tested, including one in Palo Alto, CA. The measured system
throughput and service availability at the field test locations were higher than those
obtained at the Richmond Field Station.

Figure 4 and Figure 5 show the cumulative distributions of instantaneous and
hourly throughput, respectively. It shows that, the instantaneous rates (regardless of
the communication outage) are highly probably greater than 335B/s most of the times.
That rate is the throughput required when the master controller works in focus mode
and is polling with a 200ms period. This is accomplished with a probability of over
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96%, while rates higher than 335B/s over 90% of the time can be sustained over the
long term when outage and other losses are taken into account.

Empirical Cumulative distribution of instantaneous throughput
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Figure 4 Cumulative distribution of the instantaneous throughput (Bytes/s)

Empirical Cumulative distribution of hourly throughput
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Figure 5 Cumulative distribution of hourly throughput (Bytes/s)

The service availability is defined as the number of bytes received by the
data center divided by the total number of bytes the original signal controller sent to



T & DI Congress 2011 © ASCE 2011 130

the client. It is always less than 1.0, so hereafter service availability is presented in
percentage.

Empirical Cumulative distribution of instantaneous senice availablity
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Figure 6 Instantaneous system service availability

From Figure 6, the probability of data lost due to flow control being greater
than 0 is only 2%. Figure 7 illustrates the data loss due to flow control and outage
being greater than 2% is about 2%.
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Figure 7 Hourly system service availability

CONCLUSIONS

A cost effective traffic data collection system has been developed at California PATH
at UC Berkeley. The system is designed for the purpose of collecting real-time
Caltrans 170E signal controller data, including the SPAT and the ILD data. To
improve the overall system performance over the outage-prone low cost wireless
network, we have developed an adaptive flow control protocol that measures the real-
time latency of the client server communication and selectively discard data packages
when the link is congested to improve overall availability of the data collection
system. The lab testing showed that over 98% of the time the system achieved
availability rate greater than 98%. The system also achieved the maximum required
rate of 10 local Caltrans 170E signal controllers sampling SPAT and ILD at every 200
millisecond (2.68kps) over the iDEN network for over 95% of the time.
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ABSTRACT

An application for traffic signal control using reinforcement learning agents was
implemented for small traffic networks with volumes close to saturation. The state
observed by the agents and the rewards included information from the intersection
being controlled and also from adjacent intersections. Communication between
neighboring agents resulted in emergent coordination between agents and ultimately
in better handling of traffic. Lower average, maximum and minimum delay values
were found for the two tested networks compared to optimal pre-timed settings.
Trends indicate that if the minor intersecting streets are one way, increased
organization and coordination of traffic are expected as the network size increases.
There is potential for reinforcement learning agents in traffic control applications as
they can provide control in real time with flexible timing settings. Further research is
being conducted with variable volume, bigger networks, and adjusting the agents’
parameters.

INTRODUCTION AND BACKGROUND

The increases in traffic volumes in the last decades and the limited available capacity
in the roadway system have paved the way for improvements in traffic control. From
traditional pre-timed isolated signals to actuated and coordinated corridors, traffic
control has recently evolved into more complex “adaptive” signal control systems.
New developments in information technologies have also resulted in applications that
make use of machine learning techniques with great potential for real-time flexible
traffic control. Such techniques include reinforcement learning (RL). Agents learning
with RL techniques, different from actuated systems, can operate solely on the basis
of traffic needs without restrictions such as maximum green times or cycle lengths.
RL agents operate based on the perceived state of the system, making decisions and
storing information about the “goodness” of the past actions. They can also
communicate with each other to achieve a common goal (e.g. process vehicles with
minimum delays).

An account of previous studies related to RL applications for traffic signal
systems is difficult to summarize in a few paragraphs. Nevertheless, references to
some of the work in this topic are provided next, as they may provide important
sources for the reader to consult in more depth. One of the first algorithms using RL
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and delayed rewards was introduced by Watkins (1992) when he presented the Q-
learning algorithm. A few years later, a very complete and widely used publication
was presented by Sutton and Barto (1998) with their book “Reinforcement Learning:
An Introduction”. Specifically for traffic control applications, the work by Thorpe
(1997) used the RL algorithm SARSA for assigning signal timing to different traffic
control scenarios. Wiering (2000) discussed a state representation based on road
occupancy and mapping the individual position of vehicles over time, and Bakker
(2005) later extended this representation using an additional bit of information from
adjacent intersections. This allowed communication between agents, trying to
improve the reward structure and ultimately the overall performance of the system.
Using a different approach, Bingham (1998, 2001) defined fuzzy rules to determine
the best allocation of green times based on the number of vehicles that would receive
the green and red indication. He presented a neural network to store the membership
functions of the fuzzy rules, reducing memory requirements. Also, a Cerebellar
Model Articulation Controller (CMAC) has also been used in the past to store the
learned information (Abdulhai, 2003), more specifically, approximate Q values.

To avoid the exponential explosion of the state space as the number of
intersections increases, the scalability of the problem has been approached from
different angles. Kuyer (2008) used coordination graphs and the max-plus algorithm
to connect intersections close to each other. Networks having up to 15 intersections
were tested, finding improved results compared to Wiering and Bakker. Additional
work has been conducted by Oliveira and Bazzan (2004, 2005) in terms of
coordination and cooperation of agents in a traffic network, using novel approaches
such as swarm intelligence and dynamic formation. Also, Xie (2007) and Zhang
(2007), explored the use of an actor-critic temporal difference agent for controlling a
single intersection, and expanded the setup to an arterial using the same scheme
previously applied to the isolated intersection.

In this paper, the focus is given to the application of a Q-learner that used a
special reward structure to learn from the environment. A mixed state representation
was also defined to combine information from the intersection controlled by the agent
and from adjacent intersections. In addition, experiments were conducted in small
networks that received traffic volumes close to the saturation level.

Thus, the main objective of the paper is to present a different approach to
operate the traffic signals of a small network, by using a set of RL agents with
improved state representation and the reward structures in cases at or close to
oversaturation.

The remaining of the paper is organized as follows. The next section explains
the basics of reinforcement learning, followed by a description of the state and the
reward structures. Then, the procedure to conduct the experiments and the conditions
simulated using the RL implementation are explained. The results and discussions are
presented next, and the paper finalizes with conclusions and plans for future research.

BASICS OF REINFORCEMENT LEARNING

Assuming that a system can be represented as a Markovian system, and that the
values of the states are known (based on discounted rewards), the well-known
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recursive Bellman equation shows that the value of a given state can be expressed
solely on the value of the potential states following the immediate action:

V(s) = an(s,a) Tg PL (RS +yV™(sD),

where P¢&. is the probability of transitioning to state s’ given the current state s and
that the action taken is a, RZ is the reward of such transition due to action a, and y is
a discount factor for the value of the next state. Thus, the problem can be thought as
finding the policy that guarantees maximum expected rewards:

V*(s) = max,V™(s),foralls €S,

or simply put in terms of state-action pairs, the problem is one of finding the policy
with action-value functions (Q™ (s, a)) leading to maximum expected total rewards:

Q*(s,a) = max,Q™(s,a)

However, since the true discounted value of the states or actions are not
known (otherwise finding optimal policies would not be a problem), some algorithms,
including temporal difference (TD) learning methods, have been used for this
purpose. TD learning methods, compared to other methods to solve reinforcement
learning problems (e.g. dynamic programming and Monte-Carlo) are well suited for
traffic control applications since: a) the agent can learn without knowing the
dynamics of the environment, and b) the agent updates the best action estimates based
on previous data (bootstrapping), so there is a solution for every state at every point in
time (i.e. any-time algorithms).

Out of a handful of TD algorithms, Q-learning has shown to produce good
performance for a variety of problems under stationary conditions, even though the
convergence of Q-values has only been proven if the states are visited an infinite
number of times (Watkins, 1989, 1992). Practical decision making, however, do not
require full convergence of Q values as long as they are “sufficiently” different for
the agent to commit to the best choice. On this regard, precise boundaries of the
algorithm for decision-making purposes only are not well defined and require further
research.

For the specific case of traffic signal control, the maximum expected reward
for each state can be obtained (by means of an appropriate TD algorithm) if the
decision of giving the right of way to a particular traffic movement can be properly
expressed as a function of variables that are memory-less and that also account for the
main components that affect the efficient movement of vehicles.

A second challenge in formulating a good RL application for traffic purposes
is to define a meaningful function that estimate the discounted reward for taking a
decision. These two components of a typical Q-learning algorithm (state and reward)
have been often overlooked. The results are functions that over-simplify the traffic
problem to the point that it may not longer represent the dynamics of the system. This
is the main reason why a more elaborated state representation and reward structures
are considered in this paper.
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STATE REPRESENTATION AND REWARD STRUCTURE

A mixed state representation that combines information from the approaches at the
controlled intersection and also from neighboring approaches was used. The general
form of the equation that defines the state perceived by the agents is as follows:

— up Lup pd d
S= {SeWI Sns» bew' bns Y bev?lwn' bnsown, g d}

Where S is the state vector; s represents both the number of vehicles and the time they
have spent in the link in the east-west (ew) and in the north-south (ns) directions; b"”
and b®"" describe the occupancy of the links in upstream and downstream
intersections, respectively; g indicates the approach receiving the green indication;
and d stores the duration of the current phase.

Note that one of the components of the state vector are the occupancies from
upstream and downstream intersections. Given that downstream links can be
oversaturated, producing intersection blockages due to queue spills, monitoring the
remaining capacity of these links can be critical. In addition, coordination and
anticipation of increased arriving volumes can be achieved by keeping track of the
occupancy of upstream intersections, allowing a faster discharge of the current queues
prior to the arrival of new vehicles.

Similar to the state representation, the reward structure consists of a
combination of several factors, as follows:

R = Byxg + Boxy + B3p: + Baba + Bsiy

Were R is the total reward; x, and X, indicate the number of vehicles receiving green
and red, respectively; p; is a penalty for transitioning from one phase to the next
(when the phase is terminated) and accounts for the lost time; pq is a penalty for
giving green to downstream links close to capacity (discouraging queue spills); and i,
is an incentive for giving green when the upstream link is close to capacity (favoring
coordination). The vector of coefficients B provides weights to give more importance
to specific components of the rewards.

SIMULATION EXPERIMENTS

Two scenarios were created in a microscopic simulation environment provided by
Vissim: a) a network of size 2x3; and b) a network of size 3x3. The default Vissim
values for the different drivers’ characteristics and car-following parameters were
used in the simulations presented in this paper.

The Vissim COM interface was used in order to make decisions and operate
the signals while the simulation was running. This interface has an option to define an
external controller that can be programmed in C++. Vissim provides the structure of
the C++ code, allowing the user to interact with the simulation in real time through a
series of predefined functions. These functions provide direct access to values such as
simulation time, the status of the signals, and detector information.
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Thus, the complete reinforcement learning application, including the g-
learning update rule, the reward structure, and the state representation were
programmed in C++. Then, a dynamic linked library (.dll) was created so that Vissim
could read the controller instructions at running time.

The purpose of the simulations was to determine if there was potential for the
reinforcement learning scheme defined above to adequately manage the traffic signals
located in close proximity to each other. The complexity was increased as the
scenarios moved from a, to b, mainly because of the increased number of
participating intersections.

All approaches had two lanes and no turning movements were allowed. The
main roadways had two-way traffic and the minor streets had only one-way traffic. A
schematic representation of the 2x3 network is shown in Figure 1 for illustration
purposes.

Corridor 1
--------------------------------------------------------- I----------h
# ----------------------------------------------------------------------
Corridor 2
------------------------------------------------------------------- -@
#— --------------------------------------------------------------------
Minor St. 1 Minor St. 2 Minor St. 3

Figure 1. Schematic representation of 2x3 network

The two scenarios were tested under two different volume conditions: a) high
volume, undersaturated conditions, and b) high volume, close-to-saturation
conditions. For the undersaturated conditions, 1700 vph were input at each of the
entry points. For the close-to-saturated conditions, 300 vph were added to the arterials
in each direction, so that the total volume to be processed at a given intersection was
the sum of 1700 vph from the minor road, 2000 vph in the EB and 2000 vph in the
WB of the arterial.

The reinforcement learning agents were trained during 60000 simulation
seconds for the 2x3 and 3x3 networks. After the trained Q-values were obtained, they
were stored and served as the starting point for an additional run based on the learned
policies. The results presented in this paper are based on the best actions from all
agents after their trained period.

It is noted that the actual time required to train the agents was about 1/30™ of
the simulation time, using a PC with two processors running at 2.4 GHz and 4 GB in
RAM. Thus, in practice less than one hour was required for such stage.
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RESULTS

Results from the reinforcement learning agents were compared to the best pre-timed
signal timing settings under the specified volumes. The values provided in this
section are based on the last 2 hours of simulation time from a run where the agents
used the policies created in the training period. A value was obtained from Vissim
every 5 minutes of simulation time, thus a total of 24 values were obtained from the
last 2 hours of simulation.

Given that traffic volumes per hour did not change in the simulation, pre-
timed signal operation is expected to provide adequate results. In addition, the pre-
timed signals were set such that one direction of traffic was coordinated along the
two-way arterials, and also along the one-way roadways (minor streets).

Results from the pre-timed and the reinforcement learning agents were
compared in terms of delay. A group of data collection points were defined in the
networks to obtain the measures of performance. These points covered roadway
sections starting at about 200 ft upstream from the initial signal, and ending about 200
ft after the last signal. For example, in the 2x3 network, the delay along one of the
arterials started upstream from the first traffic signal and ended downstream of the
third (and last) traffic signal.

The first scenario (2x3 network) is analyzed next. The results in terms of
delays are shown in Tables 1 and 2 for the undersaturated and the close-to-saturation
conditions, respectively. The average, maximum, and minimum delays per vehicle for
each of the links in the networks are included. In the pre-timed case, it is obvious that
the coordinated traffic in the main corridor was eastbound (EB) direction.

From Table 1, the first observation is the lower total average delay obtained
with the reinforcement learning compared to the pre-timed signals. Second, there is
more balance between the delays in the EB and the WB direction when using the
agents than in the pre-timed. This is expected since one direction is typically
coordinated with pre-timed signals, increasing the expected delays for the traffic in
the other direction. Third, the maximum and minimum delays experienced by a
vehicle were lower using the agents compared to the pre-timed signals. Overall, it
could be said that for this specific condition, the reinforcement learning agents
showed better performance that the pre-timed signals.

Table 1. Delay for the 2x3 Network with High Volume and Undersaturated

Conditions
N Pretimed Reinforcement Learning
. Direction
Link of Traffic #of Delay (veh/s # of Delay (veh/s

vehicles | Average | Max Min | vehicles | Average | Max | Min
. EB 3216 21.7 36.6 16.7 3349 30.0 50.0 | 16.9

Corridor 1
WB 3329 69.3 85.2 57.4 3356 23.1 37.0 | 15.2
. EB 3269 20.1 26.2 15.0 3370 28.3 43.2 | 18.7

Corridor 2
WB 3392 70.0 84.5 56.8 3370 20.1 34.2 | 10.0
Minor St. 1 3188 41.2 54.0 35.6 3289 45.7 67.3 | 28.3
Minor St. 2 3328 44.2 53.6 38.7 3318 54.7 70.3 | 36.0

Totals 19722 44.7 20052 33.6
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Regarding Table 2, the operation of the reinforcement learning agents in the
close-to-saturation condition was, in general, superior to pre-timed settings. This is
similar to the case described above (undersaturated condition). On average, delays on
the two corridors were lower with the agents, with a tendency to prioritize the WB
direction, generating higher delays for the EB traffic.

Results from the second scenario (3x3 network) are shown in Tables 3 and 4.
The performance of the agents in these two cases was better than the pre-timed signal
timings. For the undersaturated conditions, average delays were lower and more
balanced with the agents, which also resulted in lower maximum and minimum
values.

For the case close to saturation, also lower average, maximum, and minimum
values were obtained (see Table 4). Similar to the results in the 2x3 network, the
agents learned policies that generated improved and more balanced results. In
particular, note that the ratio of delay from the EB and the WB for corridor #3 is close
to 1 using the agents, but more than 3 for the pre-timed signals. Particular importance
is given to corridor #3 because greater coordination effects are expected to be seen at
the traffic progresses along the minor streets in the network, from corridor #1 through
#3. Note how in Table 4 there is a decreasing trend in the delays from corridor #1 to
#3, and how for the reinforcement learning

Table 2. Delay for the 2x3 Network with High Volume and Close-to-saturated

Conditions
N Pretimed Reinforcement Learning
A Direction
Link of Traffic #of Delay (veh/s #of Delay (veh/s

vehicles [ Average Max Min | vehicles | Average | Max | Min
. EB 3526 934 152.1 | 61.7 3856 91.0 1146 | 76.3

Corridor 1
WB 3971 65.8 89.0 53.5 3910 438 74.3 21.0
. EB 3938 22.8 35.9 14.4 4051 57.7 1009 | 25.2

Corridor 2
WB 3916 58.1 75.8 46.5 4091 40.2 649 | 22.7
Minor St. 1 2376 102.7 155.2 | 71.3 3703 97.6 143.4 | 75.1
Minor St. 2 3305 54.7 74.8 41.3 3962 453 113.7 | 29.0
Minor St. 3 4093 25.4 39.7 14.7 3983 58.1 101.2 | 22.6

Totals 21032 68.3 27556 61.4

Table 3. Delay for the 3x3 Network with High Volume and Undersaturated

Conditions
— Pretimed Reinforcement Learning
) Direction
Link of Traffic #of Delay (veh/s #of Delay (veh/s
vehicles Average Max Min vehicles | Average Max Min
. EB 3350 55.8 159.7 15.4 3439 57.2 132.5 | 18.1
Corridor 1
WB 3456 71.7 82.5 62.5 3420 32.9 100.2 | 13.7
. EB 3495 24.9 43.6 16.7 3495 44.7 75.8 23.2
Corridor 2
WB 3564 73.1 90.6 56.5 3564 24.5 40.7 13.0
. EB 3403 18.4 314 13.2 3385 22.6 36.6 12.7
Corridor 3
WB 3507 72.1 83.1 65.2 3486 239 36.9 14.1
Minor St. 1 3463 56.8 135.0 18.4 3333 52.5 86.4 20.1
Minor St. 2 3371 71.4 110.1 61.0 3438 30.0 61.9 16.5
Minor St. 3 3462 24.1 48.0 15.0 3411 42.9 85.5 17.5
Totals 27609 44.2 27560 30.1
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Table 4. Delay for the 3x3 Network with High Volume and Close-to-saturated

Conditions
N Pretimed Reinforcement Learning
) Direction
Link of Traffic # of Delay (veh/s # of Delay (veh/s
vehicles Max Min vehicles | Average | Max Min
. EB 3023 141.9 314.1 71.2 3749 104.8 136.3 | 82.3
Corridor 1
WB 4027 93.6 126.3 74.6 3985 51.4 87.3 25.6
. EB 4076 25.3 455 15.6 4074 73.1 1004 | 259
Corridor 2
WB 4070 64.4 91.6 47.4 4180 42.4 66.6 27.6
. EB 3953 19.9 36.0 14.3 3996 30.0 50.1 18.3
Corridor 3
WB 4072 72.0 90.8 57.9 4130 31.1 54.7 154
Minor St. 1 2990 145.3 396.5 70.7 3714 102.4 127.6 | 80.9
Minor St. 2 3952 97.4 280.6 62.8 4092 49.5 90.3 26.7
Minor St. 3 4088 26.5 43.8 16.4 4132 71.3 95.1 34.6
Totals 30163 66.0 31920 51.9

This trend is more clearly described in Figure 2, where the average numbers
of stops per vehicle for each link in the 3x3 network are shown. The effect of using
information from neighboring intersections works in two ways: 1) as vehicles move
toward the center of the network in the east-west direction, and 2) as vehicles move
south in the minor streets (since they have one-way traffic only). The dashed arrow in
Figure 2 illustrates the trend, which is also supported by the reduction in the number
of stops. Similar trends were found using the delay values, as it can be observed from

Table 4.

Minor St. 1 Minor St. 2 Minor St. 3
2:'1 stops Corridor 1
4.3 Vstops
£'9 stops Corridor 2
3.1'stops
]53 stops Corridor 3
1.2' stops
v v v
4.2 stops 2.1 stops 3.0 stops

Decrease in Delay

Figure 2. Number of stops for the 3x3 network with volume close to
saturation

From the simulations, it was noted that at times the back of queue reached the
advance detectors, limiting the ability of the agents to perceive the actual number of
vehicles waiting for the green indication. This is critical mostly for the “outer”
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intersections in the network (those located at the end of the corridors), as the agents
do not have information from upstream neighbors regarding their current state. In
these situations, the “inner” intersections would have information from neighbors,
providing additional pressure for the green light when the queue spills may block the
upstream signal.

CONCLUSIONS AND FUTURE WORK

This paper presents an application of reinforcement learning agents to control the
signals in traffic networks. The definitions of the state and the reward structures
include information from neighboring intersections, making possible the eventual
emergence of coordinated behaviors that may result in lower delays and more
balanced signal timings for two-way roadways. This approach is different from
previous works as the state and reward representations combine the use of penalties
that discourage queue spills and incentives that encourage coordination when links
are close to become saturated. In addition, since the information is stored in the form
of Q-values, the knowledge of the agents can be accumulated over time and reused
for future applications. The size of the state space does not grow exponentially with
the number of intersections, making the procedure applicable to bigger and more
realistic scenarios.

Results showed that reinforcement learning agents can cope with stable traffic
conditions at high volumes and also for conditions close to the saturation point. For
the 2x3 and 3x3 networks, improvements were obtained at all levels compared to pre-
timed signals: lower average, lower maximum, and lower minimum delays. More
balanced operation was also observed in two-way roadways compared to typical one-
way coordination with pre-timed signals.

Using this reinforcement learning scheme, the level of coordination is
expected to be higher as the vehicles move closer to the center of the network. This is
particularly interesting for bigger networks since the level of organization may
actually increase with the number of intersections. Further research testing different
network sizes, volume variations, and adjusting the agents’ parameters is underway.
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ABSTRACT

One common way to measure the levels of service of signalized intersections
is to estimate delays. The call for better methods for estimating delays is the source of
much research that culminated in the Incremental Queue Accumulation (IQA)
method. The IQA method consists of two procedures: IQA field and IQA model.
Both procedures require intensive cycle-by-cycle data collection on approaching
vehicles and traffic signal timing. In a study to evaluate the accuracy of the IQA
method, the real-time remote data collection facility available at the Transportation
Laboratory of Brigham Young University was used to create a digital video that
simultaneously records the four approaches to a signalized intersection, together with
signal changes for the four approaches. By using a video image analysis program that
allowed frame-by-frame analysis, it was possible to collect both vehicle
arrival/departure and signal timing data that were necessary for evaluating the two
IQA delay analysis procedures.

INTRODUCTION

Determining the level of service (LOS) of an intersection is an important task
for traffic engineers. Estimations of intersection LOS are based on the values of the
intersection delays. A long delay time indicates a low level of service. Several
methods of estimating delays exist. Different organizations have developed methods
for determining different kinds of delays. For example, the Transportation Research
Board (TRB) defines control delays as the delay caused by a control device in its
Highway Capacity Manual 2000 (HCM 2000) (TRB 2000). Also, the Institute of
Transportation Engineers (ITE) defines stopped delays as the time a vehicle is
stopped in queue while waiting to pass through the intersection in its Manual of
Traffic Engineering Studies (ITE 1994). Furthermore, individual researchers in the
traffic engineering field have also conducted their investigations and research to find
better ways to estimate delay at intersections (Angel et al. 2002, Hereth et al. 2006,
Kim 2006, Saito et al. 2008).

The standard equation for determining delay times at signalized intersections
was the control delay estimation model introduced by TRB in 1994 (TRB 1994). The
control delay estimation model in HCM 2000 uses three variables in its delay
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equation: uniform delay, incremental delay, and delay caused by an initial queue.
These variables are necessary for finding accurate delay times; however, the first
variable (uniform delay) has the potential for error. The uniform delay variable is
based on the assumption that the queue accumulation diagram always appears as a
triangle. Although this assumption is correct for some basic cases, there are many
cases where this variable appears differently. As of now, the cases that do not
conform to the assumption that uniform delay is charted as a triangle are adjusted to
fit into the assumption. This method requires researchers to ignore facts so that the
equation can be used. Research to develop a method that addresses this problem has
led to the development of the Incremental Queue Accumulation (IQA) method
(Strong and Rouphail 2005; Strong et al. 2005). This method, because it is more
precise, requires a large amount of vehicle and signal timing data. Traditional field
data collection methods, which typically use a crew of two workers, are not adequate
for using the TAQ method because signal timing data also need to be collected
together with traffic data. Hence, tools that allow recording both traffic and signal
timing simultaneously are needed.

In a study to evaluate the accuracy of the IQA method, the real-time remote
data collection facility available at the Transportation Laboratory of Brigham Young
University was used to collect all the necessary traffic and signal timing data for
performing IQA delay analyses. This paper first presents the different types of data
required to use the IQA method and then shows how traffic data are remotely
collected and reduced to perform the IQA delay analyses.

HCM 2000 MODEL VS. IQA METHOD

This section briefly summarizes delay modeling by HCM 2000 and IQA
method. Details of other models and delay estimation procedures are discussed in
Keita (2010).

Highway Capacity Manual 2000 (HCM 2000) Delay Model

The HCM 2000 delay model is the latest version of HCM delay model. It is
not considerably different from the 1997 version. The HCM 2000 delay model has
three terms in the delay equations: uniform delay (d;), incremental delay (d>), and
initial queue delay (d3). As in the two preceding HCMs, the progression factor for the
delay model is applied only to the uniform term; however, new to the 2000 model is
the application of another progression factor (PF) that is used for determining back
of queue to estimate initial queue delay (d3).

The limitations of HCM 1985-2000 delay models are related mainly to the
first term of the model, which is the uniform delay term (TRB 1985, TRB 1994, TRB
1997, TRB 2000). This is because the calculation of uniform delay involves finding
the area of the accumulation queue diagram, an area that researchers have assumed to
be a triangle in HCM 1985-2000 delay models. For this to be true the researcher must
assume three things: (1) there exists an unique triangle with only one red period and
one green period, (2) the uniform arrival rate is represented by a single straight line
on the leading edge of the queue accumulation diagram for the duration of the red
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light interval, and (3) the difference between the uniform arrival rate and uniform
saturation flow rate of departure is demonstrated by a single straight line on the
falling edge of the queue accumulation diagram for the green light interval (Strong et
al. 2005). Given that data do not always meet these assumptions, sub-models must be
modified to make the data fit the equation. The queue accumulation diagram as a
triangle is shown in Figure 1. For detailed discussions of complex cases, such as
permitted left-turn and protected-permitted left-turn cases, refer to the HCM 2000
(TRB 2000).

the area of the triangle

veh represents delay \\t‘h
S

Figure 1. Triangle shape of the queue accumulation and discharge function
(TRB 2007).

IQA Delay Estimation Method

The concept of IQA is based on constant time increment; however, the IQA
method does not need to have a fixed analysis interval. Variable analysis intervals can
be used as long as they coincide with the change of inflow and outflow values. This is
one example of where the flexibility of this new model is demonstrated. The queue
accumulation diagram can be any shape because the non-constant saturation flow rate
and arrival rate are both embedded in the method. To find the variable intervals, the
analyst needs to determine intervals of the constant saturation flow rate and arrival
rate. Each set of constant saturation flow rate and arrival rate data yields a trapezoid
shape on the queue accumulation diagram, and the area of several trapezoids where
inflow and outflow are constant are added in a cycle to find the total uniform delay of
the cycle. Essentially, the IQA method for calculating uniform delay encompasses
the current method for estimating delay in HCM 2000. That is, the current HCM
method for estimating uniform delay can be derived from the IQA method.

IQA Field Delay Measurement. Estimating delay in the field using the IQA field
procedure is different from determining delay using the IQA model (Kyte et al.

2009). The IQA field delay estimate appears to be more accurate than either the IQA
model or the HCM 2000 delay model. One reason for that accuracy is that the [QA
field procedure is able to correctly demonstrate the arrival patterns of vehicles better
than the other two models can (Kyte et al. 2009). One may call the data obtained this
procedure “ground truth” data because it requires the recording of arrival and
departure times for all the vehicles that go through the study. The IQA field delay
measurement is a counterpart of the field delay study mentioned in the ITE Manual of
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Transportation Engineering Studies (ITE 1994). The data gathered here, however, are
completely different from the ITE manual method. A sample data reduction table is
shown later in Table 1.

IQA Delay Model. Delay diagrams of the IQA delay model are shown in Figure 2
(TRB 2007). To determine the area of each trapezoid, as shown in Figure 2, at first
the queue at the beginning of the interval must be known and is in turn used to
calculate the queue at the end of the interval. The queue at the start of the interval
corresponds to the queue at the end of the previous one. If there is no previous
interval, the queue at the start is zero. The formula to calculate the queue at the end of
the interval is presented in Equation 1 (TRB 2007).

the area of a trapezoid represents

“degenerate” trapezoids ]
incremental delay

make up the original
triangle

Figure 2. Trapezoid shape of the queue accumulation and discharge function

(TRB 2007).
(v—=15) .
=q,+—*At>0 1
9, =4, 3600 1)
where: ¢ = queue at the end of the interval (veh)
q, = queue at the start of the interval (veh)
v = average arrival rate during the interval (veh/hr)
s = average saturation flow rate during the interval (veh/hr)
At = length of the interval (sec)

After finding all the information necessary to calculate ¢, the area of the trapezoid is
calculated to find the uniform delay for that specific constant interval.

DESCRIPTION OF REMOTE DATA COLLECTION

The BYU Transportation Lab has remote access to all traffic monitoring
cameras monitoring highways and streets under the jurisdiction of the Utah
Department of Transportation (UDOT). Some of these cameras are used for signal
control. This feature, together with the digital recording capability of the system, can
be used for collecting traffic data remotely for subsequent analysis. For this research,
choosing a study site was an important task. Approaches to the selected study site
needed to be clearly visible on the monitor in the BYU Transportation Lab in order to
eliminate the need of extensive field data collection. The following sections outline
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the problems and solutions encountered in selecting a study site. For more details on
this topic, refer to Keita (2010).

Site Selection Issues and Solutions

After examining several intersections that would possibly meet BYU
Transportation Lab requirements for remote data collection, the intersection of
University Parkway and Main Street in Orem, Utah, was selected. This intersection
was chosen because a field video data collection trailer could be parked in a parking
lot at a corner of the intersection, and its four approaches are simultaneously visible
from a monitor in the Lab, where the images were digitally recorded for data
reduction. Two video recordings—one recorded in the field by the data collection
trailer and the other recorded in the BYU Transportation Lab—were used to
supplement each other’s data. The only significant problem with this site was that the
signal timing information did not show the yellow interval in the monitor in the
Transportation Lab; therefore, the yellow interval data had to be obtained separately.

To obtain the length of the yellow intervals for the chosen intersection, Orem
traffic engineers were contacted. They said that they could not solve the issue because
of the high cost involved in creating a simultaneous view of four approaches in one
monitor, but they did provide the authors with a Synchro file containing the signal
timing data of all signalized intersections on University Parkway within the City of
Orem, which contained the lengths of the yellow intervals. The file indicated that the
yellow intervals were 4.5 seconds for through movements and 3.5 seconds for turning
movements for University Parkway approaches; and 4 seconds for turning
movements and 3.5 seconds for turning movements for Main Street approaches. The
yellow intervals were checked in the field and were found to be similar to the ones
found in the Synchro file. To address the second challenge—the difficulty of
coordinating the two video data sources—and in order to yield more accurate results,
the approaches of University Parkway were excluded from the analysis and only the
two approaches on Main Street were evaluated because only the ends of queues in the
Main Street approach were visible in the monitor in the Transportation Lab.

Data Collection

Because one goal of the field data collection was to serve as a supplement to
the video data acquired in the Transportation Lab, different strategies were considered
to avoid periods where queues would go beyond the view of the camera in the field
data collection trailer (e.g., during peak hours, when it was certain that the end of the
queue would not be visible in the lab).The field data collection was two hours long,
and the day and hours chosen were Tuesday, July 28, 2009, from 11:00 AM to 1:00
PM.

Video from the BYU Transportation Lab

Pictures of the lab monitors are shown in Figure 3 and Figure 4. The top right
and bottom right quadrants of the main monitor show the Main Street approaches.
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The main monitor was already connected to the digital recorder. The recording began
at 9:00 AM because it was necessary to transport and set up the trailer before 11:00
AM. The video was recorded for six hours, from 9:00 AM to 3:00 PM. Very long
queues were not visible during those six hours.

After recording, the video was divided into 15-minute segments so that the
two hours from 11:00 AM to 1:00 PM were divided into eight 15-minute segments,
each as a chapter in the recording. Following the division, the videos were transferred
from the hard disk to the DVD. The DVD files were then converted to AVI files to be
analyzed using the Delay Annotator software developed by Saito et al. (2008), which
allows frame-by-frame analysis, as shown in Figure 5.

Figure 3: BYU Transportation Lab Figure 4. Main monitor enlarged.
monitors and computers.

aaaaa

Figure 5. Screen shot of the image analysis software.
SAMPLE ANALYSIS RESULTS OF THE IQA METHOD
IQA Field Delay Analysis

The IQA field delay analysis tracks individual vehicles passing through the
intersection. In this study, four 15-minute videos were analyzed, with the analysis of
each video encompassing two approaches, northbound and southbound. Unlike the
HCM 2000 field delay analysis in which all the lanes of one approach are typically
studied together, the IQA field analysis is always done lane by lane and cycle by
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cycle; to find the delay for the entire approach, the weighted average of all the lanes
in the approach is calculated.

The third cycle of the northbound second left turn lane from the middle of the
road in Video 1 is used to demonstrate the procedure, as shown in Table 1. The same
process is repeated for each cycle and each lane. A line perpendicular to the road
under study, and parallel to conflicting traffic, and down the street from the stop bar
was chosen as the lane beyond which a vehicle exited the intersection. The frame
numbers are recorded at the time a vehicle stopped at the intersection (arrival), and
then at the time the same vehicle crossed the reference line (departure). When the
vehicle did not stop at the intersection, the frame numbers of when the vehicle got to
the reference line and when the vehicle passed the reference line were recorded,
indicating zero delay. When two or more vehicles came one after another and all
stopped—that is, if multiple vehicles joined the existing queue—the frame numbers
of each vehicle stopped were recorded; and when they crossed the reference line, the
frame numbers of each vehicle crossing the reference line were recorded, as
demonstrated in Table 1.

Table 1. IQA Field Delay Computations (Cycle 3, 2nd Left Turn of NB, Videol).

Frame Clock Arrival or # of # of Incremental | Incremental
Numbers Time, Departure Time Vehicle | Vehicle Queue Delay
1) (sec) (2) 3) (Sec)@) | In(5) | Out(6) | (AQA)(7) @)=Dx(7)

6497 216.6 Arrival 31.5 1 1 31.5
7442 248.1 Arrival 6.7 1 2 13.3
7642 254.7 Arrival 6.7 1 3 20
7842 261.4 Arrival 42.2 1 4 168.7
9107 303.6 Departure 6.2 1 3 18.7
9294 309.8 Departure 4.1 1 2 8.3
9418 313.9 Departure 1.0 1 1 1
9448 314.9 Departure 1 0

Vehicle-

seconds 261.5

Vehicles 4

Average

delay
(sec/veh) 65.4

All of the frame numbers were then converted to seconds according to a rate
of 30 frames per second of film, and the arrival and departure times are specified in
column 3 of Table 1. The time differences between adjacent arrivals and departures
are shown in column 4. Column 5 indicates that one vehicle came in, and column 6
indicates that one vehicle went out. Column 7 shows the number of vehicles in the
queue, and column 8 shows the incremental delay, which was calculated by
multiplying the time difference between adjacent events and the incremental queue.
The total delay was found by adding all of the incremental delays in column 8. The
average delay for that cycle was calculated by dividing the total delay time by the
total number of vehicles that entered the intersection or approached a lane during the
cycle being studied.
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IQA Model Delay Analysis

The IQA model analysis is time consuming but not as time consuming as the
IQA field analysis. This model analysis is data intensive and requires a lot of field
data collection if data is not readily available. Table 2 shows the results of Cycle 1 of
the IQA model analysis for the southbound right-turn lane of Video 1.

The same IQA model procedure was used for all the other cycles of the
southbound right-turn lane of Video 1, after which, to get the delay time for the lane,
the weighted average for all the cycles was calculated. To get the delay time for the
southbound approach of Video 1, the weighted average of all the lanes included in
that approach to the intersection was obtained. The same method was used for the
northbound lanes and for all the other approaches in the other three videos. The input
data were different for each cycle, each lane, each approach, and each video. As can
be seen in Table 2, the input information was used to get the flow rate during the
green and red intervals. The interval was then divided into green and red, and the
duration of the green and red intervals was calculated. The saturation flow rates and
the capacities during green and red intervals were also determined.

The second part of the analysis consists of breaking the green interval into
blocked and unblocked intervals. The blocked interval indicates the portion of green
interval when vehicles in the queue are clearing the intersection, the approach, and
the lane. The unblocked portion is during the green interval but no vehicles are using
the lane, approach, and intersection, because no queue of vehicles is being formed.
For each interval— red, blocked, and unblocked—the duration of the interval (A?),
the queue at the start of the interval (g,), the number of arrivals during the interval
(n,), the number of departures during the interval (n,), the queue at the end of the
interval (g,), and delays (d;) are calculated. Thereafter, the delay for the cycle is
estimated as shown in Table 2.

CONCLUSIONS

This paper described how a remote data collection facility was used to collect
necessary data to perform the two delay analysis procedures of the IQA method: IQA
field and IQA model. As described in the paper, the IQA delay analysis procedures
can be more accurate than the HCM 2000 field method. For complex phases that are
hard to model with the HCM 2000, such as permitted and protected-permitted phases,
the IQA methods can help traffic engineers determine more accurate delays than the
HCM 2000 methods. However, the IQA method requires a significant amount of data,
as demonstrated in the sample IQA analyses. IQA analyses are performed lane by
lane and cycle by cycle, a process that further complicates field data collection.
Hence, it is practically impossible to collect the entire set of necessary data in one
field visit by a couple of workers. To minimize field data collection efforts, it is
recommended that traffic flow be video recorded for the extraction of all required
data for the IQA delay analysis procedures. The remote data collection facility such
as the one described in this paper can significantly help traffic engineers in
performing IQA delay analyses.
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Table 2. Cycle 1 of IQA Model for Southbound and Right Turn Lane of Video 1.

Yellow interval for movement, y (s) 3.5
All red interval for movement , ar (s) 1.5
Extension of effective green, e (s) 4
Start up lost time, /; (s) 2
Sum of yellow and all red, 7, (s) 5
Clearance lost time, /, (s) 1
Total lost time for movement (s) 3
Actual green time, G (s) 10.0
Effective green time, g (s) 12.0
Effective red time, 7 (s) 92.5
Cyclel
# of Vehicles in the cycle 1
Volume, V' (vph) 34.4
Saturation flow rate, S (vph) 1800
Cycle, C (sec) 104.5
Effective green, g (sec) 12.0
# of lanes, n 1
Arrival Type, AT 3
Rp= 1
P= Rpxg/C= 0.1
Vg 34.4
Vr 344
Initial Interval Analysis:
Interval # 1 2
Interval Description red green
At (sec) 92.5 12.0
v (vph) 34.4 34.4
s (vph) 0 1800
¢ (vph) 0 207.2 X= 0.2
v' (vph) 344 344
v (vpsec) 0.01
s(vpsec) 0.5
t 1.8
IQA Computations:
Interval # 1 2
Interval Description red Block Unblocked Total
At (sec) 92.5 1.8 10.2 104.5
q; (veh) 0 0.9 0
n, (veh) 0.9 0 0.1 1
ng (veh) 0 0.9 0.1 1
q, (veh) 0.9 0 0
d; (veh-sec) 40.9 0.8 0 41.7
d;= 41.7 sec/veh
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ABSTRACT

Although IntelliDrive has spurred significant research, little has been done
to investigate the possibility of using traffic density information to time the
release of in-vehicle guidance information. This study evaluated drivers’
reactions to guidance information under varying traffic conditions to identify if
such an integration of data is warranted. Researchers used a vehicle-driving
simulator and participants between 18-25 years old, those with the highest US
crash rate. The findings indicated that vehicle voice guidance software does not
significantly distract drivers more than manually searching for road name signs.
Results also suggest there is a direct relationship between the road segment level
of service and the effectiveness of route guidance systems.

INTRODUCTION AND BACKGROUND

Intelligent transportation systems (ITS) can improve the safety and
efficiency of travel by using traffic engineering tools, computers, and software,
hardware, and communication devices (Chowdhury, et al., 2003). The latest trend
in ITS has been integrating roadside technologies with those inside vehicles,
called IntelliDrive. Although the overarching purpose of ITS and IntelliDrive is
to increase road safety, in-vehicle systems such as warning and guidance systems
can lead to driver distraction and possibly crashes, particularly in urban areas.
Recent research has focused on the operational abilities of such systems
(Nowakowski, et al., 2008; Qi, et al., 2009; Qi, et al., 2009; Li, et al., 2009),
suggesting that driver warning and guidance systems can effectively integrate
with roadside infrastructure. Unfortunately, little is known about how much
driver attention is required by these devices under different driving environments.
Specifically, the amount of information and its frequency need to be considered in
order to provide information to drivers without overloading them with
information, thus preventing dangerous situations. This research study
investigated the impact of in-vehicle route guidance systems on driver distraction
to support a broader study on integrating these guidance systems with roadside
infrastructure through the IntelliDrive concept.
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PREVIOUS WORK

Many studies have been conducted using driving simulators and can be
categorized as either:
e Validating driving simulators

e Investigating drivers’ behavior and
e Investigating innovative road design, pavement markings and signs.

Validating Driving Simulators

Validation studies focus on either the physical representation of the
driving environment or behavioral reactions of the drivers. The physical
validation refers to the degree at which the visual and mechanical characteristics
of the vehicle are realistically simulated. The behavioral validation refers to the
similarity of driver’s behavior and responses in simulated environment and real
situation. Physical validation is a necessary condition for behavioral validation,
thus it can be checked only if physical validation has been reached (Blana, 1996).

Studies of behavioral validity have examined both absolute and relative
validity. An absolute validity study requires the same results between real-world
and driving simulator experiments (Xuedong Yan, 2007). Tornros (1998) has
declared that the absolute validation is not crucial for most behavioral research
studies, yet relative validity is always necessary (Tornros, 1998).

Studies validating driving simulators commonly use speed and lateral
position (within a travel lane) as measures of effectiveness. For example, Bella et
al compared the speed of vehicles on existing two-lane rural roads near Rome,
Italy, with the simulation of those roads. The results indicated that participants
drove faster in driving simulator than on the actual road. Godly et al. used traverse
rumble strips, horizontal curves and stop signs to validate speed. In this study, a
group of drivers drove in six real courses where three of them contained rumble
strips and others were control roads. Another group drove the same courses in a
driving simulator. The comparison revealed that the relative validity can be
obtained even if participants drive faster on one set of courses (Stuart T. Godley,
2002). To’Rnros et al. compared the speed and lateral position of motorists in a
real tunnel and a simulated one, concluding that the driving speed was higher in
simulated tunnel than real one (Tornros, 1998). Other validation studies have
focused on simulating deceleration lanes (Bella, 2007), lane width impacts
(Florence Rosey, 2009), route choice and speed (Nico A. Kaptein, 1996), work
zone situations and devices (Bella, 2005; McAvoy, 2007) and traffic safety
measures (Xuedong Yan, 2007).

Investigating drivers’ behavior

Several studies have used driving simulators to investigate the application
of in-vehicle technologies on the driver’s behavior. Particularly, several
investigate the use of cell phones and its effects on drivers. Charlton et al. used a
driving simulator to compare situations where a driver is conversing with a
passenger versus using cell phone and a remote person who can see the driver.
The findings suggested that the pace of the conversation is a key factor in
avoiding hazardous effects of driver distraction. For example, passengers can
pause the conversation while the driver makes a challenging maneuver while
someone on the phone may not know to pause the conversation (Charlton, 2009).
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Investigating innovative road design, pavement markings and signs

Research has also been conducted to investigate the effect of the road
infrastructure on driver performance using driving simulators. For example,
Anund et al. investigated the effect of different rumble strips on sleepy drivers
(AnnaAnund, 2008) and Van der horst et al. investigated the effects of nearby
lateral objects on drivers’ speed choice and lateral position (Richard van der
Horst, 2007).

In- vehicle technologies have been investigated by various researchers.
Driel et al. researched the impact of a congestion assistant on driving behavior by
using driving simulator. The congestion assistant provided information for drivers
and controlled the pedals during congestion (C.J.G.van Driel, 2007). Researchers
at Texas Southern University investigate the influence of different warning
systems on driver behavior and traffic safety. They examined work zone warning,
run off the road warning and lane change warning by manipulating driving
simulator (Y1 Q1, 2009).

Srinivasan et al. investigated in-vehicle navigation systems to identify the
effect of guidance system attributes, traffic situtation, and driver charactrestic on
driving performance. The study used four types of guidance systems: paper map,
heads down electronic map, heads up display in combination with electronic map,
and voice guidance in combination with electronic map (Raghavan Srinivasan,
1994). In other publications, these authors present methods of measuring the
effect of in-vehicle guidance systems on driver workload and choice of vehicle
speed (Raghavan Srinivasan, 1997).

METHODOLOGY

The primary research tools included a driving simulator and participant
interviews. A driving simulator is a set of computer hardware and software that
provides research subjects with a steering wheel, pedals, and 135-degree field of
view while computer monitors display their driving progress through a
predetermined test course. During the project, researchers first designed five
courses, totaling approximately 30 minutes of driving time, including guidance
information. The objective of the scenarios was to evaluate drivers ability to
safely drive and comprehend directions under varying traffic and roadway
geometric (i.e. curves) conditions.

Next, the researchers conducted a pilot study of younger drivers (18-25
years old) because this group has the highest traffic crash death rate (per mile
driven) in the US (Insurance Institute for Highway Safety , 2006). Research
subjects were solicited from the local student population and limited
socioeconomic data was collected. During their participation, subjects were
interviewed to identify their perceptions of the route guidance system after
completing their driving test course.

Other questions helped identify basic demographic information of the
drivers and the researchers also answered a few basic questions about the driver’s
performance to help explain any anomalies found during the simulated driving
courses. All answers and driver performance data was associated with a number
and the only record of participant names is on an informed consent sheet. Thus,
there is no way to associate data to individual participants and the information
remained anonymous.

After signing the consent letter and filling out the demographic
questionnaire, drivers were asked to sit on the simulator seat and fix their location
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to feel comfortable with the pedals and steering wheel. Next, the researcher
introduced the driving simulator for the participant to make sure that they realized
how to operate the controls. Then, divers were asked to drive five warm up
scenarios each of about one minute long. These warm up scenarios were designed
to help drivers become acclimated to the pedals, steering wheel, distances, and
common traffic situations. During the warm up scenarios, no data was collected
and the drivers were allowed to change their seat location, stop at any time, or ask
questions.

After the warm up scenarios, drivers were asked to relax for approximately
one minute; then the operator described the test and their task:

“The test is consisting of 5 different scenarios ranged from two to
seven minutes. In each scenario you are supposed to turn at a specific
road. In each scenario you might be provided with voice guidance that
leads you to the destination road or you might not. In the latter case, you
will be provided with the name of the street and the direction of the turn.
Please note the speed limits and try to drive as you usually drive on real
roads”.

To introduce randomness into the order of scenarios for each driver, they
chose the name of the scenario by chance and a random number generator
identified if the guidance would be voice or pre-disclosed destination.

During each run several measures of effectiveness were collected as
shown in table 1. The most significant of these variables was the speed and lateral
position, as suggested by the prevalence in previous driver simulator studies.

Table 1: Collected Measures of Effectiveness

Time sec) | Distance | Longitudi | Longitudi | Lateral | Road way | Accident
(m) nal and nal and position and situation

lateral lateral (m) vehicle

accelerati | velocity curvature

on(m/s?) (m/s) (1/m)

Driving Simulator Scenarios

The scenarios can be categorized based on their configurations or based on

their traffic situation. Most of the scenarios contain road segments that have either
two lanes or three lanes. These varying road segments help compare the effect of
the number of lanes on driver’s behavior. Additionally, the traffic situation varies

throughout each scenario. The traffic situation was determined by the density of
vehicles and measured via the Level of Services (LOS) criteria specified by the
Highway Capacity Manual (from A to D). The significance of this metric was
that drivers might be more distracted in denser traffic.
Overall, participants drove five road segments in this study. The findings
from one representative scenario are presented herein.

Street signs versus audio guidance system
Each participant drove all types of scenarios and the method of providing

directions and the direction of the turn was randomly selected, as previously

discussed. For example, a participant might drive two of the scenarios equipped
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by voice and others with only pre-disclosed directions. In each scenario drivers
were asked to turn at one specific street (right or left).

When voice guidance was provided, drivers were not informed about the
name of the street and the direction of the turn beforehand. Instead, the voice
guides them at about 500 feet prior to the turn and their destination. On scenarios
without voice guidance, drivers needed to find their destinations using the street
signs, but were aware of the street name and direction of turn at the beginning of
the scenario.

FINDINGS

The findings are broken into demographic data of the participant pool,
analysis of average speeds, lateral lane positioning, speed variance, average
acceleration, and number of lane changes.

Participants demographic data

Twenty-one people, mostly students, volunteered for participation in this
study. At the beginning of the test, participants were asked to fill in a
questionnaire to identify basic demographic information such as their age, driving
experience and their driving background. Drivers’ ages ranged between 18 to 25
with the weighted average of 23.7.

Average Speed Analysis

One of the most important variables evaluated was the change in speed
due to guidance system distraction. During the study, driver speeds were
collected every five feet for each scenario. Average speed can be considered as a
good measure to show the trends in driving behavior for each group.

Figure 2 illustrates that the speeds were higher when the drivers were
provided with voice guidance. The moving average line represents the average of
the scatter plot for each scenario. In particular, participants are driving much
faster when the level of service was B, indicating that light traffic and in-vehicle
guidance could lead to faster speeds. Note that the horizontal axis indicates both
the level of service (A-F) and the number of lanes of the road segment (two or
three).

Moving average speed
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Figure 2: Average speeds between voice and sign guidance systems
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Lateral position analysis

Based on collected data the lateral position of each driver has been found
in each five-foot segment, similar to the speed analysis. Specifically, driver’s path
was compared to the centerline of the lane they are traveling in. In this analysis, it
was assumed that a greater variance represents more driver distraction. Each
scenario was analyzed for with and without voice guidance systems.

The variance illustrates divers’ behavior similarity. High variance
indicates a rapidly changing path and significant swerving. On the contrary, low
lateral variance represents similar behavior throughout the scenario and indicates
a focused driver. As figure 3 illustrates, the lane position variance in almost all
scenarios was greater when drivers were not provided voice guidance, thus, these
drivers were more distracted. Further, it is interesting to note that the participants
using voice guidance drove very consistently throughout each scenario. Because
the voice system provided information at the same locations, it encouraged a
similar reaction from the participants. This consistency can provide uniform
functionality and safer driving.

Lane position Variance
1.2 .
+ sign
1
0.8
o] = voice
c
g 0.6
S
0.4
--------- 10 per. Mov.
02 Avg. (sign)
0
10 per. Mov.
0 500 1000 1500 2000 2500 Avg. (voice)
Distance(Meter)

Figure 3: Lane position variance in scenario one

Speed variances

Researchers found speed variances in two different situations. First, for
individual drivers every five feet (Figure 4) and then for every 100 foot segment
(Figure 5). Figure 4 illustrates how differently the participating drivers behaved in
each small portion of the road. The findings indicate that drivers behave more
erratically while they are trying to read street signs to find their destination.
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Speed variance at five-feet segments
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Figure 4: Speed variance in every five-foot segment for different drivers

Figure 5 depicts how individuals changed their speed throughout the
scenario. For example each point indicates how much an individual driver
changed their speed within a one-hundred-foot road segment. The figure displays
more speed fluctuation for the drivers with no guidance system, indicating more
stop and go driving while searching for street signs. Because the background
traffic was controlled and the same for all participants, this fluctuation was due to
driver breaking to read street name signs.

Speed variance for 100 feet segment
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Figure 5: Average speed variance on every 100-foot segment

Average Acceleration

The acceleration parameter can show how aggressively drivers navigate
the scenario. The average acceleration has been measured for both situations and
compared in each 5-foot segment and is displayed in Figure 6. The results do not
show any significant difference between the accelerating behaviors of drivers.
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Average Acceleration
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Figure 6: Average acceleration

Number of the lane change

Researchers believe that number of the lane change and car passing can
probably show how confident a driver was during driving. Although the
researcher observed that during the non-equipped scenarios drivers decide to stay
on the left of right lane based on the direction of their turn during the scenario, an
analysis of the average number of lane changes indicated that drivers changed
lanes about five times for both situations.

CONCLUSIONS

The findings of this pilot study indicate that in-vehicle voice guidance
systems do not significantly distract drivers more than roadside guide signs.
Experiment results from the driving simulator revealed that those drivers using
voice navigation drove faster and with less variance, indicating they were more
confident in their ability to find their destinations. Further, participants without
any in-vehicle navigation system did not drive as straight within their lanes, as
indicated by a higher lateral variance, compared to those using guidance software.

These findings indicate that there is significant potential for advancing in-
vehicle guidance technology, particularly those integrating with the vehicle
infrastructure integration concept. Results also suggest there is a direct
relationship between the road segment level of service and the effectiveness of
route guidance systems.
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Identifying Spatial Gaps in Transit Accessibility to Maximize Market Potential
Srinivas S. Pulugurtha', Venkata Ramana Duddu’ and Rakesh Mora®

ABSTRACT

The focus of this paper is (1) to explore features available in commercial Geographic
Information Systems (GIS) software and estimate accessibility index as a function of
potential captive riders for each transit stop, and, (2) identify spatial gaps based on
accessibility index to provide improved public transportation systems that maximizes
market potential. Potential captive riders are identified within a pre-defined accessible
walking distance or walking time (0.25 miles or 5 minutes) from each transit stop in
the City of Charlotte, North Carolina. These riders comprise unemployed, household
population with 0 or 1 automobiles, population by age group, low income population
(< $25,000), and ethnicity. Results from statistical analysis conducted considering
transit ridership and estimated accessibility index show that market potential can be
maximized by selecting transit stop locations with high accessibility index or in
locations with high accessibility index. Therefore, the methodology and estimated
accessibility index to identify spatial gaps helps expand transit area coverage, identify
new routes and transit stops.

INTRODUCTION

In recent years, proportional growth in traffic congestion has been a by-product of
rapid growth in population. Several solutions were documented in the past literature
to reduce huge economic and environmental losses associated with traffic congestion.
Reducing congestion by providing an effective and efficient public transportation
with maximum market potential is one such solution. The successful deployment of
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public transportation systems are often bound by factors such as service frequency,
total travel time, fare, accessibility, comfort and convenience of travel.

Geographic Information System (GIS) software is widely being used by public
transportation system planners in making decisions to improve transit system
performance and achieve their objectives. The use of GIS in transportation planning
has increased over the last two decades due to its exclusive features which simplify
the process of conducting spatial analysis. It allows users to store, manage, analyze
and display large databases in an effective and efficient manner.

This paper focuses on identifying spatial gaps in transit accessibility to enhance
its market potential. Transit accessibility is defined as the ability for a rider to access
public transportation or transit service in order to reach a destination within a pre-
established or expected walking time, walking distance or comfort level. In general, a
walking distance of 1,320 feet (0.25 miles) or walking time equal to 5 minutes (using
4 feet per second as an average walking speed) from an origin to a transit stop or
transit stop to a destination is often considered to define accessible areas. In a near
perfect situation, the minimum spacing between transit stops would be 0.5 miles in
this case.

Factors that are used to measure accessibility are based on potential captive riders.
These riders typically include unemployed population, population with 0 or 1
automobile (auto-ownership), population by age group, low income group (<
$25,000), and population by ethnicity.

This paper illustrates the use of features available in GIS software to estimate
accessibility for each transit stop. It is expressed as an index value and defined as a
function of potential captive riders. The estimated accessibility index can be used to
identify spatial gaps in transit accessibility to select ideal locations for transit stops
along a route, identify new transit routes, and extend an existing route. This helps
maximize transit market potential and ridership.

LITERATURE REVIEW

Sanchez (1998) identified the connection between public transit and employment
using GIS and two stage least squares regression method. The study also showed that
characteristics such as gender and education can also have an effect on accessibility
index. Pulugurtha et al. (1999) defined a measure for accessibility to transit service
facility so as to maximize transit market potential. A GIS based methodology was
used to identify locations for transit service facilities along various routes. An index
for transit potential (measure for accessibility) was defined based on potential captive
riders belonging to demographic variables such as age group, household income,
ethnicity, household auto ownership, unemployment and physically handicapped
persons.

Research by Ammons (2001) on transit stop spacing standards recommended that
the range of stop spacing in urban areas is 656 feet to 1,968 feet. Saka (2001)
developed an optimization model for determining the optimum spacing between the
transit stops in urban areas.

Bhat et al. (2002) developed an urban accessibility index based on accessibility
measures (such as spatial separation, cumulative opportunities, gravity measure,
maximum utility and time space measures) and found varying results. Beimborn et al.
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(2003) used accessibility and connectivity to identify potential captive riders. Murray
(2003) developed a coverage model to improve public transit system accessibility by
minimizing the number of stops and maximizing the proportion of population covered
by the transit stops.

Lee (2004) recommended a parcel level measure of public transit accessibility to
destinations using GIS. This method considered walk time, wait time and travel time
using transit service and by walk. Kuby et al. (2004) developed a raster based
algorithm for determining off-network routes to identify trip origins and destinations.
Kimpel et al. (2007) used GIS to measure the effect of overlapping service areas on
passenger boarding at transit stops. A distance decay function was used to calculate
walking accessibility from dwelling units to bus stops.

Limitations of Past Research

Past research focused on accessibility for either a single transit stop or stops along a
transit route. Literature does not document studies to examine the relationship
between ridership and estimated indices. This paper illustrates the working of a GIS
based methodology (1) to estimate accessibility index for all the transit stops in the
study area, and, (2) to examine the statistical relationship between ridership and
estimated accessibility index. If a relationship exists, the estimates from the
methodology can be used in decisions to identify new transit stops, new routes or the
need for extension of existing route. These decisions help increase market potential
by minimizing spatial gaps and inaccessible areas.

METHODOLOGY
The GIS based methodology to estimate accessibility index comprises the following
steps.

1. Selection of variables and weights

2. Spatial analysis

3. Data processing

4. Estimate accessibility index for each transit stop

Each of the above steps is discussed next in detail.

Selection of Variables and Weights

Unemployed, population in households with 0 or 1 automobiles, population by age
group, low income population (< $25,000) and population belonging to certain ethnic
origins are the groups that typically are considered as potential captive riders. These
groups of population are considered as variables to estimate accessibility index in this
paper.

Different weights could be used in estimating accessibility index from these
variables. Unemployed and low income group populations typically contribute to
high ridership. Hence, these variables are given 30 percent weight each. These groups
are followed by population with 0 or 1 per household. This variable is given a weight
of 20 percent based on their expected contribution to ridership. Typical transit system
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riders are in age group 15 years to 74 years. The numbers also depend on ethnicity.
Hence, both these variables are given a weight of 10 percent each.

The 10 percent weight for age group is further divided into three parts - 20
percent, 70 percent and 10 percent for age groups 10-14, 15-64 and 65-74,
respectively. Similarly, population by ethnicity is further divided into 50 percent, 30
percent, 5 percent, 5 percent and 10 percent for Africa-Americans, Hispanics,
Caucasians, Asians and others, respectively.

Spatial Analysis

The accessibility index in this paper is defined in terms of walking distance or time
for a rider to/from a transit stop from/to an origin/destination. Representing this
walking distance (0.25 miles) or walking time (5 minutes), buffers are generated
around each transit stop in the transit system. As an example, Figure 1 shows two
0.25-mile buffers around two transit stops. Census data layer with 2008 estimates is
then overlaid on the generated buffers to capture variables that help identify potential
captive riders. The data are processed next to estimate accessibility for each transit
stop.

Data Processing

Spatial overlay of census data on generated buffers does not automatically adjust
census data of the census block that falls within a buffer around a transit stop or a
route. Data are further processed to estimate values pertaining to each selected
variable. As an example, the total number of low income group population in a buffer
around a transit stop is estimated using the following equation.

A..
[ = Zf T, Equation (1)

i i

where,
I; = Number of low income group population in the buffer

Stop “S”’
I; = Number of low income group population in census block “j”,

[13%4]

A;;= Area of census block “j” in the buffer “i” around transit stop

[13%4]

A; = Area of census block “j”.
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Similarly, equations are developed to extract population in households with 0 or 1
automobile, population by age group, unemployed population, and population by
ethnicity for each transit stop.

Estimate Accessibility Index for Each Transit Stop

As discussed before, 30 percent, 20 percent, 10 percent, 30 percent and 10 percent are
used as weights for unemployment, auto-ownership, age group, low income and
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ethnicity, respectively in this paper. The accessibility index for each transit stop “s”
based on data extracted for each variable is calculated using the following equation.
As=03*Ug+0.2* AOs+0.1* AGs+ 0.3* [,+0.1*E, ... Equation (3)
where,

A = Accessibility index for transit stop “s",

Us = Total unemployed in buffer for transit stop “s”,

AO; = Population with auto-ownership 0 or 1 in buffer for transit stop “s”

AG; = Age group between 15 to 74 in buffer for transit stop “s”,

I = Low income population (< $25,000) in buffer for transit stop “s”, and,

Es = Ethnicity in buffer for transit stop “s”.

ANALYSIS & RESULTS

Data for the City of Charlotte, North Carolina transit network are used to illustrate the
working of the methodology. The transit system in the City of Charlotte, North
Carolina is operated by Charlotte Area Transit System (CATS). There are currently
3,662 transit stops and 80 routes in the study area. The recently opened light rail
corridor (called as Lynx Blue Line) was not considered as the emphasis is more on
bus operated transit system.

Accessibility index for all the 3,662 transit stops in the study area was calculated
using the above discussed methodology.

Accessibility Index for Transit Stops

Figure 2 shows spatial distribution of accessibility index by transit stop in the study
area. The size of the point representing each transit stop is defined as a function of its
accessibility index. One can clearly identify transit stops with high accessibility index
from the figure.

The estimated average accessibility index value was 105 whereas the estimated
maximum accessibility index value was 514. Table 1 summarizes estimated
accessibility indices by range of all the transit stops. The accessibility ranges are
divided based on average and standard deviation values.

It can be seen from Table 1 that 56.7 percent of transit stops have accessibility
index values less than the average value accessibility index (~105). On the other
hand, 4.8 percent of transit stops have accessibility index values greater than average
plus 2 standard deviation of accessibility index (~236).

Statistical Analysis

Ridership data for year 2008 was obtained for about 94 percent of the transit stops
and all the routes the City of Charlotte Department of Transportation (CDOT).
Statistical analysis was done to examine the relationship between accessibility index
and ridership for transit stops. The total ridership was considered as the dependent
variable while the estimated accessibility index was considered as the independent
variable.
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Table 2 summarizes results from statistical analysis. Statistical parameters (Table
2) obtained indicated that a statistically strong relationship exists between transit
ridership and accessibility index for transit stops. The T-Statistic and P-Values are
greater than 2 and less than 0.001 (>99 percent level of significance or confidence
level), respectively for transit stops. The F-Statistic was high for the model i.e.,
greater than 4, showing that there exists a strong relationship between ridership and
accessibility index estimated and used for analysis in this paper.

The coefficient obtained for accessibility index was positive indicating that
ridership increases as accessibility index increases. In other words, one can say that
having transit stops in locations with high accessibility index increases market
potential and ridership.

CONCLUSIONS

This paper presents a GIS based methodology to estimate accessibility index for
transit stops. The working of the methodology was illustrated using the City of
Charlotte, North Carolina transit network that comprises 3,622 transit stops. The
average accessibility index for the transit stops in the study area was 105. Statistical
analysis indicated a strong relationship between ridership and accessibility index
estimated for analysis in this paper. This shows that having transit stops at locations
with high accessibility index or in locations with high accessibility index increases
ridership and market potential.

The GIS based methodology can be used to identify spatial gaps in transit
accessibility so as to select new transit stop locations or relocate existing transit stops
along a route. Spatial overlay of accessibility index for transit stops on area-wide
demographic data will help extend an existing route or add new routes. Overall, the
methodology developed and results obtained from this study could be used to enhance
market potential and ridership.

Only demographic and socio-economic data were considered to estimate
accessibility index in this paper. These data are typical indicators of weekday trip
productions during morning peak hours and weekday trip attractions during evening
peak hours. Developing accessibility index using land use characteristics will help
account for weekday trip attractions during morning peak hours and weekday trip
productions during evening peak hours. The estimation of accessibility index based
on land use characteristics needs an investigation.
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TABLE 1 Summary of Accessibility Index by Transit Stops

Accessibility No. of Percent of
Range Transit Stops | Transit Stops
0 17 0.5
1to 105.2 2,076 56.7
105.2 to 236.4 1,393 38.0
>236.4 176 4.8

TABLE 2 Statistical Analysis — Ridership vs. Accessibility

Indep@dent Coefficient | T- Stat |P - Value| F - Stat
Variable
Accessbility 0.16 22.74 | <0.001| 516.96

e

m

%

nPNLPIﬁN ~

A
o BRENTWOOD ™
| remeos et

xS &/H-Mr“fim
1 ; ‘-?jzof/? ’\VQ}’/ / A

-
S xV |
081 02 03 04 05 06 &7 @

T
i

o N

_ - Buffer Around Transit Stop

Miltlesl/;f? L«cﬁ‘g’ B
[ ¥ —

&  Transit Stop
— Transit Route
—— Road Network

FIGURE 1 Buffers Around Transit Stops.

169



T & DI Congress 2011 © ASCE 2011

170

] L] —F
h g s ‘. - N
" 2 - ¥
-
L] :'ﬁ L
‘o r L 1
.z # - [
.= ™
Ps . . )
. whie o & E . 1
{hﬁ% . & >
=
[ g -
* b E“:'\'-fq_:p_ ..:i. g;_ = !..
- - - = o
- :‘1 "Sﬁ:.%& y 'C:_(;\,:-;Ilum| - :'E s "
L 3 ‘3 . Wm‘ o -1.' -
. s _‘56}# » CHTLw 8
1 "y " ' LI g y
£ | !
-r’aﬂa . n.l::'ﬂl-r-,'iﬁ' .‘Q\%’. e .' “
" %.ﬂ.-' :ﬁ' L] - - »
R 8 ™, s
E h L) -. ..EIS .
v ? '. ——— o
._'-'-\' S O L Y
[ ] - [y
; "u “'Fé; ].ﬂf .
« s%8 Og 5 Exp ‘c:j‘“:‘
L a, : =
L i s o Ty
. i ¥ I Ashibey Park : a_
- :qup.;sr . p"“l'"'l:. gy 0‘.‘*\' - 1 ) )
- - - ’I‘H.-t_ . -
-~ . = F m
% e A
. @ 4"-'95 Erﬁ"-"”
i W g
O A o F
N 0\ R o
e aaw A |ar '_-;": ~ o
o L o - Tag )
. 3 24 : g7
= - I 4 ==y o
" - (%] e, .:'.I-":
SR TR A .
* S E = - Tl
% = :' 7] b} d*?r- {':'.5@.;
W " e s G,
Yo @ Sy g
r 4 "d,- “o ol
™ 'J-\ L o !.'ID- -
- .., '| .% )
Hi.;‘ .1'3-.
- . . *9" = a o - "
> (™ ST & 3]
- 7
¥ Y -. : - !
L R i
o ) oL 5
g B ety
= R
g/, e -
Zq " TR Accessibility Index
fa L ]
. . . L= ™
L] - . 0
T ‘ : =0 - 105
. P
Sl =105 - 171
*r T - - ; -
0 08 1 2 3 ) )
N e " hiles =171
. = py

FIGURE 2 Spatial Distribution of Accessibility Index for Transit Stops.



T & DI Congress 2011 © ASCE 2011 171

INVESTIGATE THE EFFECTIVENESS OF GRAPHIC ROUTE
INFORMATION PANELS THROUGH A SURVEY STUDY

Ricardo Jesus Aitken', Guohui Zhangz*, C. Michael Walton®, and
Alison Conway*

! Keith and Schnars, P.A. 901 Northpoint Parkway, Suite 103, West Palm Beach,
Florida 33407, Tel: (561) 682 -1095, Email: ricardo_aitken@yahoo.com
" Corresponding Author, Center for Transportation Research, Department of Civil,
Architectural and Environmental Engineering, University of Texas at Austin, 3208
Red River, Austin, TX 78705, Tel: (512) 785-2296, Email: guohui@mail.utexas.edu
3. Department of Civil, Architectural and Environmental Engineering, University of
Texas at Austin, Austin, TX 78712, Tel: (512)-471-1414, Email:
cmwalton@mail.utexas.edu
* Department of Civil Engineering, City College of New York, NY, Email:
alicon@mail.utexas.edu

ABSTRACT

Advanced Traveler Information Systems (ATIS) provide a vital platform to
assist travelers in planning more informed trips on route selection and diversion for
congestion avoidance and safety enhancement. As one major information
dissemination mode, Dynamic Message Sign (DMS) can provide real-time en-route
information including roadway congestion situations, construction activities, incident
events, and diversion needs. Compared with traditional text-only messages, graphic-
aided messages can be better recognized and understood. Although text-based DMSs
have been in operation for many years, research on graphic-based DMSs is still in its
early stages. To enhance our understanding of critical issues on designing suitable
graphic-based DMSs, this study concentrates on design of an innovative Graphic
Route Information Panel (GRIP), and proposes a methodology for understanding its
potential usefulness to drivers. An online survey is employed to examine sign rates of
understanding by and usefulness to drivers. In addition to basic statistical analysis of
the survey results, a Logit model is employed to investigate the significance of
various drivers’ characteristics and design attributes impacting the effectiveness of
GRIPs.

Key words: Advanced traveler information system, graphic variable message sign,
legibility and recognition, and traffic survey.

INTRODUCTION

In the last two decades, dramatically increasing travel demands and
insufficient traffic facility supplies have induced severe traffic congestion. Traffic
congestion costs billions of dollars every year, including lost time, increased risk of
traffic accidents, wasted energy, excess air pollution, and lost productivity. From
1980 to 2005, annual vehicle miles traveled increased by 96%, while roadway lane
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miles increased by only about 4% nationally (7). According to the 2007 Annual
Urban Mobility Report (2), in 2005, the annual average delay per capita was 38 hours
for 437 surveyed urban areas, a 171% increase from 1982. The total travel delay of
4.2 billion vehicle hours generated 2.9 billion gallons of excess fuel consumption and
$78 billion in excess cost due to congestion. It is of practical importance to manage
traffic system operations more efficiently using advanced technologies and
management strategies, particularly in metropolitan areas. Advanced Traveler
Information Systems (ATIS), as one important component of Intelligent
Transportation Systems (ITS) provide travelers with dynamic traffic information to
assist their trip preparation, and alternative routing diversion and guidance for
congestion avoidance and safety enhancement. One major ATIS information
dissemination mode, the Dynamic Message Sign (DMS) has been widely deployed to
provide travelers with real-time and reliable en-route information. DMSs enable
travelers to make better route decisions leading to better utilization of the road
network. Normally, the message signs are mounted on overhead sign bridges and
display extensive information including roadway congestion situations, construction
activities, incident events, and diversion needs. Although the message signs may
contain different contents in various formats, DMSs are roughly classified into two
categories: text-only message signs, and graphic-aided message signs. Traditional
text-only DMSs have been in operation for many years since 1961 when a section on
signs for freeways and expressways was added to the Manual on Uniform Traffic
Control Devices (MUTCD) (3). However, these text-only message signs are limited
in display capacities. Physically, a DMS is usually restricted to 3 lines of up to 20
alphanumeric characters. Taking into consideration that regulations do not allow
more than two displays within a message cycle and that the entire message cycle
should be readable at least twice by drivers traveling at the posted speed (4), these
constraints do not always allow all relevant information regarding a traffic situation to
be effectively presented. As a result, posting a short but effective message becomes a
challenge (5). Additionally, text-only DMSs are less effective in sign legibility and
recognition, and cannot satisfy customized routing information requests (6).
Graphic-aided DMSs can enhance the effectiveness of traditional text-only
DMSs in delivering information. The use of graphics over text in presenting
information allows the sign to convey more information in a limited space and to be
processed faster than written language. This is particularly important since under
normal driving conditions, drivers only have 4-6 seconds to interpret sign information
(5). Although the MUTCD provides guidance on the design and use of diagrammatic
signs (3, 7), only a few studies were conducted to investigate the understandability
and legibility of graphic-aided DMSs. Furthermore, the complexity of the roadway
environments and the traffic patterns augments the difficulty in designing and
deploying suitable message signs with high-quality readability. Inappropriate design
of message signs in content, format, and degree of complexity can adversely affect
drivers’ comprehension (8). It is important to ensure that graphic-aided message signs
can be recognized and understood by travelers and that the corresponding responses
can be made in a reasonably short time period before these signs are permanently
mounted on traffic facilities. Therefore, this research concentrates on designing an
innovative Graphic Route Information Panel (GRIP) and investigating its attributes
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and drivers’ preferences under various test scenarios through traffic survey studies.
This paper is organized as follows. The next section briefly describes the state of the
art regarding DMS design and implementation. It is followed by the detailed
description of design principles for the proposed prototype GRIPs. Then the
experimental tests for GRIPs’ performance evaluations and travelers’ comprehension
examination are presented, including test scenario design, traffic survey study,
statistical analysis, discrete choice model development and result discussions. The
final section concludes this research effort and proposes further research topics.

STATE OF THE ART

Many studies were conducted to investigate the effectiveness of traditional text-only
DMSs. In Benson’s study (9), a survey was conducted to investigate the impacts of
DMSs on drivers. It found that about 50% of the participants often responded to
DMSs while 38% occasionally or sometimes responded to them. Chatterjee (70)
employed surveys to investigate drivers’ response to DMSs in London. Most of the
participants indicated that DMS information could be very useful to them. In a similar
study conducted by Peng et.al. (11), 62% of the drivers indicated that they responded
to DMS messages more than once per week and 66% of them changed their route at
least once per month. An empirical survey analysis conducted by Emmerink et. al.
(12) indicated that over 70% of the drivers were sometimes influenced by DMS
information. Based on video-based driving simulation experiments on DMSs, Wang
and Cao (13) found that discretely displayed messages demanded less response time
than sequentially displayed messages and that single line messages were better than
multiple-line messages. Dudek and Ullman (74, 15) studied message displays on
DMSs and suggested that one-frame DMS messages should not be flashed and a line
on a two-frame DMS message should not be alternated while other lines are kept the
same. The MUTCD (3) has established a standard for DMSs that limits the number of
frames per message to two and recommended that the message be in capital letters
with a clearly legible letter size. Wang et al. (16) found that the best settings in regard
to drivers’ preference and response time are to display messages in amber or amber—
green color combination. Wardman, Bonsall, and Shires (77) and Peecta (18)
suggested that the impact of VMS information on travelers’ route choices depended
upon the message content, local circumstances, and motorists’ characteristics.
Although DMSs are capable of presenting information in various formats, only
limited display formats are recommended by researchers.

Because the capacity of human visual receptivity considerably exceeds that of
verbal receptivity, graphic-aided DMS signs have many advantages over text-only
DMS signs. A graphic-aided message could be identified more easily, more quickly,
and from a further distance; seen better under adverse viewing conditions; and
understood better by people who cannot understand the language in the text (79). In
many European countries such as Britain, the Netherlands, Italy, Spain and France,
graphical traffic information has been used on DMSs to influence drivers’ route
choices (20). Driving simulation experiments were used to study graphical
information displays, and no potential safety issues were found. The Conference of
European Directors of Roads (CEDR) report also recommended that graphics and
symbols should be used as much as possible to avoid the problem of disseminating
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information to drivers who speak and use different languages (21,22). Previous
studies found that graphically presented information allowed faster responses (23, 24).
Bruce, et al. (25) found that driver recognition time for text messages was appreciably
longer than symbolic messages. Alkim et al. (5) tested and compared drivers’
comprehension of both regular text-based DMSs and GRIPs and found that drivers
exhibited better route choice behavior with GRIPs than with regular DMSs. Wang et.
al. (8) conducted a study on adding graphics to DMSs and found that most drivers
preferred graphics over text. They concluded that graphics might help enhance drivers’
understanding of and responses to those messages.

GRIP DESIGN

These existing studies on graphic-aided message signs provide valuable insight for
the proposed GRIP design and performance investigations. Based on the Texas
MUTCD standards (4) as well as the lessons learned from the previous projects, a
prototype GRIP was designed. The proposed GRIP is a message sign that provides
travelers with real time, color coded traffic condition information in a graphical
format. The basic panel consists of two components: a static component and a
dynamic component. The static component usually consists of a reflective sheet
containing the road network outline, landmark or road names, and a directional arrow.
The dynamic component consists of a two or three color light emitting diode (LED)
array which lights up to display the congestion levels in the roadway sections.
Dynamic traffic information, such as average speed, travel time, incident location and
lane closure could be displayed. As emphasized before, although GRIPs can convey
more complex information to facilitate customized routing decisions, they should be
carefully designed and tested to avoid information overload and driver distraction,
especially for the freeway corridors with high speed limits and high demands. Since
there are no specific MUTCD guidelines available to satisfy the GRIPs’ unique
combination of static and dynamic components, based on the operational purpose and
classification, the prototype GRIP is designed by following the guidelines provided in
TMUTCD 2A.05, 2E.19, and 2E.32. Each GRIP component follows the guidelines
best suited for it, as long as they support the main function of GRIPs, which is to
provide travelers with clear and concise information for safe and efficient trips. The
design principles for different GRIP components are detailed in the following section.

Static Component

As previously mentioned, the GRIP static component consists of a reflective sheet
background containing a directional arrow, road names, route numbers, and a road
network outline. The specific design considerations for each element are detailed
below:

Background Color. A variety of different colors have been used for GRIP
backgrounds. The colors have ranged from yellow and blue in the Netherlands, to
white in Germany, to green in Japan, to green and blue in China. In the U.S. however,
according to the MUTCD, there are 13 colors that have been identified as being
appropriate for use in conveying traffic control information. Since GRIPs are to be
considered guide signs, based on TMUTCD 2E.04 the background color for GRIPs
should be green.
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Lettering. According to the TMUTCD standards, guide signs shall have
white lettering. All destinations on guide signs have the option of being composed of
lowercase letters with initial uppercase letters or being all uppercase. The font, word
and lettering spacing should follow the TMUTCD 2E.13 standards.

Sign Orientation and Panel Dimension. Regarding the roadway network
orientation, there are two options: 1) display the network with a true north orientation,
and 2) re-orientate the network in the direction the driver is traveling. Many studies
concentrated on this issue (20). The proposed GRIP adopts the first option, which is
consistent with daily experience when using a map. The panel dimension is designed
by following the Standard Highway Sign Designs Manual recommended by the
TMUCD. Other factors including operational and maintenance costs, specific
environments and sight distance also should be taken into account.

Road Network Outline. On a GRIP, the road network may be portrayed as
realistically as possible or in a more stylized manner. If realistically portrayed, the
network might be more recognizable but have limited display capacities. The design
principle used in this study is to portray a stylized network that is as simple as
possible to enable fast comprehension, but realistic enough to be recognizable. Also,
because the adequate sight distance is crucial to the success of GRIPs, a suitable
resolution for the network outline is another consideration factor.

Additionally, other GRIP attributes, such as retroreflection and illumination
are considered and designed by following the TMUTCD standards.

Dynamic Component

The dynamic component consists of three color LEDs on the GRIPs. Black,
orange, and red are used to symbolize different traffic flow conditions: free flow,
crowded, and congested. The roadway network is divided into segments which are the
smallest units used for representing the entire network. The smaller the number of
colors used, the greater the reduction of complexity and increase in efficiency of
information processing (20). Dynamic traffic information, such as travel time
indication, can be displayed. More descriptions of drivers’ preferences are detailed in
the next section.

Following the proposed design principles, a diagrammatic sketch for the
proposed prototype GRIP is illustrated in Figure 1.

EXPERIMENTAL TESTS

To examine the effectiveness of the proposed GRIPs and quantify the significance of
diverse attributes and drivers’ characteristics, experimental tests are conducted. There
are two major approaches employed for assessing sign comprehension, a
questionnaire survey and a driving simulation experiment. Although driving
simulation has been widely used to gauge drivers’ behavior to reduce the high risks
and limitations involved in actual driving, the findings from simulation experiments
cannot be validated sufficiently by actual driving and their reliability is questionable.
In this study, the questionnaire survey method is applied, and the test scenarios are
designed to gain insight into drivers’ comprehension and preference for a GRIP and
to assess the design and display attributes and characteristics.
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FIGURE 1 Diagrammatic Sketch for the Proposed Prototype GRIP

Test Scenario Design

Four test scenarios were designed to examine the appropriateness and effectiveness of
the proposed GRIPs from different perspectives. Figure 2 illustrates the schematic
sketch of the traditional text-only DMS and the proposed GRIPs for different test
scenarios. Test Scenario A and B were designed to present similar travel information
by the traditional Text-only DMS and by the proposed GRIP along Interstate 35 in
Austin, TX. Normal travel time is given as 10 minutes to travel along this corridor
section. Drivers were asked to answer a series of questions regarding the
effectiveness of each message sign and to indicate their comprehension and
preference. For comparison purposes, the exact same questions were used for these
two scenarios. Similarly, Test Scenarios C and D were designed to further examine
the drivers’ comprehension on travel conditions displayed in the proposed GRIPs.
Scenario D provides additional travel time information to verify drivers’ preference
on traffic time measurements.

Survey

The survey was performed through the online survey service,
www.SurveyMonkey.com between April 13, 2008 and April 24, 2008. Survey
information was sent out to local email listserves. At the beginning of the survey, the
basic traffic conditions and network geometric characteristics are briefly introduced.
Each questionnaire contained a total of 30 questions and multiple choices in each
question surveying drivers’ preferences concerning the effectiveness, legibility and
readability of the text-only DMS and GRIPs for four test scenarios. Many previous
studies have found that drivers’ responses to message signs are impacted by their
demographics. Emmerink et al. (/2) found that female drivers were less likely to be
influenced by traffic information displayed. Wardman et al. (/7) and Wang and Cao
(13) found that young people are less inclined to comply with message sign advice. A
total of 61 participants took the survey. Most were local Austin residents, including
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travelers from different age, gender, and travel pattern groups. To avoid any potential
confusion, only one scenario was examined at a time, and the participants were
required to complete all questions before moving to the next scenario. Demographic
information was collected at the end of the survey. Survey results were automatically
stored online to facilitate the following result analysis. The survey questions and
corresponding results are presented in the next section.

CONGESTION INFORMATION l

MIN 51st Street

MIN Airport Boulevard

MIN MLK Boulevard

MIN 6th Street

CINTERSTATE \\ Cesar Chavez Street

1st Street e 1st Street

/|

Test Scenario C Test Scenario D

FIGURE 2 Schematic Sketch of the DMS and GRIPs for Test Scenarios A to D

Result Analysis and Discussion

Results collected from the 61 participants were analyzed. Tables 1 and 2 show the
survey questions and results for Test Scenario A to D. Table 3 shows the participants’
demographic and travel pattern data. As can be seen in Table 1, the effectiveness of
the GRIPs is verified by the fact that 41% of participants believe GRIPs are highly
effective in their routing decisions, while 9.8% of participants think text-only
message signs are highly effective under the same travel conditions. Based on the
text-only message signs, only 63.9% of participants can identify the congestion levels,
which is significantly improved by using the GRIPs, when about 95.1% of
participants can identify the congestion levels. Significance tests were conducted for
the effectiveness comparisons. T-statistic test was calculated based on the survey data.
The #-stat 1s equal to 3.62, which corresponds to the p-value of 0.0003. Therefore, the
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results indicate the GRIP can significantly improve the drivers’ comprehension on
travel time and routing selection at the level of p<0.01.

Similar analysis was conducted for Test Scenarios C and D to verify the
significance of travel time indication in Table 2. In addition to the color coded level
of congestion, 90.2% of participants prefer having travel time indication to present
the congestion levels. 42.6% of participants believe the GRIPs are highly effective in
choosing a route with estimated travel time indication. When travel time estimation is
eliminated from the panel, only 4.8% of participants think the GRIPs are highly
effective. The analogous results are consistent across all demographic categories of
gender and age as illustrated in Table 4. Both the majority of females (65.4%) and
males (71.4%) judge Scenario C as effective. For Scenario D, the majority of females
(53.8%) classify the sign as effective; a higher share of males (45.7%) classify it as
highly effective. Overall, the GRIP with travel time estimation received more highly
effective ratings from both males (45.7%) and females (38.5%). For Scenario C,
within the highly effective rating, the percentage of each bracket varies from 4.5% for
15-25 year olds, to 0% for those 26-35, 0% for those 36-45, and 22.2% for those in
the 46+ age bracket. Scenario D indicates greater highly effective ratings across all
age groups. The percentage increased to 54.5% for 15-25 year olds, 34.8% for those
26-35, 28.6% for those 36-45, and 44.4% for those in the 46+ age bracket. These
results demonstrate that drivers prefer the travel time indication on the GRIPs. These
also indicate that the older the driver, the more effective the information conveyance
of the GRIPs.

TABLE 1 Survey Questions and Results for Test Scenarios A and B

. Scenario A Scenario B
Survey Questions Responses
Frequency | Percent| Frequency Percent
Does the sign above Yes 39 63.9 58 95.1
learl ti
clearly convey congestion No > 361 3 295
levels?
] 5 minutes 0 0.0 0 0.0
In the sign above, how -~ [Fmarreee 0 0.0 0 0.0
long might it take to get to
st 15 minutes 61 100.0 49 80.3
51" Street? -
20 minutes 0 0.0 12 19.7
Would the sign above Yes, Iwoulq take 18 29.5 32 52.5
influence you to change local roads instead
Y & No, I would remain on 43 70.5 29 47.5
your planned route? .
my original route
Does the sign above allow| Yes 56 91.8 57 93.4
you to judge travel time
effectively? No > 8.2 4 6.6
Highly Ineffective 1 1.6 2 33
How effective is the sign Ineffective 10 16.4 1 1.6
above in choosing a Neither 2 33 6 9.8
route? Effective 42 68.9 27 443
Highly Effective 6 9.8 25 41.0
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TABLE 2 Survey Questions and Results for Test Scenarios C and D

S Questi R Scenario C Scenario D
urvey Questions esponses
y po Frequency |Percent Frequency |Percent
Does the sign above clearly |Yes 45 72.6 55 90.2
convey congestion levels? |No 17 274 6 9.8
In the sign above, which Loop 1 2 3.2 3 4.9
route shows heavier
congestion: Loop 1 or [-35? |I-35 60 96.8 58 95.1
Yes, I would travel on 41 66.1 41 67.2
. Loop 1 instead
Would th b
v owiC the sigh above Yes, I would travel on 14 226 10 164
influence you to change your .
lanned route? local roads instead
P ’ No, I would remain on 7 11.3 10 16.4
my original route
Does the sign allow you to | Yes 13 21.0 54 88.5
judge travel time effectively? |No 49 79.0 7 11.5
Highly Ineffective 0 0.0 2 33
o ) Ineffective 9 14.5 1 1.6
How ef.fectlve 1§ the sign Neither 3 2.9 2 6.6
above in choosing a route? -
Effective 42 67.7 28 459
Highly Effective 3 4.8 26 42.6

To further analyze various factors associated with drivers’ comprehension of
the GRIPs and find the statistical significance behind these associations indicated by
the cross-classifications of the results, a discrete choice model, a Logit regression
model (26) was developed to Test Scenarios B and D. The regression estimates the
impacts of the related characteristics on the probability of correctly understanding the
travel condition information on the panels

eUHE UHE

P, = (Eq. 1)

e
eUHI + eUIN + eUNm + eUEI-' + eUHE - zeUEﬁ

where, Pyg is the probability that travelers can comprehend the information on the
panels completely and believe the panel is highly effective. U is the utility function,
and is formulated as:
U = B; * Gender + 3, * Age + B3 * TraTime + (3, * DrivingExp + -+ + B¢ *
MajorHW (Eq. 2)
where, 3 is the coefficient that is calibrated using the survey data. The 16 dependent
variables including the participants’ demographic and travel pattern data are
formulated in the utility function. These variables represent various attributes and
characteristics that may influence drivers’ comprehension of the GRIPs. Based on the
survey data, the Logit model was calibrated and significant variables were identified.
Measurements of goodness-of-fit were calculated: the Log likelihood function is -
98.1757 and the R-squared is .4183, which indicate the Logit model can reasonably
describe the data attributes and is capable of extracting their intrinsic associations.
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The utility functions are computed as follows:

U (Highly Ineffective) = p,o3 * TraTime
U(Ineffective) = [,,0 * DrivingExp
U(Neither) = B34, * TraTime + P31, * DrivingExp
U (Effective) = B41, * Mapskill
U (High Effective) = S5y, * Age — Bs13 * Commute

(Eq. 3)

where, the variable explanations are provided in Table 5 and their coefficient
significance is illustrated in Table 6.
TABLE 3 Survey Participants’ Demographic Data and Travel Patterns

Demographic Response Frequency| Percent
Gender Male 35 57.4
Female 26 42.6
18-25 22 36.1
Age 26-35 23 37.17
36-45 7 11.5
46+ 9 14.8
High School 1 1.6
Some College, No Degree 4 6.6
What is your level of Associate’s Degree 0 0.0
education? Bachelor’s 22 36.1
Master’s 28 459
Doctorate 6 9.8
Are you familiar with the Yes 41 67.2
Austin, Texas road network? No 20 32.8
What is your driving 0-5 years 5 8.2
experience? 6 or more years 56 91.8
Horrible 0 0.0
Howd . Below Average 5 8.2
o do Jou YO0 g s
Above Average 20 32.8
Exceptional 27 443
Do you use a GPS navigation | Yes 10 16.4
system? No 51 83.6
Do you commute to work? Yes 37 607
No 24 393
0-5 miles 9 375
. . 6-10 miles 9 37.5
sl:i;;vl;nany miles do you drive 11-15 milos ] a2
16-20 miles 4 16.7
21+ miles 1 4.2
0-5 miles 14 37.8
How many miles is your dail 6-10 miles > 135
e zone way)% S 111215 miles 10 27.0
16-20 miles 4 10.8
21+ miles 4 10.8
Does your commute involve Yes 22 59.5
travel on major highways? No 15 40.5
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TABLE 4 GRIP Effectiveness Comparisons by Gender and Age for Scenarios C

and D
A . Gender Age
Scenario | Effectiveness|Measure [ T Male | Total | 1525 | 2635 | 3645 | 46 | Total
Highly Frequency 2 1 3 1 0 0 2 3
Effective Percent 7.7 2.9 4.9 45 0.0 0.0 222 4.9
Effective Frequency 17 25 42 19 15 4 4 42
Percent 65.4 71.4 68.9 86.4 65.2 57.1 444 68.9
Neither Frequency 5 2 7 1 4 2 0 7
¢ Percent 19.2 5.7 11.5 4.5 17.4 28.6 0.0 11.5
Ineffective |Frequency 2 7 9 1 4 1 3 9
Percent 7.7 20.0 14.8 4.5 17.4 14.3 333 14.8
Total Frequency 26 35 61 22 23 7 9 61
Percent 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0
Highly Frequency 10 16 26 12 8 2 4 26
Effective Percent 385 | 457 | 426 | 545 | 348 | 286 | 444 | 426
Effective Frequency 14 14 28 7 12 4 5 28
Percent 53.8 40.0 459 31.8 52.2 57.1 55.6 45.9
Neither Frequency 2 2 4 3 1 0 0 4
Percent 7.7 5.7 6.6 13.6 43 0.0 0.0 6.6
D Ineffective |Frequency 0 1 1 0 1 0 0 1
Percent 0.0 29 1.6 0.0 43 0.0 0.0 1.6
Highly Frequency 0 2 2 0 1 1 0 2
Ineffective  [percent 0.0 5.7 33 0.0 43 43 0.0 33
Total Frequency 26 35 61 22 23 7 9 61
Percent 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

TABLE 5 Variable Explanations for the Logit Model

Variables Explanations
. Does the sign above allow you to judge travel time effectively?
TraTime
0 (No), 1 (Yes)
DrivingExp What is your driving experience?
0(0-5), 1 (6 or more)
How do you rate your map reading skills?
Mapskill 0 (Horrible ), 1 (Below Average ), 2 (Average ), 3( Above Average ),
4 (Exceptional)
Age 0 (15-25), 1 (26-35), 2 (36-45), 3 (46 or above)
Commute Do you commute to work?
0 (No), 1 (Yes)

As can be seen in Table 6 and Equation 3, the coefficient of the Age variable
is positive (0.46) and that of the Commute variable is negative (-1.50) in the utility
function for the option of highly effective. These results indicate that older drivers

more prefer GRIPs.

Using GRIPs, older drivers’ message comprehension can be

noticeably enhanced by the graphic information panel. This finding is consistent with
the research findings from Wardman et al. (/9) and Wang and Cao (7). The results
also indicate that commuters do not find GRIPs highly effective. This may be

181
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partially because they trust their own judgment of local travel conditions more than
information provided on the sign. More detailed traffic information, such as incident
induced congestion, may satisfy their needs.

TABLE 6 Variable Significance for the Logit Model

Variable Coefficient | Standard Error| T-Statistic | P-Value
5103 2.18 0.60 -3.62 0.0003

5210 2.59 0.78 -3.31 0.0009

530 -4.82 1.34 -3.59 0.0003

Paaa 3.05 1.23 2.48 0.0132

511 -0.35 0.21 -1.67 0.0956

(- 0.46 0.27 1.70 0.0894

Bz13 -1.50 0.52 2.87 0.0041

In the utility function for the option of highly ineffective, the coefficient of the
TraTime variable is negative (-2.18). This indicates that fewer drivers consider GRIPs
ineffective when travel time information is provided. Similar analysis was conducted
for the other utility functions. Two additional conclusions could be identified in the
results: 1) map reading skills are not necessary for conveying traffic condition
information by the GRIPs, and 2) more driving experience is beneficial for drivers to
effectively use the information on the GRIPs. In general, these results reinforce the
utility of statistical testing and utility function development in identifying the
associations among the panel attributes, drivers’ characteristics, and drivers’
preference and comprehension of GRIPs. Once these associations are determined,
corresponding improvements can be made to better address these significant attributes
and drivers’ characteristics to enhance the GRIPs’ effectiveness in delivering traffic
routing information.

Additional data collection would be required before application of analysis
results for GRIPs implementation. This analysis was completed using an on-line
survey, which biased the survey towards those with computer access. Some
demographic biases were also identified. The vast majority of survey respondents
were between the ages of 18 and 35; as a result, sample sizes for older age groups
were very small. Additionally, more than 90 percent of respondents have completed
at least a bachelor’s degree. As a result, drivers with high school or associate’s degree
educations are not adequately represented in the sample. Before real design and
implementation of a GRIP, new methods of data collection will need to be identified
to capture underrepresented populations.

CONCLUSIONS

This study concentrates on designing an innovative graphic-aided message sign, the
GRIP, and determining a methodology for understanding its potential usefulness to
drivers. GRIPs allow more complex information to be displayed to facilitate drivers’
personalized routing needs. GRIPs can effectively overcome some limitations of
traditional text-only message signs, such as limited display capacity. However, they
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must be carefully designed to avoid traffic information overload and ensure message
comprehension. In this study, based on the Texas MUTCD standards and previous
studies, prototype GRIPs were designed to provide travelers with real time, color
coded traffic condition information in a graphical format. Based on the proposed
prototype GRIPs, four test scenarios were performed to examine their effectiveness
and drivers’ preferences, and to determine a method of analysis for identifying the
related significant attributes. In addition to statistical analysis of the survey results, a
Logit model was established to investigate the significance of various drivers’
characteristics and design attributes impacting the effectiveness of GRIPs.

Results of the experimental tests indicate that for the given dataset, the
proposed GRIPs can significantly enhance the legibility and recognition of message
signs and improve travelers’ comprehension. Relationships between age, gender,
information types, travel patterns, and map use and GRIP effectiveness and
ineffectiveness were examined. For the given dataset, driver age, the presence of
travel time information, familiarity with travel on with the network (determined by
commute type), and driver experience were found to significantly influence GRIP use.
Overall, this analysis indicates that GRIPs can effectively provide improved traveler
information to drivers. The statistical analysis performed in this study provides a
framework for future examination of driver, sign, and information type variables to
enable effective GRIP design and implementation with an improved dataset.
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ABSTRACT

Pavement service life can be defined as the estimated number of years between
pavement construction or rehabilitation and when the pavement section reaches a given
condition (rutting, cracking, roughness, etc.) threshold value. At that time, the pavement
section is typically subjected to rehabilitation or preservation actions. The two
overarching methodologies for determination of pavement fix benefits are: 1) the
extension in the pavement service life due to a given fix and 2) the calculation of the
area between the pavement performance curves and a given threshold value. The life
extension method places importance in prolonging the service life of the pavement.
On the other hand, the area under the performance curve method places importance on
the level of pavement distress over time. Selection of the pavement fix type and time
with the lowest cost to benefit ratio could be considered “optimal”.

Keywords: Remaining Service Life (RSL), pavement distress threshold, life cycle cost,
optimal pavement fix type and time selection, and cost/benefit analyses

INTRODUCTION

Highway agencies (HAs) across the country select pavement preservation and
rehabilitation activities based on their benefits. The minimization of the costs to benefits
ratio could be used as a tool for selecting the optimum pavement action and application
time. Although no universal definition of benefits exists, the two overarching
methodologies for determining the pavement fix benefits are: 1) the extension in the
pavement service life and 2) the calculation of the area between the predicted pre-fix
and post-fix pavement performance curves and a given threshold value. The cost of
the fix is divided by its calculated benefit and the cost to benefit ratio is then
compared to those of other fix types and times. Selection of the pavement fix type
and time with the lowest cost to benefit ratio could be considered “optimal”.

The above two methods for calculating the benefits from pavement actions are
based on modeling the pre-fix pavement performance and estimating the post-fix
performance. The pre-fix performance is modeled based on time-series pavement
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distress data and the model is used to predict future conditions. The post-fix
performance is a function of the pre-fix pavement conditions and rates of
deterioration and must be estimated. The pavement pre- and post- fix performance
models are used to calculate the estimated life extension and/or the area under the
performance curves.

The life extension method places importance in prolonging the service life of
the pavement. On the other hand, the area under the performance curve method places
importance on the level of pavement distress over time. The selection of the optimum
fix type and time could be based on providing the highest life extension or the maximum
area under the curve for the given cost. It should be noted that both the area and the life
extension methods could be based on the same or on different pavement condition
thresholds. Additionally, the benefits of a pavement fix should be calculated for each
pavement distress type and the minimum benefit is considered the overall benefit.

PAVEMENT PERFORMANCE MODELING

The first step in defining the benefits of a pavement preservation or
rehabilitation action is modeling the performance of the pre-fix pavement and estimating
the post-fix performance. The performance is measured from the last resurfacing or
reconstruction to a given distress threshold value. The modeling and prediction of
pavement performance are discussed in the next few subsections.

Pre-Fix Pavement Distress Modeling

For each distress type, the pre-fix time-series distress data and the proper
mathematical function (see Table 1) are used to model the performance of a pavement
section. The mathematical functions listed in Table 1 are based on known trends in
the pavement deterioration. After determining the regression constants of the model,
it can be used to predict future performance. It is important to note that a minimum of
three data points (three data collection cycles) during which no pavement
preservation or rehabilitation actions were taken are required to properly model the
time-series pavement distress data.

Table 1 Pavement condition models

Pavement distress type Model form Generic equation
Roughness (IRI) Exponential IRl =a exp bt
Rutting Power Rut = at b
Max
Cracking Logistic (S-shaped) Crack = (axbr)
1+exp
Where, a and b are regression parameters, t = time (year), and Max = the
maximum value of cracking
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Post-Fix Pavement Performance Estimation

The pavement performance after a preservation or rehabilitation action must also
be modeled to define the benefits of the action. The same mathematical functions listed
in Table 1 are used for the post-fix performance models. However, the models cannot be
fit to time-series distress data because none exist. Hence, the model parameters must be
estimated. The factors which affect the post-fix performance are: the pre-fix conditions
and rates of deterioration, the pre-fix repairs, the type of fix applied, and the pavement
section. Experience and data from previous fixes applied to similar pavement types
having similar conditions and rates of deterioration are needed to develop models to
predict -post-fix pavement conditions and performance. In the absence of such data,
historical national trends may be used to approximate the post-fix performance.
However, the degree of confidence in the estimation will be minimal.

Pavement Distress Thresholds

The mathematical functions used to model pavement performance are typically
based on the time dependent pavement condition data that were collected since the last
pavement action (resurfacing, reconstruction, etc.). These models are also used to
predict the pavement performance (both pre and post-fix) between the current conditions
and the time when the pavement conditions reach specified threshold values. For each
distress type, multiple threshold values could be specified as shown in Figure 1. One
value triggers preventive maintenance actions, other rehabilitation actions, and a third
reconstruction. Hence, the threshold values are based on the class or types of
pavement fixes and/or the acceptable conditions to the user (such as serviceability or
ride quality). Finally, the reconstruction threshold value indicates the end of the
pavement service life and is typically used to measure the benefits (such as life
extension and the area under the performance curve) of a pavement action.

LIFE EXTENSION

The life extension is a measure of the benefit from a pavement action in terms of
the additional number of years the pavement section will perform at or better than the
threshold value (see Figure 2). The threshold value could also be the conditions of the
pavement section at the time of the fix (see Figure 3). In that scenario, the fix life is the
benefit. The major difference between the two is the threshold value and therefore the
length of time over which the pavement condition is predicted. The two methods are
discussed in more detail below.

a) The life extension is calculated using Equation 1, where the difference between the

RSLpost-fix and the RSLp.q_fix 1s the benefit (see Figure 2). The RSLpygt-fix 1S
the estimated number of years for the conditions of a pavement section subjected

to a preservation or rehabilitation action to reach the threshold value. The RSLpy..

fix, on the other hand, is the number of years remaining until the conditions of the
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existing pavement section reach the threshold values if no actions are taken. Note
that the pre and post-fix threshold values are the same for pre and post-fix RSL.

Life extension = RSLpost—fix — RSLpre—fix Equation 1

The pre-fix mathematical functions and their parameters are statistically
determined using the collected time series data. The post-fix pavement
performance, on the other hand, is estimated based on a network model of
previous fixes of similar pavement sections. The pavement condition threshold is
a user input and could change depending on the scope, objectives, and policy of
the HA. Therefore the pre and post-fix RSL values and hence the life extension
could change depending on where the new threshold value is placed (assuming
the pavement performance curves are not parallel). The threshold values to be
used should be determined by the HA. It should be noted that the life extension
based on each pavement distress type should be calculated, the minimum value is
the true life extension of the pavement section.

b) The fix life is the estimated number of years for the conditions of a pavement
section subjected to a preservation or rehabilitation action to reach the pre-fix
conditions. The benefit is simply the fix life (see Figure 3). The main advantage of
using the fix life as a measure of benefit relative to the life extension is that the
length of time over which the prediction is made is reduced. The performance of the
pre-fix pavement is simply based on the collected distress data, no prediction is
required. The post-fix pavement performance, on the other hand, is predicted over
shorter period into the future. This results in a higher confidence in the predicted
time and in the calculated benefit.

The methods for calculating or estimating the benefits of pavement fixes based
on life extension or fix life are practical and can be easily understood. The benefit (in
years) can be expressed to engineers, management, the legislature, and the public. The
method also enables a HA to optimize the selection of pavement fix type and timing by
maximizing the longevity of a pavement section, thereby reducing the life-cycle costs.
The most cost-effective pavement preservation strategy could also be determined using
these methods.

PAVEMENT PERFORMANCE AREA

In the pavement performance area procedure, the total benefit (TB) is calculated
by the ratio of the areas expressing the benefit of the fix to the area of the pre-fix
pavement with the do-nothing option as described by (Peshkin et. al. 2004) and
Equation 2. These two areas are shown in Figure 4. The TB is a unit-less measure that
should be estimated for each distress type and the smallest value controls. The
performance area procedure could be divided into the two methods detailed below.
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AREA
TOTAL BENEFIT = (BENEFIT)

Equation 2
(Do—NOTHING )

a) The benefit of a fix is calculated by the area bound by the predicted pre-fix and post-
fix pavement performance curves and the threshold value as shown in Figure 4.

b) The benefit of a fix is calculated by the area bound by the predicted pre-fix and post-
fix pavement performance curves and the pre-fix conditions as shown in Figure 5.
The main advantage of estimating the benefits based on the pre-fix pavement
conditions is the reduction in the prediction time and hence increased accuracy.

The pavement fix benefits measured in terms of TB are not as practical as the
life extension or fix life measurements. It cannot be easily communicated or understood
by non-technical users such as the public, the legislators, or even upper management.
The life extension or fix life benefits expressed in term of years are better communicated
and understood. As is the case for life extension and fix life, the TB method could be
used to optimize the selection of pavement fix type and timing by maximizing the
benefits for a given cost. In this case the benefit is the performance (condition versus
time) as opposed to just time. It should be noted that the TB should also be calculated
for each pavement distress type, and the minimum value should control.

OPTIMIZATION

The purpose of calculating the benefits from a pavement fix is to assist the HA
in the selection of optimum pavement fix type and time. An optimum pavement fix is
one that provides the greatest benefit at the minimal cost. The cost calculation, objective
function, and the effects of the benefit measurement are discussed below.

Costs

The costs of any pavement preservation or rehabilitation action can be divided
into two groups; agency and user costs. The Agency costs are the sum of the physical
costs of all activities of the pavement project including design, materials, traffic
control, and construction minus the residual value of the pavement section at the end
of its life. These are often referred to as direct costs. User costs include vehicle
operating costs, delay costs, and accident costs, which are much more difficult to
estimate than agency costs as they are not based on specific monetary values
(Morgado & Neves 2008). The life cycle cost is the accumulation of agency and user
costs over the life of the pavement section, typically expressed in terms of present
worth (Walls & Smith 1998). The life cycle cost is utilized to capture the cost of the
entire pavement preservation or rehabilitation strategy.

Objective Function

The objective function which will yield the optimum pavement fix type and
timing is based on minimizing the costs to benefit ratio stated in Equation 3.
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. . Cost
Optimum = Minimum (L) Equation 3
Benefit

It should be noted that the method used to calculate the benefit has an impact
on communicating the optimum fix. Use of the life extension or the fix life methods to
determine the benefits of pavement fixes results in a cost to benefit ratio in dollar/year,
which is an easily communicable term. The TB method, on the other hand, results in
unit of measurement in dollar/area ratio, which is not easily communicable.

IMPACT OF THE STATE OF THE PRACTICE ON BENEFITS

The calculation of the benefits from a pavement preservation or rehabilitation
action directly depends on the pavement performance models. The performance models
are affected by the methods and procedures for collecting, managing, and analyzing the
pavement distress data (the state of the practice), which are not universal. The various
factors affecting the pavement performance models and therefore the benefits are listed
below.

e The frequency of pavement distress data collection
The number of available distress data points (pavement distress history) and their
accuracy.

e The data sampling procedure

e The availability of comprehensive maintenance records that include locations,
actions and costs
The availability of accurate and properly referenced cost data

e The historical record of all previous pavement rehabilitation actions and their
associated costs

For a given pavement project, the pavement performance models and the
calculated benefits of fix actions will be different depending on the state of the practice.
To illustrate, consider the time series pavement distress data and the resulting pavement
performance model shown in Figure 6, from SRID 020 in Washington State. The
distress data are collected annually along the entire pavement network (no sampling),
and comprehensive maintenance records are available although they are not shown in
Figure 6. Then consider the following six alternative scenarios for the same pavement
project under different state of the practice:

1) Scenario 1 — The full pavement distress data set and maintenance records are used to
create the most accurate pavement performance model and benefits calculations.

2) Scenario 2 — The pavement distress data is collected every other year, as shown in
Figure 7. This would decrease the number of available data points resulting in a
different or less accurate performance model. Therefore, the calculated benefits will
not be as accurate.

3) Scenario 3 — The first five years pavement distress data points are not available
because the agency started collecting the data later. If the pavement surface age is
not known (which is the case for many roads), a gap in the time-series distress will
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ensue and the resulting performance model will not be accurate and so the benefits
of a pavement action.

4) Scenario 4 — The pavement distress data are collected using some type of sampling
technique, as shown in Figure 8. Hence, the data for most pavement miles are not
measured but assumed based on the data from the sampled section. In a companion
paper, the effects of sampling on the accuracy of the pavement management
decision are addressed in detail (Dean et. al. 2010). It is shown that ten percent
sampling causes about 50 percent errors in the pavement decisions and in the
selection of project boundaries.

5) Scenario 5 — The time at which previous pavement actions are taken is unknown
(incomplete pavement maintenance and rehabilitation records). This causes errors in
the performance model and hence in the calculation of the benefits.

6) Scenario 6 — The inventory data are not complete or accurate, for example, the
pavement type is unknown or incorrect. This scenario often takes place because the
various districts or regions within a highway agency do not communicate changing
pavement type (for example, rigid to composite) to the pavement management unit
or to the database manager. This would precipitate the use of inappropriate
mathematical function to model the data and hence errors in the pavement
performance and benefits. Further, in most cases, the thicknesses of the pavement
layers are not known. Said thicknesses are required to determine the type of fixes
such as the thickness of the asphalt overlay. This would also generate errors in the
calculation of the benefits.

For the first five scenarios, the pavement performance model was fitted to the
nine available rut data points along SRID 020 in Washington and used to estimate the
benefits of a given fix using all four methods. Note that the same post-fix performance
model was assumed for each scenario. The nine data points were also used to simulate
the impacts of data collection frequency (scenario 2), missing data (scenario 3),
sampling (scenario 4), and so forth. The results, listed in Table 2, indicate that the
benefits are impacted by the state of the practice. For example; the use of the TB
methods requires pavement distress data covering the entire surface age of the pavement
section to calculate the do-nothing area, missing, inaccurate, and incomplete data result
in less accurate performance models and therefore less confidence in the calculated
benefits, and incomplete maintenance records imply the type and time of the previous
action are unknown. Therefore, the method of benefit calculation could be determined
based on the comprehensiveness of the data to support the method. One other note, the
results in Table 2 indicate that for some fixes and scenarios, the pavement life may not
be extended (zero benefit). However, the fix life and the area methods yield some sort of
benefits simply because the user is driving over a better pavement for a period of time.

Combination of all or some of the methods is also an option for determining
benefits from pavement fixes. For example, the life extension could be considered the
primary criteria and the TB to the threshold the secondary for fixes with similar cost to
benefit ratios. This combined method would allow the HA to be cost effective and
increase pavement performance.
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Table 2 Factors affecting pavement performance models and benefit calculations

Benefits
Scenario IRI model TB TB (pre-
LE FL | (thresholdy | X
condition)
1 Full data set 3.85 7.52 0.53 0.80
2 2 year frequency 241 7.05 0.46 0.81
3 Missing data 11.32 7.55 0.34 0.81
4 10% sampling 0.32 7.02 0.36 0.82
5 No maintenance 0 382 0.01 0.93
record
CONCLUSIONS

The following conclusions were drawn with regard to defining the benefits of a
pavement preservation or rehabilitation action.

The benefits defined by the life extension and fix life methods place importance in
prolonging the service life of the pavement.

The benefits defined by the areas under the performance curves methods (TB) place
importance on the level of pavement distress over time (performance).

All methods of defining benefits of pavement actions can be used for cost/benefit
analyses and optimization of the selection of pavement fix type and time.

The state of the practice could determine the method used to calculate benefits of
pavement fixes.

Pavement fix selection using a combination of the four methods could be cost-
effective.
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Freight Traffic Crossing the Eastern Continental Divide
By Robert T. Hintersteiner, P.E., F. ASCE
Transportation/Forensic Engineer

This paper addresses the problem of moving wholesale and retail goods around
the New York City Metropolitan Regional Area. The existing roadways, bridges, and
tunnels have already exceeded their capacity, and the author has assumed that freight
traffic will continue to grow at the same rate as the population. To address this
problem, a freight railroad tunnel under the Hudson River should be constructed to
interconnect the west side of the Hudson River to the entire New England Regional
Area and also to Long Island. This proposed railroad freight tunnel connection could
remove over 30,000 tractor trailers per day, or about 8 million trucks per year, from the
congested roadway network and the Hudson River Crossings.

In effect, the Hudson River in New York State has become a de facto “Eastern
Continental Divide” that separates the entire New England Regional Area from the rest
of the American continent. The Hudson River is 315 miles long and it extends from the
Continental Shelf (New York Bay) north to Mount Marcy in the Adirondack Mountains
at “Lake Tear of the Clouds” (4,293 ft elevation) south of the Canadian Border[1].
Interstate 87 extends from the Boroughs of Manhattan and the Bronx in New York City
to the Canadian Border, a distance of about 334 miles[2].

The Hudson River travels north to south. There are eight vehicle crossings of the
Hudson River in the Lower Hudson Valley: The Outerbridge and the Goethals Bridge
connect New Jersey with both Staten Island and Brooklyn via the Verrazano Narrows
Bridge; the Holland and Lincoln Tunnels connect New Jersey with Manhattan, Queens
and the Brooklyn local street network via the East River bridges and tunnels; the
George Washington Bridge connects New Jersey with Manhattan and Long Island and
New England via 1-95 (see Figure 1); the Tappan Zee Bridge connects Rockland and
Westchester Counties via [-87 and 1-287 within New York State; the Bear Mountain
Bridge connects Rockland and Westchester Counties via NYS Route 202; and the
Beacon Bridge connects Ulster County with Putnam County and Connecticut via [-84
(see Figure 2).

There are three passenger railroads which currently connect New Jersey with
Manhattan: the Path (Port Authority Trans-Hudson) Tubes, which terminate at the
former World Trade Center; the Path Tubes which terminate at 6th Avenue at 34th
Street (Journal Square) via Christopher Street and 6th Avenue; and the NJ Transit
Tunnel which terminates at Penn Station, where they share the tunnel with Amtrak.
Penn Station services the PATH trains, the Long Island Rail Road, and Amtrak which
provides train service to Boston. There is a two track tunnel under the East River
servicing only these three passenger railroads.

In the New York City Metropolitan Regional Area, the New England Regional
Area, and the Long Island Regional Area, most commercial goods are transported
primarily by trucks over an increasingly congested highway system across the Eastern

1 Wikipedia re Hudson River and Lake of Clouds
2 Wikipedia re NYS Thruway Route 87
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Continental Divide. Building a railroad bridge across the Eastern Continental Divide in
the New York City area would not be a viable solution, as the cost of acquiring land
rights-of-way through residential and business areas would be prohibitive.
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Trucks crossing through the Borough of Manhattan, New York City must use
the George Washington Bridge and the Lincoln Tunnel. This freight traffic has to
transverse local streets in Manhattan to get to the East River Bridges to enter the
Boroughs of Queens and Brooklyn, and to the Queens Midtown Tunnel to get to the
Long Island Expressway (I-495). Routes I-95 and I-80 go to the George Washington
Bridge and continue across Manhattan and the Bronx to the New England Regional
Area via the Cross Bronx Expressway (I-95), and also to the Long Island Expressway
via the Throgs Neck Bridge to Long Island. The New York State Thruway (I-87) and
the 1-287 cross the Tappan Zee Bridge and the Westchester Expressway (I-287) to the
New England Thruway (I-95). I-95 is the most congested Interstate Route within the
United States, and it extends from Florida to Maine (see Figures 1 & 2).

The Hudson River trench extends to the Continental Shelf, which is at least 100
miles into the Atlantic Ocean and over 200 miles up the Hudson River. The Palisades
Mountains are located on both sides of the Hudson River, and they range from 400 to
550 feet above sea level from Manhattan Island northward, past West Point. The total
depth of the Hudson River trench from the top of the Palisades to the bedrock is about
1,350 feet. The average width of the Hudson River is about one mile, but in Rockland
and Westchester Counties the width is 3.2 miles, with two deep trenches. The eastern
channel has a water depth of 40 feet, with about 300 feet of silt and clay to the bedrock
on the Westchester County side. The western channel has a water depth of 7 feet, with
about 800 feet of silt and clay to the bedrock on the Rockland County side.

Just as the Western Continental Divide goes over the Rocky Mountains and
thereby restricts the number of viable transportation routes, the Eastern Continental
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Divide is at the Hudson River and similarly restricts the number of viable transportation
routes. Since the late 1800’s bridges and tunnels have been built to ford the Hudson
River.

Henry Hudson called this river a ZEE, which in the Dutch language means an
ocean going river, which is different from the Dutch language word KILL, which means
a fresh water stream or narrow river. Henry Hudson found the estuary of the Hudson
River after travelling 150 miles north to Troy, New York. The Hudson River tidal flow
averages about 7 feet, and ends where it meets fresh water. When the tide comes in the
salt water is pushed up the Hudson River, and when the tide goes out it contains a
mixture of fresh and salt water.

The traffic crossing the Eastern Continental Divide has to cross one of the seven
bridges and tunnels. This has created bottlenecks along the major expressways and
roadway arterials. Table 1 depicts the peak hour traffic, which has already exceeded the
capacity of each of the crossings, resulting in traffic congestion lasting for hours.
Accidents and vehicle breakdowns cause a ripple effect which has an adverse affect
upon every Hudson River crossing, and the resulting traffic congestion can last for over
half a day. Truck traffic comprises about 11 percent of the total traffic. The length of
each truck is equivalent to 2 to 5 passenger automobiles. In addition, trucks move at
slower speeds in heavy traffic and they take longer to accelerate when climbing grades,
thus adding to traffic congestion.

In 2007, the New York Metropolitan Transportation Council studied toll
collection data on all the bridges and tunnels within the New York City Metropolitan
Regional Area for all the Hudson River crossings. Trucks pay a toll on the number of
axles on each truck. Table 1 shows the number of tractor trailers in 2007 for each
Hudson River crossing. The total truck count was doubled for one way tolls, which
were located at each crossing for eastbound traffic only.

The New York and New Jersey Port Authority (NYNJPA) operates the Ports of
Newark and Elizabeth, as well as other ports along the eastern shore of New Jersey.
These port facilities transfer containers from ships to trucks and trains, and they also
receive container shipments from trucks and trains. In the New York Metropolitan
Regional Area almost all shipping is done by containers. Each ship delivers about
3,000 to 4,000 containers and receives about 3,000 to 4,000 containers per day.
Currently, each container arrives by tractor tailor and leaves by tractor tailor. Only a
very small percentage is delivered by train from the south or west. In 2007, about
53,000 containers per day were moved across the Hudson River through the New York
City Metropolitan Regional Area, down from 87,000 containers in 1999[3].

Containerization of freight railroads has increased over the past 30 years.
Freight from factories and warehouses are placed in containers, which provide security
and also reduce handling cost. Railroad intermodal operations during the first 13 weeks
of 2010 rose 12 percent to 2.2 million containers, which were shipped all around the

country[4]. A number of these containers are delivered to the east coast from the south,

3 “The Tappan Zee Bridge Where Do We Go From Here?” by Robert Hintersteiner, P.E., July 2002
4 Progressive Railroading, May 2010
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west and north. Containers that are not shipped overseas head to the New York, New
England and Long Island Regional Areas.

TABLE 1

TRACTOR TRAILER TRAFFIC CROSSING THE HUDSON RIVER
Hudson River Crossings Average Annual | Projected 2020 Average | Projected 2040 Average
2007 Tractor Annual Tractor Trailers | Annual Tractor Trailers

Trailers Traffic [a] Traffic [c] Traffic [d]
Newburgh-Beacon Bridge 2,446,556 2,764,600 3,254,000
Bear Mountain Bridge 47,404 53,600 63,100
Tappan Zee Bridge 1,911,630 2,160,200 2,542,500
George Washington Bridge 5,627,260 6,358,800 7,484,300
Lincoln Tunnel 377,350 426,400 501,900
Holland Tunnel [b] 0 0 0
Bayonne Bridge 373,406 422,000 496,700
Goethals Bridge 1,458,760 1,648,400 1,940,200
Outerbridge Crossing 1,045,692 1,181,600 1,390,800
Total 13,288,058 15,015,600 17,673,500
Average Weekday [e] 53,000 60,000 71,000
Projected Tractor Trailers [f] 73,000 96,600

199

a. NYMTC report dated 2007 Truck Toll Volumes October 2008.

b. Since 2005 Truck Traffic were restricted in the Holland Tunnel.

c. Projected Average Annual Tractor Trailer with 1.5 % growth factor for 13 years.

d. Projected Average Annual Tractor Trailer with 1.2 % growth factor for 20 years due to Increase in Port Containers Ships.

e. Total Tractor Trailers/250 days.

f. With a proposed increase to 16 m containers per year (64,000 containers per day) and with about 40 % crossing the
Eastern Continental Divide, that would be added by 2040 and half that in 2020.

On the eastern side of the Eastern Continental Divide, all freight traffic must be
delivered by tractor trailers. There is only one operating freight railroad crossing in the
New York City area, and it goes to Long Island by a freight railroad ferry service from
Greenville, New Jersey to Bay Ridge Brooklyn, crossing New York Bay. The Hells
Gate Railroad Bridge services Amtrak and the New Haven Railroad, but it has no
connection with the MTA Hudson Division. Therefore, containers and freight service
must be transported by truck across the Eastern Continental Divide via bridges and
tunnels.

There is only one freight Railroad Bridge that crosses the upper Hudson River,
called Smith Bridge. It is located south of Albany NY. The railroad tracks that service
Smith Bridge are from Buffalo, NY and the Boston Regional Area. There is a freight
service from Newark along the western side of the Hudson River, known as the River
Line, and it services the northern areas of New York and Massachusetts. It takes about
three days for a train to travel from Newark up the western side of the Hudson River,
cross over the Smith Bridge, and travel down the eastern side of the Hudson River
(Hudson Division) to the Hunts Point Market in the lower Bronx. It takes about two



T & DI Congress 2011 © ASCE 2011 200

hours for a tractor trailer to cross the George Washington Bridge during rush hour to go
to the Bronx, and more time to go to Long Island and New England via I-95.

In 2006, the NYNJPA recorded 5 million TEUs (20-foot equivalent units)
containers that were loaded and unloaded from ships at its port facilities. The NYNJPA
has started to expand Port Newark/Elizabeth to accommodate up to 10,000 containers
per ship by 2040. This would place an extreme burden upon the existing roadway
network and all the bridges and tunnels crossing the Eastern Continental Divide. The
current plan for the year 2040 is to expand the existing port facilities to handle at least
16 million containers per year, with 87 percent being transported by truck. Since the
existing highway system has already exceeded its capacity, the projected growth in
truck freight traffic would further overburden the highway system. The NYNIJPA is
currently spending $2 billion to lower the Elizabeth Channel to 55 feet from 45 feet.

During the past 10 years the number of truck drivers has fallen due to retirement
and difficulty in recruiting new long haul drivers. Drivers employed by trucking
companies are paid lower wages than independent drivers. However, independent
drivers are paid by the load, and the cost of owning a tractor trailer has increased due to
the cost of buying the tractor, maintenance, governmental regulations, fees, tolls, and
the cost of fuel. Fuel costs increase when independent drivers are forced to waste time
sitting in highly congested traffic.

After the current recession ebbs, the economy will start to improve, and that will
increase the number of cars on the highways, as well as increase the need for consumer
goods. This situation will increase the amount of freight traffic. The only viable
solution to our traffic congestion dilemma is to construct a freight railroad to remove
trucks from our regional highways.

A Cross-Harbor Rail Tunnel was proposed under New York Bay from
Greenville, NJ to Bay Ridge, NY to replace the ferry service[5]. This would be a single
track tunnel at least 12 miles in length using diesel engines. This would accommodate
the low volume of freight trains servicing Brooklyn, Queens, and the rest of Long
Island. It would also take about one hour to ventilate the tunnel each time a freight train
passed through the tunnel.

Currently, the Tappan Zee Bridge Replacement Study has proposed a passenger
commuter rail system within the 1-87/I-287 Corridor across the proposed new Tappan
Zee Bridge, in order to provide a one ride commute from Orange County, NY to Grand
Central Station in New York City, via the Hudson Division Railroad. This system
would by pass Westchester County, which is located immediately north of New York
City. The Study was started in 1990, and after twenty years, is still ongoing.

The author has proposed building a freight rail tunnel paralleling 1-287 in
Rockland and Westchester Counties that would connect Fairfield, CT, and Nassau
County, NY. The author refers to this proposal as the Lower Hudson Valley
Metropolitan Transportation System (LHV Metro)[6], which would create a freight and
passenger railroad system connecting the national freight railroad network west of the

5 NYC Economic Development Corporation proposed a Cross Harbor Rail Freight Tunnel, Wiki
6 “The Tappan Zee Bridge Where Do We Go From Here?” by Robert Hintersteiner, P.E., July 2002
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Hudson River with the entire New England Regional Area east of the Hudson River.
These suburban counties are located just north and east of New York City. These
counties have undergone increased development over the past 60 years, and they are in
need of a belt transportation system connecting Westchester County with Rockland,
Nassau, and Fairfield Counties. The Metropolitan Transportation Authority (MTA)
operates commuter service only in and out of the New York City Borough of

Manhattan, without cross county services.

The basic concept of the “Lower Hudson Valley Metro Transportation System”
(LHV Metro) would be to build a four-track subway system, 100 feet underground,
from Suffern, NY to Port Chester, NY, connecting all the major residential and central

business districts along NYS Routes 59 and 119 (see Figures 3 and 4). The Subway
System would also include extensions to the Westchester County Airport; to Mineola in

Nassau County; and pass through Stamford, CT (see Figure 5).
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This proposal would reduce traffic congestion, improve transportation of people
and goods, and improve the environment throughout the New York City Metropolitan
Regional Area by creating a belt freight/passenger railroad system connecting the
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suburban counties to the existing railroad networks servicing New York City. This
proposed LHV Metro system would divert some 30,000 to 60,000 tractor trailers per
day from passing through New York City local streets. With the NYNJPA improved
Container Facilities, the traffic congestion and delays across the Eastern Continental
Divide would make all the existing bridges, tunnels, and highways impassable by 2040,
with continuous grid lock. An average capacity of the proposed tunnel would be about
28,800 containers per day one way, assuming that each train carried 120 containers,
double stacked, on 60 rail cars with two engines, and the train length would be about
5,280 feet, traveling at 40 mph (58.8 fps), with a 5 minute headway between trains.
However, this proposal would only bring traffic congestion on our highways back to the
current 2010 levels.

The proposed LHV-Metro tunnel would have to be multi-model to be financially
independent, and in order to accommodate different modes of transportation. Figure 6
shows a typical cross section of the proposed Lower Hudson Valley Metro System
Tunnel. This proposed multi-modal system would be completely financially sound and
not have to rely on federal and local funding sources. The following multi-modal items
should be incorporation in its design and operations:
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1. To recover the cost of design, construction, and maintenance, the lower two
tracks of the subway tunnel would be leased (a freight toll road) to the freight
railroad industry. The fees would be based on the current railroad ton per mile
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fee schedule. It is estimated that it would take about 8 to 10 years to design and
build using private capital and about 10 to 20 years to retire the bonds.

. To reduce the cost of land acquisition the proposed tunnel would be built under

public rights-of-way. The proposed tunnel would be at least 100 feet under
NYS Route 59 in Rockland County, under the Hudson River, under NYS Route
119 in Westchester County, under US Route 1 in Fairfield County Connecticut,
and under the Long Island Sound and local arterials to Mineola, NY. The
location of the intermodal terminals will have to be determined.

. The upper two tracks would be for passenger commuter service, with train

stations along the tunnel route connecting residential, business and
governmental centers along its route. Commuter service will only pay part of
the operational cost and freight service will pay the remaining costs. A
projected ridership of 25,000 riders/day [6.2 million riders/year] can be achieved
during the first year of operations by diverting only 10% of the commuting
traffic from the I-287 Corridor and the bridges to Long Island[7].

. Providing Commuter Rail Service should inspire the political and local support

required for this project.

. A second means of paying for the subway tunnel and passenger operation

services would be to lease space for a Natural Gas Pipe Line. The transportation
of natural gas through the tunnel would be at a rate based upon millions of cubic
feet per hour. In addition, other utilities could rent space for their electrical and
communication lines crossing the Hudson River and Long Island Sound, to
reducing the cost of providing their own underground facilities.

. Both the passenger and freight railroad services would have to be electrified.

However, since there is not enough power in our existing power grid system to
meet the proposed LHV Metro System’s operational requirements, it is proposed
that the Lower Hudson Valley Metropolitan Transportation System provide its
own power plants by using natural gas from the Natural Gas Pipe Line.

. A third means of paying for the proposed LHV Metro System would be to build

cogenerating facilities with excess power, which could then be sold on the
Electrical Spot Market. This would provide a yearly return on the entire
investment. Currently, there are Federal and New York State funding programs
available to build cogenerating facilities.

. A by product of the tunneling operations would be to dispose of over 30 million

cubic yards of earth taken from the tunnel, which could be used to create new
landfill areas along the banks of the Hudson River and Long Island Sound, for
future development of new residential and commercial properties. An island
would have to be built in Long Island Sound in order to ventilate the 12 mile
tunnel and to serve as an emergency access and evacuation portal.

. This proposed island could also serve as an emergency station for the Coast

Guard, which would provide faster service to boaters within Long Island sound.

7 Tbid.
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Another use of this proposed island would be to build a Liquid Natural Gas Ship
Dock in the middle of Long Island Sound to bring natural gas into the New
England Regional Area.

10. Compressed Natural Gas (CNG) service stations could be built along the LHV
Metro System route to provide fuel to more environmentally friendly hybrid and
CNG vehicles as an alternative fuel to diesel and gasoline.

11. A Transit Oriented Development (T.O.D) program could be created to address
the following needs: retail, affordable housing for existing and future
employment needs; median and luxury housing; industrial and commercial
areas; recreational and entertainment centers; and multi-use facilities. The
estimated 8,000 employees who would be required to operate the LHV Metro
System will need addition housing and other facilities to meet their needs.

12. The LHV Metro System could sell Carbon credits to existing carbon producers
to defray the cost of operation.

In conclusion, to reduce our future regional traffic congestion problems and the
need to transport goods from the western United States and also from the increased
PANYNIJ port facilities to the entire New England Regional Area, an additional means
of crossing the Eastern Continental Divide has to be developed. Otherwise we will
have continuous regional grid lock. The Eastern Continental Divide is the choke point
between the western states and the entire New England Regional area. During the 19th
Century the New England States were the manufacturing centers of clothing and other
goods and the railroads sent these goods to the port cities. Today, since our highways
are extremely congested, the transportation of goods in a timely manner is becoming a
hardship for many businesses. Providing a freight railroad across the Eastern
Continental Divide would open the entire region to the development of new markets
and the utilization of the abandoned existing railroad rights-of-way, resulting in reduced
congestion along our highways.

Also, this proposal for a “Lower Hudson Valley Metro Transportation System”
(LHV Metro) would reduce the number of trucks crossing the Eastern Continental
Divide that transverse local street networks on both sides of the Hudson River, thus
reducing air pollution, truck noise, traffic congestion, and economic loss to individuals
and business. The implementation of a “Lower Hudson Valley Metro Transportation
System” would efficiently improve our transportation services and our quality of life.
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ABSTRACT

The Wright Brothers’ invention changed the way we live and air travel has transformed our
world. It is a fascinating story on how an injury in a hockey game changed Wilbur Wright’s
career plans. This paper relates the story and how his career evolved with his brother to build
bicycles and then develop the airplane and an aircraft manufacturing company.

THE EARLY YEARS

Wilbur Wright was born on April 16, 1867 in Millville, Indiana and was the third child of Milton
and Susan Wright. His brother Orville was born in Dayton, Ohio, on August 19, 1871. They had
two older brothers and a younger sister, Katharine.

Milton Wright settled the family in Dayton at 7 Hawthorn Street where he was editor of a
newspaper published by the Church of the United Brethren of Christ. His various jobs as a
minister led the family to move frequently, but they didn’t sell their Dayton home and they kept
returning. The Wright house provided an excellent setting for the children’s intellectual and
creative development. Their house had two libraries — one for the Bishop’s theology collection
and a second library with a large and diverse collection on a variety of topics. Orville wrote of
his childhood — “we were lucky enough to grow up in an environment where there was always
much encouragement to pursue intellectual interests and investigate whatever aroused our
curiosity.”

Milton often bought the children various souvenirs and trinkets that he found during his travels
for the church. In 1878, one of the trinkets that be bought was a toy helicopter. It was based on
an invention by French aeronautical pioneer Alphonse Penaud. Made of cork, bamboo, and
paper, with a rubber band to twirl its twin blades, it was a little larger than an adult’s hand. The
brothers later said that this toy helicopter sparked their interest in flight.

Both boys attended high school but they did not receive diplomas. The family moved from
Richmond, Indiana back to Dayton in June 1884, less than a month before Wilbur would have
graduated from high school. Exhibit 1 is a photograph of Wilbur as a teenager. He was an
excellent student and the next year he enrolled at Dayton Central High for additional studies to
better prepare himself for Yale. Wilbur planned to be a teacher while his parents hoped that he
would become a minister. He was remembered as an outstanding athlete and he played on the
high school football team and was one of the swiftest runners in the school.
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Exhibit 1 — Photograph of Wilbur Wright as a teenager, 1884
(Wright State University Collection)

HOCKEY CHANGES WILBUR’S PLANS

Suddenly, all of that changed. In the winter of 1885-86, Wilbur was accidently stuck in the face
by a stick while playing hockey with friends on a pond near Dayton. It resulted in the loss of his
front teeth. A few weeks later he began to experience nervous palpitations of the heart. The
details of the accident and its aftermath are so sparse that one cannot be certain when it occurred
or to what extent of Wilbur’s injuries actually were. Milton stated that the initial injury was
minor but he did not see his son for some weeks after the accident. It was clear that the accident
was less worrisome that the heart palpitations and the digestive complications that developed in
its wake. It was a common chain of events to many nineteenth-century families - a sudden
accident, an apparently simple illness, followed by the appearance of far more serious
complications leading to lifelong debility.

The accident was clearly a turning point for Wilbur. It bought an end to any serious talk of going
to college and marked the beginning of a period of withdrawal, depression, and self doubt.
Friends and neighbors wondered at the sudden transformation of an active and athletic young
man into a housebound person. The family insisted on a period of extended rest for Wilbur when
the first signs of serious complications developed. But the accident, complications, and the long
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recuperation left an indelible mark on Wilbur. In his own mind, he was now a potential invalid.
Wilbur simply chose to ignore his own problems and devoted himself to nursing his mother.
Susan Wright had contacted tuberculosis in 1883 and by 1886 she had become a helpless invalid.
Milton travelled as part of his duties as bishop and his two older brothers had left home. Wilbur,
whose own plans had been forestalled by ill health, stepped into the breach to look after his
mother and younger brother and sister, Orville and Katharine. During that time he spent many
hours reading and studying books in their family library.

Wilbur was clearly emerging from his shell by the spring of 1889, but on reflection the time had
been well spent. He knew that he was now as read as any college graduate, and that he had the
makings of a clear and confident writer and speaker. The long hours spent nursing his mother
had made him feel needed and useful once again. Susan died on July 4, 1889.

EARLY BUSINESS VENTURES

Orville dropped out of high school after his junior year to start a printing business in 1889. Later
that year, Orville began publishing a weekly newspaper, The West Side News, and recruited
Wilbur to write and be the editor for the newspaper. In 1890, they started a daily newspaper, The
Evening Item, but the competition from a dozen other Dayton newspapers was intense and their
newspaper lasted less than four months. The brothers returned to the far less risky business of
operating a job printing plant. In 1892 they began to cast about for a business that they could run
in addition to the print shop. By fall 1892, cycling had become a shared passion and they opened
a bicycle repair shop and started to sell new bicycles in what would become known as the Wright
Cycle Company. A few years later they started to manufacture bicycles. Their bicycle work lead
them to another exciting area of science and invention of that era — aviation. Wilbur had always
read extensively about the adventures of the early aviation pioneers and in the summer of 1896
when Orville became ill with typhoid fever and was unable to work, he began to read more and
more about aviation and flight. That year the German aviator Otto Lillenthal died in a glider
crash but the brothers were convinced that his pioneering work showed that manned flight was
possible. The brothers interest in flight was ignited, and they set about to learn everything that
they could about the subject, gathering, and reading whatever they could, and later designing
their own experiments. It is reported that Wilbur wrote the Smithsonian Institution for
publications on aeronautical subjects and developed a close friendship with Octave Chanute, a
French civil engineer and aeronautical pioneer. In 1899, Wilbur wrote to Willis L. Moore, Chief
of the U.S. Weather Bureau, asking about high wind conditions throughout the country to
conduct flying experiments. The first place on the list that Moore sent back was Kitty Hawk,
North Carolina. During the next three years, the brothers experimented at Kitty Hawk with kites
and gliders.



T & DI Congress 2011 © ASCE 2011 208

THE FIRST TO FLY

At the start of the 20™ century, several efforts were underway to become the first to fly. Most
inventors of the era were impulsive and undisciplined as they would build an aircraft one day and
try and fly it the next day with either disastrous or unsuccessful results. The Wright brothers
were much more scientific and methodical in their approach. As bicycle mechanics, they
believed in testing before proceeding with further advancements. They built a wind tunnel to test
aircraft wing design and they conducted almost a thousand flights in gliders before they felt
ready to begin production of a motor-powered flyer.

After years of development, the brothers were ready to test their first powered plane, the Wright
Flyer. On the morning of December 17, 1903, Wilbur and Orville stood on the beach at Kitty
Hawk, North Carolina, and actually flipped a coin to see who would be first to pilot the Flyer.
Orville won. The first flight lasted only 12 seconds and covered only 120 feet, but it was historic
— it was the world’s first powered, controlled flight. The next two flights covered 175 and 200
feet by Wilbur and Orville respectively. The fourth flight of the day with Wilbur on board
traveled over 852 feet and lasted 59 seconds. The brothers were also interested in photograph and
arranged for many of their flights to be captured on camera. Exhibit 2 shows the famous
photograph of Orville’s first flight.

After the successful flights at Kitty Hawk, the brothers returned to Dayton and continued their
experiments at Huffman Prairie, a cow pasture 8 miles northeast of Dayton. They continued to
refine their invention until it was considered a practical airplane. They made the first public
demonstration of this machine to a group in Dayton in October 1905 and were awarded a patent
for their flying machine in 1906 (Patent Number 821-393). Over the next few years, they sold
airplanes to the U.S. Army and to a French syndicate, and demonstrated their invention
throughout the United States. In 1908 Orville made the first flight of over one hour at Fort Myer,
Virginia, in a demonstration for the U.S. Army which subsequently made the planes the world’s
first military airplanes. That same year, Wilbur made over 100 flights near Le Mans, France; the
longest one on December 31%, a record flight of 2 hours, 19 minutes.

In 1908, the brothers built the Wright Model A - a two-seater with an improved control system
and a more powerful engine. On September 17, 1908, Thomas Selfridge became the first person
to be killed in an airplane when a propeller failure caused the crash of a Wright Model A plane
that was being piloted by Orville during military tests at Fort Myer, Virginia. Orville was injured
in the crash but he recovered.
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Exhibit 2 — Famous photo of the first flight at Kitty Hawk, North Carolina, December 17, 1903,
Orville Wright was the pilot (Library of Congress)

THE WRIGHT COMPANY

In 1909 the brothers organized a company to manufacture airplanes — the Wright Company.
Wilbur was President and Orville was Vice President. They also began to file patent
infringement suits against other manufacturers that were using their methods for aerodynamic
control and Wilbur became the designated “expert witness” in these cases and traveled
frequently to give testimony. The company headquarters was in New York City and they set up
an airplane factory in Dayton and a flying/test flight field at Huffman Prairie (Huffman Field is
now part of Wright-Patterson Air Force Base). In 1910 they founded the Wright Exhibition
Company to demonstrate their planes and they started a flight school to train pilots. Orville was
in charge of instruction and he trained numerous pilots. It is also believed that the Wright
Company transported the first commercial air cargo on November 7, 1910 by flying two bolts of
dress silk from Dayton to Columbus for the Moorehouse-Marten Department Store.
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Exhibit 3 — Photo of Wilbur (left) and Orville Wright on their front porch, 7 Hawthorne Street,
Dayton, Ohio, June 1909 (Library of Congress)

Neither brother married. Wilbur once quipped that he did not have time for a wife and an
airplane. Wilbur became ill on a trip to Boston in April 1912 and after returning to Dayton he
was diagnosed with typhoid fever and died on May 30 in the Wright home at the age of 45.
Orville succeeded to the presidency of the Wright Company on Wilbur’s death.

Orville sold the company in 1915 and it was merged with the Glenn L. Martin Company in 1916
to become the Wright-Martin Aircraft Company. Martin was an aviation pioneer that started out
building military trainers in California a few years earlier. The merger did not go well and
Martin left to form a second Glenn L. Martin Company in 1917. Over the years, the second
Martin Company employed many of the founders and chief engineers of the American aircraft
industry. Martin actually taught William Boeing how to fly and sold him his first aircraft. The
second company went through several mergers and today exists as Lockheed Martin.

When Martin left Wright-Martin the company was renamed Wright Aeronautical and in 1929 it
merged with Curtiss Aeroplane and Motor Company and other companies to become the Curtiss-
Wright Corporation. By the end of World War II, Curtiss-Wright was the largest aircraft
manufacturer and was the second largest company in the United States (behind only General
Motors) but many believe that they failed to make the transition to the design and production of
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jet aircraft. Today it is a shadow of its former self and it has become a component manufacturer
specializing in actuators, controls, values, and metal treatment.

Orville made his last flight as a pilot in 1918 and retired from business to become an elder
statesman of aviation serving on various boards and committees. He was a member of National
Advisory Committee for Aeronautics which eventually became the National Aeronautics and
Space Administration (NASA), and was elected as a member of the National Academy of
Sciences in 1936. Orville died of a heart attack in Dayton in 1948.

Today, the Wright Flyer is on display at the Smithsonian National Air and Space Museum in
Washington, DC. The Wright’s childhood home, 7 Hawthorne Street, and their bicycle shop
were purchased by Henry Ford in 1936 and were moved to Greenfield Village in Dearborn,
Michigan, and placed side by side where they are available for tours.

HOCKEY TEAM TRAVEL

Train travel was the common method of transportation for early hockey teams. The first hockey
team to fly was the New York Rangers. They hired the Curtiss-Wright Corporation to fly them to
Toronto for a game against the Maple Leafs on December 13, 1929 (The Rangers lost 7-6).

Today, charter buses are probably the most common transportation mode for hockey teams
although they will often fly for longer trips. The National Hockey League (NHL) continued to
travel by train until the late 1960s when the league was expanded to include west coast teams.
NHL teams then started using commercial air service for longer trips and charter buses for
shorter destinations. Today, most NHL teams travel using charter aircraft and there are a few
teams that own or share ownership of an aircraft or lease an aircraft for the full season. An
average NHL team will fly over 40,000 miles per year during the regular season.

CONCLUSION

The Wright brothers always presented a unified image to the public, sharing equally in the credit
for their invention, however biographers noted that Wilbur took the initiative. Author James
Tobin asserts, “it is impossible to imagine Orville, bright as he was, supplying the driving force
that started their work and kept it going from the back room of their shop in Dayton to
conferences with capitalists, presidents, and kings. Wilbur was the leader from beginning to end.
Although Wilbur’s hockey injury did not appear especially severe, he became withdrawn and
abandoned his plans to attend Yale and become a teacher. Had he enrolled, his career would have
taken a very different path. Hockey did have a major impact on Wilbur Wright and the history of
flight.
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Abstract

The conventional approach to preparing programming documents for new facilities is
a process that tends to favor “stove-piping”. Once a facility is planned and a program
definition document has been prepared, often the project is turned over to design, and
once designed, the project is turned over to construction. Little input is derived from
the designers and constructors during the planning process, and during design, the
input from the planners is thought to end. Likewise, when a project that enters
construction, there is less input from the designers and the planners. The Metropolitan
Washington Airports Authority (Airports Authority) has sought to invest all
stakeholders in the success of a project by developing a collaborative planning,
design and construction process that involves all three disciplines from the
conceptualization of the project through its turnover to users. The intent of the
process is to make sure that the completed project meets the goals and objectives first
laid out in the planning phase, and to assure that all project costs are accounted for
and that goals for schedules and budgets are identified early in the process and
adhered to through completion. This collaborative effort has been used with success
on some initial smaller projects at both Reagan National and Washington Dulles
International Airports, and is now becoming the standard process for execution of
larger projects.

Need

The Airports Authority is in the final stages of an ambitious Capital Construction
Program (CCP) that began in 1988 and has placed over $7 billion worth of
improvements at both Reagan National and Dulles International Airports in
Washington, DC. During the course of the CCP, lessons learned from the delivery of
the more than 200 individual projects of the CCP have resulted in a change in the way
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the Office of Engineering (MA-30) prepares the documents that define individual
projects. The intent is to improve the process to avoid delays and additional costs
associated with unforeseen conditions, disagreements about project requirements or
inadequately defined project elements. Starting in 2006, MA-30 concluded that a
process for preparing Project Definition Documents that brought together all
stakeholders was needed, and that the collaborative framework established at the
beginning of project definition needed to be carried through design to construction
and project activation.

Background

The Airports Authority was created in 1987 to oversee the redevelopment and
operation of Reagan National and Dulles International Airports. The Authority is
structured with a Board of Directors and a Chief Executive Officer overseeing four
major divisions: Reagan Washington National Airport (operations, maintenance, and
administration), Washington Dulles International Airport (operations, maintenance,
and administration), Public Safety (police and fire/emergency medical), and
Consolidated Functions (communications, finance, engineering, marketing, legal,
human resources, information technology).

Consolidated Functions’ Office of Engineering (MA-30) promulgated a Capital
Construction Program (CCP) and hired a program management team, the Parsons
Management Consultants joint venture to oversee the CCP’s completion as an
extension to the Authority’s Engineering staff. They supplement the staffs of the
Planning (MA-32), Design (MA-34), Construction (MA-36) and Codes and
Environmental (MA-38) Departments of the Office of Engineering. The Project
Controls functions — scheduling, budgeting, cost control, safety and quality assurance
— were provided by the program management team. The primary responsibility for
preparation of Project Definition Documents falls to the Planning Department, with
the assistance of the planners of the program management team.

Project Definition - Elements

The documents used to program facilities at Reagan National and Dulles International
Airports have evolved over time. Three different documents have been used — project
definition documents, program criteria documents and point papers. Point papers are
used to address specific questions related to the planning, development or operation
of new facilities and typically consist of an issue, an analysis process and a
recommendation. They have been prepared for a diverse array of projects and were
used most effectively to identify and lay out sites for facilities in the North Area of
Dulles Airport, including a commissary, salt and sand storage facility, bus
maintenance facility, police and fire station, service station and taxicab staging area.

Program Criteria Documents (PCDs) are comprehensive documents used to define
complex projects and to outline the guidelines for their development. They typically
provide information and direction covering all disciplines, including planning,
schematic design, architectural, civil, utilities, interior MEP, special systems,
scheduling, phasing and budgets. A PCD was prepared in 1993 to guide the design
and construction of the Tier 1 Concourse at Dulles Airport, also known as Concourse
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B. It was delivered to the selected Architect/Engineers and guided the development
of each segment of the Concourse.

The Project Definition Document has also been an evolving document. PDD’s
produced in the 1990-2000 timeframe varied in content, with larger projects having
more comprehensive PDDs than smaller projects. In 2001, the PDD format was
standardized and included the following information:

e Purpose and statement of need;

e Project scope and requirements, including site identification, space planning,
operational characteristics and requirements;

e Existing site conditions, including topography, drainage and utility
availability;

e An environmental checklist;
e Codes and standards, including Federal guidelines;
e Budget (based on cost estimate);
e Schedule and phasing;
e Safety and security;
e [ssues to be resolved during design.
Case Study — The Legacy Process for PDD Preparation

The original process for preparing PDDs usually began with a kickoff meeting
consisting of the planners tasked with preparing the PDD and the expected end users
of the facility. The PDD itself was produced with one-on-one input involving the
planner tasked with preparing the document and those subject matter experts that the
preparer included in the process. Upon completion, the document would be
circulated for review, and if comments were received, then a review meeting would
be scheduled to resolve the comments. The PDD would then be finalized,
incorporating any revisions generated by the comments. When completed, a PDD
was typically signed by the preparer, the Planning Department task lead, the Manager
of Planning and the Vice President of Engineering prior to turnover to the Design
Department for preparation of construction documents. Turnover of the PDD to
Design typically signaled the end of active involvement of the Planning Department
in the project (Fig. I). Design and Construction followed in successive steps.

This process had certain drawbacks. In some instances, initiation of the PDD process
did not begin until the project was approved for inclusion in the capital improvements
budget, increasing the risk that the project scope would exceed the budget.
Circulation of the PDD for comments often would generate little or no participation
from the reviewing departments, increasing the likelthood of subsequent
disagreements among the departments over the PDD scope and budget, with the
result that changes would be made during design that would modify or abandon the
original PDD objectives. These changes would often generate cost increases and
cause delays in the development schedule.
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Figure 1. The Successive Step Process for Project Delivery

As an example, a PDD was begun for the extension of a sanitary sewer line from a
security gate at the south boundary of Dulles Airport to an existing sewer trunk line
discharging into a main flowing to a regional treatment plant off-airport. Conceived
as a two-inch force main transitioning to an 8-inch gravity main, the sewer was
intended to be designed and built in a year at a cost under $500,000. The project was
entered as a $500,000 line item in the Authority’s Capital Construction Program
(CCP) budget in FY 2004. However, before the PDD could be circulated for
signature, a scope increase was proposed that provided a connection to a complex of
construction trailers along the path of the main. As a result, the cost of the project
increased to over $800,000, and subsequent modifications to the scope increased the
cost to over $1 million. Unforeseen design costs, the result of an extensive
geotechnical investigation along the proposed route, drove the cost to $1.2 million.
This additional cost required additional funding in the CCP budget. When
completed, the sewer was three years behind the scheduled delivery date shown in the
PDD, at a cost that was more than double the original estimate.

Another Project Definition Document, for construction of a shelter for multi-function
snow equipment, was constrained by a capital budget that had been submitted prior to
preparation of the PDD. In order to meet the budget, the resulting building was
proposed as a three-sided lean-to without doors or climate control and accessed by a
pathway made of crushed aggregate. Design and construction of the shelter has been
placed on hold, awaiting procurement of the vehicles to be sheltered inside.

Changes to the Process

Improvements to the process for preparing Project Definition Documents were
intended to assure that project scopes were defined in a way that met users’
expectations and to minimize risks affecting budgets and schedules. The first change
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was, to the extent practicable, to schedule the PDD preparation so that a defined
scope and schedule for the proposed project would be confirmed in time for the
Authority’s capital budget process. Capital budgets are prepared by the Office of
Engineering (MA-30) for submission to senior management in September of each
calendar year, and the budget is approved by the President of the Authority and the
Authority Board prior to the beginning of the fiscal year in January. Individual
budget requests are therefore due in August, so that MA-30 can prepare a list of items
that will be included in the overall capital budget. Striving to develop a draft of the
PDD, including a cost estimate verified by MA-30, in advance of a budget request
provides a greater assurance that the adopted budget will better reflect the expected
cost of the project.

The list of stakeholders invited to participate in the PDD preparation process was also
expanded. PDDs prepared prior to 2006 were typically prepared within the Planning
Department (MA-32) with the input of the Design Department (MA-34), the staff at
the airport where the project would be located and the user community as appropriate.
With the implementation of the new process for PDD preparation, the list of
stakeholders was increased to include the Construction Department (MA-36), the
Codes and Environmental Department (MA-38), and cost estimators, schedulers,
safety and quality assurance personnel provided by the program management team.

With the additional stakeholders came revisions to the PDD to acknowledge the
participation of all stakeholders in its creation. First, a listing of all participants in the
preparation process was appended to the PDD. Second, a list of all issues identified
and resolved during the preparation process was included in the PDD. These two
changes informed the approving departments that a consensus exists on the
recommendations of the PDD. Finally, concurrence pages were added to the PDD
that included signatures from the managers of the Design Department, Construction
Department and Codes and Environmental Department of the Office of Engineering,
as well as the Project Controls manager of the program management team (Fig. 2).
Their signatures acknowledge the agreement of the implementing departments with
the completeness of the PDD and concurrence with the recommended plan of action,
schedule and budget. The Codes and Environmental Department is also vouching
that all Code issues and environmental concerns that may be raised by outside
agencies have been addressed and resolved. The overall intent is to assure that there
is a consensus on the particulars of the PDD among all departments within the Office
of Engineering that is documented in writing. That consensus will apply when the
PDD is turned over to the Design and Construction Departments for implementation.
The concurrence of the Construction Department assures that the project is
constructible.

The Project Controls staff of the program management team has become more
involved in the PDD preparation process. It is their responsibility to review and
verify the accuracy of all cost estimates, including those prepared by the
subconsultants tasked with preparing the PDD. They must also assure the PDD’s
conformance with Authority budgets established for the project and agree to the
schedule proposed for implementing the project. Their role will revert back to the
Airports Authority upon completion of the Capital Construction Program.
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[CLICK HERE AND TYPE PROJECT NAME]

[CLICK HERE AND TYPE AIRPORT NAME]

Signature Page

Prepared By:

MWAA, Consultant or PMC Planning Date
Task Manager:

PMC Flanning Date
Froject Manager:

Name, MA-37 Date

Planning Department,
Office of Engineering

[CLICK HERE AND TYPE PROJECT NAME]

[CLICK HERE AND TYPE AIRPORT NAME]

Concurrences Signature Page, MA-34

Concur with the following comments:

Figure 2. PDD Signature and Concurrence Pages
Benefits Expected

The Authority’s Office of Engineering expected that the changes implemented to the
PDD process and the subsequent development of design and construction documents
would result in the timely delivery of projects that more reliably met the Authority’s
expectations at a cost that was more predictable and within budget. Among the
immediate benefits expected were:
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Fewer disagreements among the departments regarding the contents and
recommendations of the PDD and greater “ownership” of the PDD
recommendations by all stakeholders. Because all departments participate
in the PDD development process and provide their signed concurrences to
the recommendations, they are on record as agreeing to the
implementation of the PDD’s recommendations and are therefore more
accountable as the project shifts from planning to design and then to
procurement and construction;

The collaborative approach to project implementation that begins with the
PDD also assures continuity (Fig. 3). The handoff of a project from
planning to design to construction does not end the participation of the
planning department and then the design department in assuring the
project’s ultimate success. The planners will remain involved in
reviewing the design documents to check for conformance with the PDD’s
recommendations and are also able to answer any questions the designers
have about the PDD and its recommendations;

Planning Design Construction

x PDD

* Construction
Documents

* Completed
Facility

Figure 3. The Collaborative Process for Project Delivery

Internal reviews and verification of the project’s expected cost are
expected to reduce the number of negative budget “surprises”. The
participation of all departments is expected to assure that existing field
conditions are accurately portrayed, that project scopes are clearly defined
and that no unforeseen contributors to the expense of a project arise.

219
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More accurate estimates of project costs are expected, resulting in fewer
budget busts;

e With all stakeholders participating, there should be fewer unidentified
issues that would contribute to changes in a project scope following
development of the PDD and lead to potential increases in cost. The PDD
specifically provides a section where issues among stakeholders that arose
during preparation are identified and the method by which each issue was
resolved is described (Fig. 4);

10.0 Open Issues for A/E

Identify any issues that need further investig

ation as part of design phase services,
These items do not necessarily constitute a change in scope but may be required for

further clarification in defining the project.

L]

Open Issues Table

Issue Reasoning

101 Items Discovered During Planning

Identify anything discovered during the planning of the project that the designer must
consider. Add a iist of ihese ilems in a tabie as needed. ideniify specific safely and
security issues if applicable.

10.2 Items resolved During Planning

Identify anything or any issue or issues that were resolved during stakehclder review or
working sessions that took some amount of discussiomn and negotiation to resolve. The
intent of this section is to cieariy idenftify resoived confiicts to minimize revisiting or
second-guessing those issues during the Design or Construction phases of the project.

10.3 List of Contributors

Add a list of contributors that contains everyone from MWAA and PMC who participated in
the development of the PDD.

Example: This Project Definition Document was prepared with the assistance and
concurrence of the following individuals:

Name MW AA Planning/MA-32
MName MA-XX
Name PMC Planning

Figure 4. Documentation of Consensus in a Typical PDD

e Expansion of the scope of the PDD is also expected to reduce the number
of unresolved issues handed over from the planners to the designers and
further reduce the likelihood of project changes that would affect
schedules and budget. New sections on quality control, regulatory issues,
safety, security, sustainability and constructability, added in 2006, provide
additional information to the designers who receive the PDD.

Case Study — PDD Preparation for an RON Apron
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One of the first projects for which a Project Definition Document was prepared
collaboratively was a hardstand apron on the site of a former Aircraft Rescue and Fire
Fighting Facility (ARFF) at Reagan National Airport (DCA). This apron was
intended as a replacement for three aircraft parking positions lost when a new ARFF
was constructed south of the original building. In this instance, the PDD was
prepared after the budget for the project had been established. Figure 5 shows the
apron.

> ’225' Hold Apron 4 (B)
o 50 100"
Fuel Farm
Deicing Truck Staging
Equipment
W Staging
Old ARFF 301 Site
Taxiway K
Cargo
GA Apron New ARFF 301 Site

Figure 5. Layout of the RON Apron at Reagan National Airport

Participating in the process were Reagan National’s Operations (MA-110) personnel,
who provided figures on the number and type of positions required for aircraft
remaining overnight (RON), Engineering and Maintenance (MA-120), who provided
information on site conditions, and representatives of Properties and Facilities (MA-
130) for the Airport and the Metropolitan Washington Airlines Committee. The
Design Department (MA-34) and the program management team each provided civil
engineers with knowledge of the existing pavements and the locations of utilities.
The Construction Department (MA-36) was represented by the designated
Contracting Officer’s Technical Representative (COTR) and the resident engineer,
while the Codes and Environmental Department provided experts on permitting
issues. The program management team also was represented by cost estimators and
schedulers.

A kickoff meeting was held at the beginning of the PDD preparation process at which
the issues particular to the apron design were laid out for the stakeholders. The
planner tasked with preparing the PDD described the project goals and objectives,

221
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discussed site conditions and solicited feedback from meeting participants on sources
of data and major development issues. The limited project budget and its impact on
the scope of the facility was highlighted, and the estimators were apprised of the need
to coordinate with the civil engineers to determine all cost elements and identify if the
project scope would fit under the funding limits.

After the kickoff meeting, the task manager for the PDD was in contact on a regular
basis with all stakeholders as information for the PDD was gathered. The civil
engineers and the estimators coordinated the estimate verification process together,
and an environmental consultant was brought in to prepare a standard Environmental
Checklist. Constructability issues were discussed with the resident engineer and the
COTR. When the initial cost estimates for the apron exceeded the defined funding
levels, options were explored for modifying the scope of the apron paving while
accommodating the two RON positions that were desired by MA-110. In the end, a
small reduction in the full-strength pavement area was proposed, and the impact on
costs was again reviewed with the cost estimator to assure conformance with the
available budget. In the end, the designed cost of the project, at $6.0 million, did not
exceed the estimate provided in the PDD, and the cost at completion, aided by
favorable construction prices, was $4.0 million.

The design of the apron benefitted from the information included in the PDD, which
included recommendations on the relocation of a facility for dispensing of deicing
materials, recommendations on storm drainage to allow for future installation of
devices to capture spent glycol and information about how to provide access to the
jobsite for construction materials that would be brought in from outside the airport.
Among the most significant differences between the PDD recommendations and the
project design were slight adjustments in the aircraft layout and the provision of a
nose-wheel tether for a B757 aircraft, in response to a request from an air cargo
tenant. These additions to the project scope had been identified as alternatives during
the PDD process, allowing costs for the additions to be quantified in advance. As a
result, the estimated cost of the project as designed was similar to the estimates in the
PDD. In construction, some creosote piles were found underneath the foundation of
the old ARFF station, but otherwise there were no site conditions that were not
already documented in the PDD. The apron was completed and opened in March
2010.

Other Applications

The Capital Construction Program for Reagan National and Dulles International
Airports in Washington, DC, has begun to wind down with the opening of the
AeroTrain automated people mover in January 2010, but planning is underway on a
new round of projects at both airports, including:

e A hardstand apron with positions for 5 B747 aircraft at Dulles Airport;
New general aviation and cargo facilities at Dulles Airport;

e Runway Safety Areas for Runways 4-22 and 15-33 at Reagan National
Airport;

e A hold apron and taxiway reconfiguration for Runway 1-19 at Reagan
National Airport;
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e A river rescue facility at Reagan National Airport;

e Relocation of a major electrical and communications vault at Reagan National
Airport;

e A perimeter road connecting the North Area of Dulles Airport with the
Western Lands and the Airport Support Zone.

Project Definition Documents have been completed or are being prepared for each of
these projects, and designs are underway for some. For the hardstand apron at Dulles
and the river rescue facility at National, achieving a consensus from all MA-30
departments streamlined the process of getting approval from senior management,
and that consensus was fostered by the participation of all stakeholders throughout
the PDD preparation process.

Conclusions

The collaborative process for developing new projects at the Metropolitan
Washington Airports begins with Project Definition Documents. All stakeholders are
brought in at the inauguration of project planning, and their consensus, acknowledged
by signature in the PDD, assures their satisfaction with the final product.
Maintaining a collaborative approach through design and construction is already
providing benefits in terms of more predictable costs (as seen in the planning and
design of the RON apron at the former ARFF site at Reagan National Airport), more
accountability and fewer disagreements about project scopes, schedules and budgets.
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ABSTRACT

Shortly after the City of Chicago announced its plans for the O’Hare Modernization
Program (OMP) in 2001, the Federal Aviation Administration (FAA) established a
project office to oversee the Agency’s participation in the program and provide a
focal point for the City of Chicago. As the planning and design of the program
progress, the FAA’s role in the OMP grows and become increasingly complex.

This paper will highlight existing FAA processes that have been adapted to work
within the City’s aggressive schedule. It will also introduce new positions, functions
and processes established in order to meet schedule constraints and ensure
compliance with FAA criteria for airport development and operations. The redesign
of the Chicago area airspace and its integration with O’Hare airfield changes will be
addressed. Lastly, the paper will highlight the complexity of safely operating one of
the world’s busiest airports while reconstructing that airport at the same time.

)
Introduction

Congress has charged the FAA with a myriad of aviation responsibilities for the
United States. Chief among these are air commerce and safety. The FAA ensures
this by providing an air traffic system for civil and military use. Several key
organizations within the FAA contribute to these goals. The Air Traffic Organization
(ATO) (approximately 74% of the FAA’s workforce) is responsible for air traffic
control, and the establishment and operation of air traffic control facilities and
supporting infrastructure. The ATO workforce consists primarily of air traffic
controllers, technicians and engineers. Aviation Safety comprises the next largest
slice of the FAA (15%), and has the mission to ensure safety within the National
Airspace System (NAS). The employees in the Aviation Safety organization have
professional training in aeronautics, medicine, aviation and aviation safety. The
Office of Airports, one of the smallest components of the Agency (<1%), has
responsibilities that include airport design standards, airport safety, airport
development and grant administration. Most of the remainder of the FAA provides
services you would expect to find in any large governmental or corporate structure,
such as human resources, legal counsel, and financial services, as primary examples.
With respect to airport development projects, the FAA is responsible for establishing
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standards for the planning, environmental review, design, construction and safe
operation of the NAS and the nation-wide system of public use airports (ACC/FAA,
2008).

Project and FAA Team Structure

The Federal Aviation Administration (FAA) established a special project office, the
Chicago Area Modernization Program Office (CAMPO) in early 2003 to primarily
serve as the focal point for the City of Chicago’s O’Hare Modernization Program
(OMP). This paper will focus on CAMPQO’s composition, responsibilities and
relationship within the FAA and with the City of Chicago with respect to the OMP.
Within the FAA the special project office concept is used on occasion for unique
situations such as the establishment of the new Denver Airport that was
commissioned in 1995. It was not unusual that the FAA set up CAMPO, but its
functioning, breadth of responsibility, and relationships have been, and continue to
be, unique.

O’Hare 2005 Airfield OMP Planned Airfield

Figure 1. Pre and post O’Hare Modernization Program airfield layouts

In 2001, the City of Chicago proposed the O’Hare Modernization Program. The City
is funding the OMP with Airport Improvement Program (AIP) federal grants,
Passenger Facility Charges (PFCs) and through an agreement with the air carriers that
serve O’Hare. This program includes a complete airfield modernization of O’Hare
International Airport. The airfield is currently planned for completion in 2015 at an
estimated cost of over $8 billion in infrastructure and airfield improvements. The
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Master Plan and approved Airport Layout Plan also include a western terminal
complex, still in early planning. The program is not simply lengthening runways or
adding runways and taxiways. Rather, the OMP is a total reconfiguration of the
airfield from three pairs of parallel runways to six parallel runways in an east-west
configuration, and retains the existing northeast-southwest parallel crosswind
runways. In effect, the City is rebuilding the airport in its current location while it
maintains its full operational capacity. The OMP changes the airfield so much that
one central Airport Traffic Control Tower (ATCT) plus two satellite ATCTs will be
required for terminal air traffic control when the airfield improvements are
completed.

In advising the FAA’s management board of the decision to establish the CAMPO in
2003, the FAA Administrator assigned executive responsibility for the OMP to the
Great Lakes Regional Administrator. The Regional Administrators do not have direct
managerial responsibilities for the majority of FAA employees in their regions.
Rather, they have a relatively small and diverse staff that supports Agency-wide
functions such as emergency communications and operations, government affairs and
aviation outreach. However, Regional Administrators also facilitate intra-agency
continuity on complex initiatives, and they act on behalf of the FAA Administrator in
this regard. Accordingly, it was then incumbent upon the Regional Administrator to
initiate a team and select a manager to lead the team. Once selected, the manager’s
primary responsibilities were to identify the necessary components of the team and
work with the other FAA Lines of Business and Staff Offices (LOBs for simplicity)
to provide the needed staffing for the team. The CAMPO manager drafted a team
structure and met with the LOBs to discuss the program and anticipated resource
needs. The early discussions added to the structure of the team and the process
became iterative. As the OMP progresses, team staffing continues to evolve.

Clear messages from the FAA Administrator assisted then, and continue to ensure,
LOB support for the program. Initially, team functions and team member interaction
were the primary responsibilities of the CAMPO manager. Although not every LOB
provided staff for the office as it formed, at the very least they provided a focal point
within their organization to work with the team. The most challenging part of
organizing the team was establishing the team’s role and identity within the well-
defined and very structured FAA organization.

Table 1 (page 9) provides the overall FAA organizational structure, by LOB, and
Table 2 (page 10) highlights the complexity of the ATO. Organizations with
members on the team are highlighted with dashed circles and organizations with
occasional or consulting types of relationships to the team are highlighted with
dashed squares.

These diagrams are being provided not for comprehension of the entire FAA, but
rather to show the complexity of its organizational structure. Added to the challenge
of identifying the correct resources needed within the FAA was the additional
challenge of a major realignment of the ATO, which began in 2003. Locations,
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titles, functionality, responsibilities and reporting structure changed significantly for
many of the employees already on the team. During the same timeframe, the Agency
embraced the concept of Safety Management Systems (SMS). The SMS provides a
common framework to assess safety risks associated with changes to the NAS. It
addresses all aspects of Air Traffic Control (ATC) and navigation services, including
(but not limited to) airspace changes, air traffic procedures and standards, airport
procedures and standards, new and modified equipment (hardware and software), and
associated human interactions (FAA, 2008). A change as significant as O’Hare
modernization necessitated numerous analyses in accordance with this program. The
centralized oversight of the CAMPO ensured resources were assigned to learn the
process, risk areas were identified, and the analysis, mitigation and approval
processes were completed well in advance of airfield commissioning dates.

The proposed schedule of the OMP gave the FAA an opportunity to implement
improvements in the Chicago area airspace. A nationwide airspace analysis had been
done in the late 1990’s, and components of that study had not yet been implemented
in the Chicago area. With the proposed OMP airfield configuration significantly
impacting air traffic procedures in the Chicago area, incorporating components of that
plan in conjunction with the OMP made optimal sense. The FAA supported the
establishment of new air routes and procedures, and the impacts to adjoining air
traffic facilities extended from Minnesota to Ohio. Much efficiency was gained, and
more will be realized, including additional arrival and departure routes for O’Hare
and additional departure routes for Chicago’s Midway Airport.

Promises Made, Promises Kept

While many of the components of the O’Hare modernization are processes the FAA
routinely accomplishes, the magnitude and schedule of the program proposed by
Chicago make each task more complex and resource intensive. For comparison, the
FAA considers ten years the norm for environmental review and approval,
construction and commissioning of a new runway. This program completed the
environmental process in three years and commissioned its first runway three years
later.

The City and FAA were both keenly aware at the start of the program that the FAA’s
typical processes would not meet the aggressive timetable the City planned for OMP
milestones and completion. Recognizing the importance of the project, and O’Hare’s
impact on the NAS, the FAA committed itself to the project. The FAA addressed the
detailed National Environmental Policy Act (NEPA) requirements and completed a
thorough analysis with draft and final Environmental Impact Statements (EISs),
which included public outreach. The CAMPO served as the focal point and hub of
activity and the Airports and Chief Counsel LOBs provided the technical expertise
and staffing to accomplish the work. With the FAA’s Record of Decision signed on
September 30, 2005, FAA Administrator Marion Blakey, and Secretary of
Transportation Norman Mineta, acknowledged the importance of O’Hare
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modernization, not just for the Chicago area, but also for the entire U.S. aviation
system. (FAA, 2005).

During the early planning and environmental analysis of the project, the City
recognized a need to supplement FAA staff in order to meet the aggressive project
schedule. They did this through the reimbursable agreement process. A reimbursable
agreement is a legally binding contract by which the FAA provides goods and
services to a non-FAA party, the associated costs of which are paid by the recipient or
project sponsor (FAA Financial Manual, 2007). With this vehicle the FAA was able
to hire additional (temporary) employees for the CAMPO, specifically environmental
and legal staff. After the environmental process was completed the City continued to
recognize the advantage of these FAA positions. The positions currently support
expediting the review of the Notice of Actual Construction or Alteration (Form
7460), the design and development of flight procedures, and the processing of
Chicago’s Engineering Design Review (EDR) packages for the project.

The reimbursable process is also very valuable in assisting Chicago plan and schedule
construction. The City is financially responsible to the FAA for many of the
proposed facilities, since these FAA facilities are impacted by the airfield
modernization. In these situations airport sponsors enter a reimbursable agreement
with the FAA to design, construct, install and commission a new Instrument Landing
System, as an example. For the OMP, the City decided to design and construct the
civil, electrical and mechanical systems, to include the ATCTs, and use the FAA
reimbursable agreements to secure FAA support during design, additional design
reviews, and FAA construction oversight (not to be confused with Resident
Engineering services). The FAA retains responsibility for electronic system
design/installation, flight check, and system commissioning, also funded through
reimbursable agreements with the City.

By providing the CAMPO as focal point for the City, the FAA has been able to
provide a consistent channel for communications. While FAA employees from
various LOBs and City staffs meet and exchange information routinely, the CAMPO
provides additional value by being the FAA’s responsible party to the City. Any
question or concern regarding FAA involvement or responsibilities is directed to the
CAMPO manager for resolution. Since many issues cross the FAA LOBs, the
CAMPO manager brings those parties around the FAA table to discuss and work
issues, and then can provide a single FAA position to the City. The involvement
varies and has included project schedule changes, design discrepancies, air traffic
operations, safety issues and financial procedures. This provides an advantage in that
the City does not have to determine whom to speak with in the complex FAA
organization. As an example, in early 2008 the City proposed accelerating the
commissioning of the Runway 10 extension from November 2008 to September
2008. The City presented the request to the CAMPO manager, who then coordinated
with all the FAA LOBs to discuss and analyze the advantages, disadvantages and
feasibility of accelerating the schedule. By approaching the request as a team, all of
the LOBs were able to hear the pros, cons and impacts to other LOBs, and then could
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collectively agree that it was in the FAA’s (as well as the City’s) best interest to
accelerate the schedule. The group discussion also brought to light additional (City
and FAA) tasks required to commission early. Taking all input into consideration,
the CAMPO manager made the recommendation to the Regional Administrator to
accelerate the commissioning. The Runway 10 extension was successfully
commissioned on September 25, 2008.

The CAMPO provides advantages within the FAA. With proper coordination
through the CAMPO office, all LOBs are aware of work being done in one LOB that
might impact another. The office provides a consistent source of information when
any date or activity is unclear to team members. Through weekly meetings,
established channels of communications and shared office space, internal
communications are optimized. LOBs that might only occasionally check in with
each other on another project face each other weekly, if not more frequently, to
coordinate details from lease and environmental responsibilities to equipment
deliveries and design reviews. One of the phrases the FAA uses to describe this
concept is horizontal integration, a valuable tool for any project that crosses multiple
responsibilities and professions, and especially needed in the tightly structured FAA.

The CAMPO also serves as a centralized office to handle incoming correspondence,
Freedom of Information Act (FOIA) requests, calls and emails regarding the FAA’s
role and involvement in the OMP. Early in the environmental process the FAA
established a website for the O’Hare modernization. Environmental data, modeling
results, public information and documents released under the Freedom of Information
Act (FOIA) were posted. During this time period, the office also received
voluminous FOIA requests. CAMPO assisted all involved LOBs with processing the
responses, which include over 15,000 documents (7.5 million pages or 120G of data.)
Since the opening of the first OMP runway (Runway 9L/27R), local community
interest has been addressed through an expanded website that includes frequently
asked questions regarding the operation and use of the new runway, and highlights
areas of the approved environmental documents that pertain to airfield operations and
air traffic configurations. Many times the public poses similar questions and these
letters and emails may be addressed to a variety of elected officials and FAA
executives. In routing all incoming inquiries through one central office, it provides
the advantage of repeatable, consistent responses with input from all pertinent LOBs.

FAA’s Runway Template Action Plan

With air carrier operations increasing at a steady rate in the 1990°s, commercial
airport operators and the FAA recognized the need to add capacity. Increased
capacity for the NAS is one of FAA’s four business plan components (safety,
international outreach and organizational excellence being the others). The FAA
wanted to ensure it provided timely support to airport operators making the financial
investment in new runways and runway extensions. In order to ensure this, the
Runway Template Action Plan (RTAP) process was developed. Briefly, itis a
Microsoft Project based application that identifies over 200 items that typically
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comprise establishment of a new precision approach runway. It includes not only
FAA activities, but also airport owner/operator activities. Each Regional
Administrator is assigned executive responsibility for the appropriate utilization of
the tool for the runway projects within his/her region. The Regional Administrators
then determine who to involve and how to accomplish the milestones within the
RTAP. For each project, the region assembles the appropriate team with various
resources and roles. The most important function of the process is to keep FAA’s
executive management board informed of the status of each of these projects on a
quarterly basis. From 2001 through early 2010, this tool was successfully used to
manage the on-time accomplishment of FAA work needed to support commissioning
18 runways or runway extensions at the busiest airports in the country.

The RTAP is a good tool to define accountability. It clearly designates airport
owner/operator activities and FAA LOB responsibilities. It provides the framework
for the FAA and outside stakeholders closely involved in a runway project to work
together in partnership, all focused on a common goal. The RTAP was established at
a time when commercial aviation demand overwhelmed existing capacity. The
RTAP, along with the horizontal integration team concept, remain useful tools for
intra-agency and inter-agency accountability. It is the tool used for each of the OMP
runway projects.

Conclusion

Since the FAA’s involvement in the OMP began in 2002, the team has successfully
completed the Environmental Impact Statement and Record of Decision (September
2005); commissioned numerous airspace changes (2007 and 2008); commissioned a
3000 extension to Runway 10/28 and upgraded the Runway 10 Instrument Landing
System (ILS) to Category II/III (September 2008); commissioned a new satellite
ATCT and new 7500’ long Runway 9L/27R with Category I capabilities (November
2008) and Category II/III ILS capabilities by May 2009. The most significant
accomplishment to date, however, has been the continual safe operation of O’Hare
International Airport during the construction of the modernization. The required
vigilance to achieve this significant milestone cannot be understated. The FAA Air
Traffic Organization has relied on the Safety Management System tools mentioned
earlier for each change to air traffic operations or airfield configuration. The
collaborative working relationships with the Chicago Department of Aviation,
including O’Hare operations and the OMP organization, and inclusion of FAA in
discussions, analyses and design reviews have all contributed to continued safe
operations.

The crowning jewel of the FAA’s involvement in OMP has been the individual
commitment of the employees dedicated to the project. Clearly stating a goal and
providing a framework from the top of the FAA was, and continues to be,
instrumental to this program’s success. Thereafter, putting the right people on the
team and providing an environment that allows the team to establish its own culture
has led to FAA’s successful contribution to the OMP. A shared and cohesive culture,



T & DI Congress 2011 © ASCE 2011 231

rather than a clear, well-defined team structure is the force that gives the team its
drive (Bolman and Deal, 2008). The different LOBs within the FAA each have their
own culture and approach towards their goals. The great diversity that results from
including staff from ten different LOBs has created a unique culture within the FAA
and contributes to the success of the FAA’s OMP team.

The FAA approached the O’Hare modernization as a unique event by establishing a
special projects office and allowing it to create its own culture. The FAA continues
to demonstrate its abilities to be nimble, responsive in addressing improvements to
the NAS and effective at establishing and maintaining collaborative relationships with
airport operators. Given the complexity of the program, important lessons learned
within the FAA include having dedicated and repeatable communications channels
(internal and external), responsive public information, and clear accountability and
responsibility. It is also apparent that despite the inevitable personnel and
organizational changes, the team assembled to execute the OMP remains focused, and
is supported from the executive level.
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Case Study for the Planning, Design and Construction Phase of Runway 13R-31L at
John F. Kennedy International Airport.

Guy Zummo, P.E., M.ASCE' and Scott D. Murrell, P.E., M.ASCE?
ABSTRACT

At 14,511-feet long, Runway 13R-31L is the longest runway at John F. Kennedy
International Airport (JFK), and the second-longest commercial runway in North
America.

The runway’s last major rehabilitation was in 1993. In anticipation of the next major
repaving contract, and the need for JFK to maximize the efficiency of its runway and
taxiway system, a multi-year program was initiated. The first step of this program
included the development of a conceptual plan for the runway and associated
taxiways to minimize delays and have the runway system conform to FAA Design
Group VI standards.

Using the conceptual plan a Constructability Study was performed that investigated
traditional hot-mix asphalt (HMA) rehabilitation as well the placement of a Portland
cement concrete (PCC) overlay on top of the existing HMA surface, and included
life-cycle costs, staging options and construction durations. A series of briefings
were held with the airlines and the FAA to present the study’s findings and to get
their buy-in to the final plan.

Development of the contract documents to widen the runway to 200 feet using (PCC)
and to construct the new taxiways followed the completion of the Constructability
Study. A series of peer review meetings as well as a contractor’s workshop were held
during the development of the contract documents to ensure that all elements of the
construction were addressed.

In June of 2009, this contract was awarded. Construction of a test section was
completed in November 2009, and a series of lessons learned meetings followed. On
March 1, 2010, the runway was closed to operations for reconstruction. Construction
is scheduled to be completed in November 2010, with a significant portion of the
runway returned to service during the summer of 2010. This paper presents a case
study covering the planning, design and construction of this significant project.

INTRODUCTION

Runway 13R-31L at John F. Kennedy International Airport (JFK) was originally
constructed during the 1940s and lengthened its present length of 14,501 feet under
two subsequent contracts (Figure 1). Presently the runway is 150 feet wide. The

! Senior Consulting Engineer, Port Authority of NY & NJ, Two Gateway Center — 16" Floor,
Newark, NJ 07102 Tel. 973-792-4388 Fax: 973-792-4303 Email: GZummo@panynj.gov

2 Chief Civil Engineer, Port Authority of NY & NJ, Two Gateway Center — 16" Floor, Newark, NJ
07102 Tel. 973-792-4327 Fax: 973-792-4303 Email: SMurrell@panynj.gov
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original pavement section was 12” Portland cement concrete (PCC) on 6” crushed
stone screenings. During the 1970s, the runway was overlaid with hot-mix asphalt
(HMA). Over the years, the runway has been overlaid number of times and as a
result, there are 16-inches of HMA on top of the original PCC surface. The last
overlay was placed during 1993. By 2003 the airport’s pavement management
system projected that Runway 13R-32L would require rehabilitation during 2005.
Conceptual planning began for the rehabilitation of Runway 13R-31L.

CONCEPTUAL PLANNING
Since the 1970s, rehabilitation of Runway 13R-31L has been performed by adjusting
or replacing centerline lights and overlaying with HMA. Preliminary design began
assuming that a similar approach would be used. However, as the New Large
Aircraft of the future became the A-380, it became apparent that Runway 13R-31L
needed more than rehabilitation.

JFK is designated a Group V airport under FAA Classifications. The Port Authority
of NY & NJ (PANYNIJ), which operates JFK, performed multiple studies over the
years to determine the airfield modifications necessary to accommodate FAA Group
VI designated aircraft in general and the A-380 specifically. Based on these studies
and discussions with the FAA a number of required airfield modifications were
identified including widening Runway 13R-31L from 150 feet to 200 feet. Larger
fillets, widened shoulder and blast pavements were incorporated into the planning.
Runway strengthening was not required. The scope of the project changed to
rehabilitation and widening.

Another development that would impact the project scope was the significant growth
in air traffic operations at JFK starting in 2005. Between 2004 and 2007, plane
movements increased from 320,000 to 440,000. This growth lead to additional
regional airport delays. In response, the JFK Delay Reduction Program was
developed. The program includes eleven potential ground improvement projects for
moving aircraft to and from the runways more efficiently. Runway 13R-31L taxiway
entrance and exit modifications and relocated runway thresholds were included in
this program. The scope of the 13R-31L Rehabilitation and widening project
changed again to include delay reduction program components.

During the summer of 2007, a Constructability Study was performed in conjunction
with a life cycle cost analysis. Two alternatives were fully developed.

o Rehabilitation using HMA — including a 9” thick overlay
o Reconstruction with PCC — including 18” PCC

The scope of both alternatives included widening the runway to 200 feet; new
lighting systems, new drainage systems, re-grading safety areas, new taxiways and

alignment changes to existing taxiways.

Two staging options were considered:
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o Nightly closures — 10:00 pm to 6:00 am the following morning. The runway
reopens to operations each day.

o Staged full closures — Three stages 12,000 feet, the intersection with Runway
4L.-22R and the remaining 2000 feet.

The construction duration for each alternative and each staging approach was
estimated see Table 1. Airfield lightning and the associated electrical work were on
the schedule’s critical path.

The life cycle cost analysis was performed using a 3.5% discount rate. The initial
cost for the HMA rehabilitation was 3% cheaper than the PCC reconstruction. The
life cycle cost for the PCC construction was 35% cheaper than the HMA
rehabilitation.

Following a series of meetings with the FAA and the airlines operating at JFK the
PCC alternative with staged full closures was selected. Final Design began January
1, 2008.

DESIGN

In many ways, the design of Runway 13R-31L is typical for a US commercial
service runway. FAA Advisory Circular requirements for Airport Design, Airfield
Lighting and Pavement Design were followed. However, some significant exceptions
to normal practice were incorporated.

Concrete Mix Design

The Port Authority’s Materials Engineering Group developed and tested mix designs
to establish specifications, which would result in a durable Portland cement concrete
pavement that meets strength requirements. The following adjustments to the
specifications were developed:

o Graded Aggregate — See Table 2

o Total Cementitous content not exceeding 550 pound per cubic yard, with a
minimum of 40% slag cement

0 Permeability <1500 coulombs when tested in accordance with AASHTO
T277.

o 28 days drying shrinkage less than 0.40% when tested in accordance with
ASTM C157.

These additional mix design requirements were approved by the FAA and included
in the project specifications.

Pavement Design

The FAA’s FAARFIELD pavement design program does not provide for the design
of a concrete overlay of an HMA surface on an earlier concrete pavement. To
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overcome this, a sensitivity analysis was performed. The existing pavement was
considered an undefined base and a variety of elastic modulus values were used in
the analysis. PCC thickness results ranged from 15-20 inches. The 18-inch overlay
selected considered the existing asphalt and existing PCC as all asphalt with an
elastic modules of 200,000 psi. Eighty-six aircraft types operate at JFK, which
exceeds FAARFIELD’s input capabilities, so similar aircraft were grouped and a
representative aircraft used in the design. Twelve representative aircraft were used
for design, including the A-380 (Table 4).

To optimize the surface grades the design called for milling the existing HMA
runway surface to 6 inches below existing grade. Since PANYNJ already had good
experience placing PCC on asphalt-stabilized base, it was decided that the PCC
would be placed directly on the milled surface. The concrete mix requirements
limiting drying shrinkage also influenced the decision not to place an asphalt bond
breaker on the milled surface. The specifications called for the milled surface to
meet a s-inch grade tolerance and %4 in 10-footsmoothing tolerance. Whitewashing
the milled surface with a liquid membrane-curing compound prior to placing the
PCC was specified to eliminate bonding of the PCC pavement to the milled surface
and to lower the surface temperature of the milled surface.

Reuse of Removed Pavement

In addition to milling 50,000-cubic yards of asphalt from the surface of the runway,
removal of PCC and HMA surfaced taxiway pavements were also included as a part
of this project. Instead of trucking all this material off site for recycling or disposal,
the design allowed for reuse of the removed pavement as sub-base materials. This
on-site reuse is the most sustainable use possible of removed pavement.

Runway Intersection Grading

Since the design of Runway 13R-31L specifies for the finished surface to be one foot
above the existing surface, the grading of the intersection with Runway 4L-22R
required special consideration. To ensure that the design did not result in a rough
riding pavement the PANYNIJ contracted with APR Consultants to verify the design.
APR performed a simulation of a variety of aircraft operating across the intersection
on Runway 4L-22R, checking for unwanted aircraft response to the proposed profile.
The verified design was incorporated into the runway grading plans.

Other Design Phase Activities

During the design phase a peer review of the project was performed. The design,
staging approach and time of completion were all scrutinized. Another design phase
activity was the prequalification of bidders. In addition to demonstrating the
financial capacity to deliver the project, prospective bidders were required to show
that they could meet certain production rates for PCC and HMA paving and airfield
lightning installation.
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A Contractors Forum was then held with the prequalified bidders, The “Forum”
included a project briefing by design and construction management staff, a site tour
and a question and answer session. The 50-percent complete design drawings were
given to the prequalified bidders at the Contractors Forum.

Special Contract provisions were also developed for this project. Damages for delay
of up to $6,000 per minute and $300,000 per day were included in the contract.
These penalties were significantly higher than in any other PANYNIJ runway paving
contracts. Additional compensation for early completion was also included in the
contract. Up to $10 million can be earned by the Contractor for completing certain
stages and the overall contract early. The Contract was awarded June 25, 2009, and
the project moved into the construction phase.

CONSTRUCTION

The construction contract includes:

200,000cubic yards of concrete
240,000 dowels

55 miles of joint seals

325,000 tons of HMA

12 miles of drainage pipe

1500 in-pavement lights

0O000D0 D

The first major component of the construction undertaken was the construction of the
Taxiway “KC” test section. The 800-foot by 100-foot test section was included in the
contract so that the means and methods of construction could be evaluated and
refined prior to closing Runway 13R-31L for construction. An ERIE Strayer model
MG-12CP2 concrete batch plant was erected on-site, and a GOMACO GP-4000
slipform paver was used for “straight line” paving. The curved fillets at taxiway
intersections were paved using a Bidwell 4800 paver. Requirements were included to
simulate the milled surface of the runway. The test section PCC pavement was
grooved, so that all construction operations were proven prior too moving on to the
runway. The Taxiway “KC” test section was completed in November 2009.
Following the completion of the test section, several lessons learned meetings were
held. These sessions identified any concerns and developed corrective actions.

On March 1, 2010, the runway was closed to operations thus beginning the 120-day
closure for the construction of Stage I. The work within the Stage I area included
approximately 12,000 feet of the runway, taxiways, airfield lightning and signage,
and drainage. Construction began with installation of a barrier/security fence
enclosing the work area and a roadway leading off the airfield. The barrier/security
fence effectively removed the Stage I area from the airfield and minimized the need
for airfield operations staff to escort contractor staff and equipment. Even before the
site was enclosed, milling and removal operations began. The Contractor quickly
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realized that a two-pass milling process provided a surface meeting the specification
(Figure 2), and met production requirements. Installation of airfield lightning
systems also began on day 1.

Whitewash was applied to the milled surface at a rate of one gallon per 200-square
feet. Dowels on chairs were installed at the transverse joints. In pavement lights were
installed within cages (Figure 3) as recommended by an Innovative Pavement
Research Foundation Study.” The same batch plants and pavers used for the test
section were used to pave the runway and a GOMACO GHP-2800 slipform paver
was used to pave in-fill lanes. A burlap drag finish was applied and liquid membrane
compound used. An early entry saw was used to cut the transverse joints. A
performance grade (PG) 76-22 binder was used in the HMA placed on taxiways.
HMA with PG 64-22 binder was used for the shoulder and blast pavements. The
HMA mix design requirements are shown in Table 3. During Stage I paving
production rates peaked at 4750-cubic yards per day for PCC and 5000 tons per day
for HMA.

All PCC and HMA acceptance testing was performed by PANYNJ Materials
Engineering staff. The average 28-day flexural strength of the PCC was 1,105 psi,
with a standard deviation of 92 psi. The average permeability was 667 coulombs
with a standard deviation of 92. Port Authority surveyors checked final surface
grades. Less than 0.4% exceeded the specified grade tolerance of .04 foot prior to
grinding Smoothness acceptance was based on profile measurement using a
lightweight profilomenter, which was then evaluated using a California Profilograph
simulation. The final surface, after limited grinding, had an average profile index of
6.7 inches per mile, using 0.2-inch blanking band. The runway was reopened to air
traffic at 11:40 am June 28, 2010, one day ahead of schedule (Figure 4).

The remaining portions of the project are broken into two main stages, the
intersection with Runway 4L-22R, and the area east of the intersection. Following
the completion of Stage I, construction operations moved to the area east of the
intersection. Between September 16 and 29, 2010, Runway 4L-22R was closed for
paving of the intersection. Over 1,500 feet of Runway 4L-22R was resurfaced with
HMA to meet the PCC on Runway 13R-31L. When the runway paving was
completed the true profile was measured using an automated rod and level and an
aircraft simulation was performed to verify the smoothness of Runway 4L-22R.
Aircraft response was below 0.4 g.

One apparent benefit of the early completion incentives was the unprecedented level
of detailed scheduling and daily monitoring that was implemented during all
construction stages. The prime contractor and his subcontractors reported their
progress, planned construction, issues, and recovery plans at daily meetings intended
to maintain the project’s schedule.

3 Sonsteby, O. (2008). “Constructing In-Pavement Lighting, Portland Cement Concrete Pavement”.
IPRF Report 01-G-002-03-1
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Conclusions

With any successful project, careful planning and a quality design result in a
successful construction phase. The planning, design and construction of JFK
Runway 13R-31L can serve as case study on how to deliver a project of this type
successfully. Additional steps taken during the planning and design phase, such as
prequalification of contractors, constructability analysis, peer review, optimization of
the concrete mix, and getting approvals for completion incentives, proved beneficial
to construction. The requirement of a large test section, post test section lessons
learned sessions, coupled with superior quality assurance inspection/testing resulted
in a quality runway.

Table 1 — Construction Duration of Staging Alternatives

HMA PCC
Nightly Construction Duration* 24-30 Months N/A
Closures RW 4L-22R Closure 10 Days
RW 13R-31L Shortened ** 45-90 Days
RW 13R-31L Closure 275 Nights
Staged Construction Duration* 18-23 Months 18-23 Months
Full RW 4L-22R Closure 10 Days 14 Days
Closures | RW 13R-31L Shortened ** 70 Days 75 Days
RW 13R-31L Closure 120 Days 120 Days
Table 2 - PCC Aggregate Gradation
Sieve Size Percentage by Weight Passing
2% 100
2” 90-98
157 76-88
1” 67-79
% 65-77
3/8” 48-60
No. 4 30-42
No. 8 27-37
No. 16 20-30
No. 30 16-22
No. 50 4-10
No. 100 0-4
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Table 3 - HMA Aggregate Gradation

Sieve Size Percentage by Weight Passing Sieve
Y4 100
" 72-98
3/8” 60-82
No. 4 40-56
No. 8 28-39
No. 16 19-24
No. 30 13-19
No. 50 8-16
No. 100 5-10
No. 200 3-6

Asphalt, Percent Weight of Total Mixture 5.2 - 6.

Table 4 — Design Aircraft

A320-200 Twin Std

B737-800

B737-900 ER

B767-300 ER

B787-9

A300-600 Std

A330-200 Std

B777-300 ER

A340-300 Std

A340-300 Std Belly

A340-500 opt

A340-500 Belly

B747-400

A380-800

241
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Runway 13R-31L -f“ ! MI "

Figure 1 — Runway 13R-31L at JFK

2009/10/21

Figure 2- Whitewashed Milled Surface
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Figure 3- Reinforcing Cage around Light Can

Figure 4- Stage | Completed and Runway Reopened
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ABSTRACT

The need to preserve our airfield pavement infrastructure is paramount to insuring the
viability of transportation of people and goods. Preventive maintenance plays an important
role in the preservation of airfield pavement infrastructure. A successful preventive
maintenance program cannot function without the support of many features associated with
pavement management systems (e.g., pavement inventory, condition assessment, and the
framework for the identification and prioritization of pavement preservation treatments).

The purpose of a preventive maintenance treatment is to prevent premature deterioration of
the pavement, retard the progression of pavement defects, and cost-effectively extend the life
of the pavement. The objective is to slow down the rate of pavement deterioration and
effectively increase the useful life of the pavement. A preventive maintenance treatment is
not determined by the type of treatment, but by the reason why the treatment is performed.

For cost-effective preventive maintenance it is necessary to apply the right treatment to the
right pavement at the right time. The objective is to identify the sections that would benefit
most from preventive maintenance (the right pavement), do the identification and apply the
treatment in a timely manner (the right time) and to select the most beneficial treatment (the
right treatment). The effectiveness of preventive maintenance is largely dependent on the
timing of maintenance activities. To ensure that funding for preventive maintenance is
available when required, many practitioners advocate the establishment of adequate dedicated
funds for preventive maintenance.

The development and implementation of a preventive maintenance program should be done
in a collaborative manner, and should be supported by training and educational activities. To
succeed, a preventive maintenance program requires a long-term commitment, ongoing
improvements, and the documentation and reporting of program benefits.

This paper outlines 7 basic steps involved in developing and implementing a pavement
preservation program for airport pavements and provides examples of decision matrices and
life-cycle cost analysis procedures to apply and evaluate the success of pavement
preservation treatments.

INTRODUCTION

Every airport operator is faced with the need to maintain airside pavements in good order for
safe and efficient aircraft operation using the available budget. This paper describes a rational
approach to the development of pavement preservation budgets based on a systematic and
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objective documentation of pavement preservation needs. It also describes procedures for
prioritization of maintenance and rehabilitation projects.

Decision making for maintenance and rehabilitation of airport pavements consists of two sets
of sequential decisions. The first stage involves identifying and prioritizing future pavement
preservation needs, treatments, and projects considering the needs and priorities of all airport
pavements together. The objective of this stage is to decide at a given time which pavement
sections should receive maintenance or rehabilitation (M&R) treatments. The second stage
consists of determining, using site-specific engineering considerations, what type of M&R
treatment should be carried out on the previously selected sections. There are several
publications that provide useful information on pavement management procedures, including
pavement condition evaluation, selection of maintenance and rehabilitation treatments,
priority analysis and other pavement management topics (ARA 2010, FAA 2006, FAA 2007,
Haas at al. 1994 and Shahin 1994). The main components of an Airport Pavement
Management System (APMS), grouped into seven main activities, are shown in Figure 1.

1. Design of APMS
= Needs of the users

= Expected results .
2. Pavement inventory & evaluation I
= Inventory and database
= Pavement evaluation Network Level:
= Performance prediction Selecting
* the right
3. Technology of pavement section at the right
preservation treatments time
4. Identification of needs
= Levels of service
Preventive Other pavement
maintenance preservation needs
5. Prioritization, planning and budgeting
6. Project design and
implementation
Project Level:
‘ Designing and
7. Operation, sustainability implementing
and enhancement the right treatment

Figure 1. Primary components of an airport pavement management system.
DESIGN OF AIRPORT PAVEMENT MANAGEMENT SYSTEMS

The role of an APMS is to support technical, engineering, and management activities of
airport personnel responsible for providing pavement infrastructure for safe and efficient
operation of aircraft. The pavement management process provides systematic and objective
procedures for maintaining the inventory of pavement infrastructure, monitoring pavement
performance, planning and budgeting of pavement preservation activities, and evaluating the
cost-effectiveness of past pavement preservation actions. The APMS includes all activities
connected with pavement infrastructure, including the initial pavement design and
construction, and the subsequent pavement maintenance and rehabilitation activities.
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The initial design of APMS is important for ensuring the future use and sustainability of the
system. A comprehensive summary of design activities required for successful
implementation and operation of APMS is provided in the Transportation Research Circular
on Implementation of an Airport Pavement Management System (FAA 2008). Briefly, the
design and implementation of an APMS includes the following activities:

® (Obtain commitment to establish and operate an APMS, and appropriate funding to
do so, from the airport management;

® [dentify potential users of the system and determine their needs;

® Decide who will develop and operate the system (internal staff, consultant or a
combination of the two);

Select APMS software;

® Develop database including sectioning of the network and initial pavement
condition evaluation;

® (ustomize software to reflect local input values such as pavement deterioration
rates, M&R policies, typical unit costs of M&R treatments, and agency-specific
preferences and priorities concerning the selection of M&R treatments;

® (Customize software to incorporate agency preferences, such as network condition
analysis and the incorporation of Geographic Information Systems (GIS);

Initial and ongoing staff training; and

® Follow-up plan to ensure that data are updated.
PAVEMENT INVENTORY AND EVALUATION

An accurate pavement inventory is a prerequisite for a systematic pavement condition
evaluation and the selection of M&R treatments. The inventory must include the size and
characteristics of pavement assets and their condition. For the purposes of pavement
inventory, it is necessary to divide the airport pavement network into homogeneous pavement
sections (Shahin 1994). A pavement section should have the same pavement structure and a
similar condition throughout. A pavement section is the basic building block for pavement
inventory. It is also a basic unit for pavement preservation decision making. If necessary, a
maintenance and rehabilitation project can be carried out on a single pavement section.

Pavement condition surveys that evaluate the type, severity and extent of pavement surface
distresses are also required for preventive maintenance programs. However, for the selection
and application of preventive maintenance, it is also necessary to identify specific pavement
conditions and early indicators that trigger the need for preventive maintenance treatments.

Preventive maintenance treatments need to be applied when they are most cost-effective,
typically before distresses progress and more expensive corrective treatments are required.
For example, routing and sealing of cracks in asphalt concrete pavements should be carried
out when the cracks are already well-formed, but before cracks become raveled, have
developed into multiple cracks, or before the crack width exceeds about 3/8 of an inch.
Consequently, condition surveys of pavement surface distresses for the selection and timing
of preventive maintenance treatments should be preferably carried out on candidate pavement
sections annually. The first pavement preservation treatments are typically carried out when
the pavement surface layer is between 3 and 5 years old. For planning purposes, it is
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necessary to estimate future pavement preservation needs. A typical planning period is 5
years, but some large airports may prepare pavement preservation plans for major runways
for up to 10 or 15 years. The identification of future pavement preservation needs requires the
prediction of pavement performance and storing the results in the APMS database.

Pavement performance depends on the pavement structure, as well as many such as the type
and frequency of traffic loads, environment, and subgrade characteristics including drainage.
Consequently, pavement performance models are not easily transferable from airport to
airport. The selection of performance models depends on available data, agency requirements
for estimating future preservation needs, and on the APMS software used.

Typical methods used for pavement performance modeling include:

e Expert modeling for which a trained pavement expert estimates the future condition of
the pavement when historical pavement performance data are not available;

e Families of performance curves which are based on the expectation that similar
airport pavements exposed to similar traffic will perform in a similar way;

e Extrapolation of existing trends, which is a variation on family modeling and is used
when the condition of the pavement was evaluated on only one previous occasion, and
the family pattern is extrapolated taking into account the past condition;

e Markov probability models have been used for pavement performance prediction of
highway pavements but are not used extensively for airfield pavements; and

e Artificial neural networks (ANN), or neural networks, that can link a large set of data
(e.g., a data set describing a pavement and its exposure to the traffic and environment)
to a required outcome (e.g., expected life-span of the pavement) without using
traditional statistical analysis.

TECHNOLOGY OF PAVEMENT PRESERVATION TREATMENTS

There is a large amount of information available concerning the technology of pavement
preservation treatments. For example there are literally dozens, or in some cases even
hundreds, of reports on each of the 24 M&R treatments listed in Table 1 (FPP 2001, FHWA
2006a, FHWA 2006b). Some of the treatments listed can be applied, with only very small
modifications, to both AC and PCC pavements; for example, micro-surfacing, and controlled
shot blasting. Other treatments are just a variation of the same treatment using different
materials. An example for AC pavements would be the crack sealing of AC pavements with
hot-poured sealant versus cold-applied sealant. An example for PCC pavements would be the
shallow patch repair using PCC material, versus using AC material, or proprietary material.

IDENTIFICATION OF NEEDS

Identification of pavement preservation needs is based on the results of pavement condition
surveys, the prediction of pavement deterioration, and the desirable level of service for
airfield pavements. The concept is simple: pavement preservation needs arise when the
predicted pavement condition is lower than the recommended or mandated level-of-service.
The key for the successful operation of this model is the objective assessment of pavement
condition and the establishment of the levels of service that are accepted by decision makers.
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Table 1. Typical Airport Pavement Preservation Treatments.

Both Pavement Types

Asphalt Concrete

Portland Cement Concrete

e Texturization using
controlled shot blasting

e Diamond grinding

e Micro-surfacing

e Sealing and filling of cracks
(with hot or cold applied
sealants)

e Small area patching (using
hot mix, cold mix, or
proprietary material)

e Spray patching (manual chip
seal or mechanized spray
patching)

e Machine patching with AC
material

e Rejuvenators and seals

e Texturization using fine
milling

e Surface treatment (chip seal,
chip seal coat)

o Slurry seal

® Hot Mix overlay (includes
milling of AC pavements)

¢ Hot in-place recycling

¢ Cold in-place recycling

e Ultra-thin whitetopping

e Joint and crack sealing
(with bituminous, silicone,
or compression sealants)

e Partial depth repairs (using
AC, PCC, or proprietary
materials

e Full depth repairs (using
AC, PCC, or proprietary
materials)

e Machine patching using
hot mix

e Slab stabilization and slab-
jacking

e Load transfer

e Crack and joint stitching

e Hot mix overlays

e Bonded PCC overlay

3 treatments

12 treatments

9 treatments

Pavement preservation needs depend on the level of service the airport pavements are
expected to provide. A higher level of service, for the same pavement structure, results in
higher M&R needs and thus in higher agency costs. Levels of service for airport pavements
are typically expressed in terms of pavement condition index (PCI) values (Tighe 2004).

The target level of service should be specified for different facility types because all facilities
do not require the same level. If the target level of service is approved and mandated by the
airport management, it can be used to determine the pavement preservation needs required to
provide the mandated level of service. In other words, the pavement preservation needs
become justified and mandated on the basis of approved criteria. It should be noted that levels
of service in terms of PCI depend on several factors:

® Airport type and size — General aviation airports may allow a lower level of service
than carrier airports, particularly large carrier airports;

® Facility type — Higher PCI values are typically required for runway pavements than
for taxiways or aprons. Also, some airports may use higher target levels for primary
facilities (e.g, primary runways) than for secondary or tertiary facilities;

® Number of aircraft operations and aircraft size — Higher PCI values are typically
required for facilities serving larger number of aircraft operations or larger and
heavier aircraft; and

248
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Type — Some agencies use different levels of service for different pavement types.
Identification of needs on the network level consists of the following steps:

1. Identification of pavement sections that require M&R treatments because of the level of
service requirements or because of trigger levels;

2. Selection of M&R treatments for the sections identified in step 1;

Estimation of the costs required for the M&R treatments selected in step 2; and

4. Prioritization of projects if the cost of the treatments, estimated in step 3, exceeds the
available budget.

98]

Identification of needs also is typically evaluated for two time horizons:

® Short term planning for time horizons of about 5 years or less. For simplicity, it is also
assumed that the analytical procedures, used for short term planning, do not include the
generation and evaluation of alternative treatments in future years; and

® [ong term planning for time horizons more than 5 years where analytical procedures can
include the generation and evaluation of alternative treatments in future years.

PRIORITIZATION, PLANNING AND BUDGETTING

M&R needs are prioritized, scheduled for implementation through programming, and then
molded into a budget for a Capital Improvement Program (CIP). To be credible, the process
of identification of needs and their prioritization must be consistent, transparent, and logical.
The prioritization of needs is described for the same two scenarios used for the identification
of needs — for short-term planning and for long-term planning.

Short term planning supports only limited prediction of future network condition without
considering alternative future M&R treatments. The predicted condition of the pavement
network can be used to evaluate the adequacy of different pavement preservation budgets. It
is also possible to use the backlog of projects as an indication of desirable funding levels.

The first step in prioritization is the assignment of a priority level to each M&R treatment
representing the unlimited budget. The priority level should reflect the main reason why the
treatment is recommended. Priority levels are related to the levels of service used to identify
M&R needs, and include safety, PCI, cost-effectiveness, and target priority PCI levels.

Long term planning and prioritization of needs, incorporating incremental cost-effectiveness
analysis, has been successfully implemented by many transportation agencies on large
highway networks (FHWA 1996). The implementation for airport networks is still in initial
phases. A clear example of prioritization using cost-effectiveness analysis for an airport
pavement network is provided by Tighe et al. (2004). The reasons for slower implementation
include smaller airport pavement networks and greater importance of operational constraints.

Multi-year prioritization analysis need not include projects addressing the safety and critical
priority levels as these projects are obligatory. Projects addressing the cost-effectiveness
priority level and the target priority pavement condition level can be combined because both
are prioritized on the cost-effectiveness basis. Consequently, the analysis has the potential to
yield the most cost-effective combination of preventive maintenance projects.
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The selection of projects is typically done using incremental cost-effectiveness analysis. This
type of analysis has the potential to optimize the selection of M&R projects over a multiyear
period and to evaluate the long-term impacts of the selection on the health of the pavement
network. The result of multi-year prioritization analysis is a prioritized list of pavement
preservation projects for different years that meet specific budget requirements.

Programming activities move projects from the initiation, prioritization, and budget stages to
the design stage and to implementation. Budgeting builds on the results of planning and
programming activities and produces a budget — a financial document that specifies how the
money will be invested in airport infrastructure.

The type of projects included in the airport capital budget depends on local circumstances.
Whereas large airports may have a budget dedicated solely to pavement preservation, capital
budgets for smaller airports combine all projects concerning airfield infrastructure, and not
just pavement preservation projects, to establish a CIP. For example, the budget may also
include projects related to the expansion of the airfield pavements, operational improvements,
and M&R of other airfield infrastructure, such as buildings and guidance systems. Some
authorities prepare a combined budget for a group of airports they manage. Budgeting
process should be viewed as part of asset management, the process that strives to manage all
airport infrastructure assets together to achieve the efficient allocation of resources.

PROJECT DESIGN AND IMPLEMENTATION

Project design determines the specific treatment type and design details required for the
construction of the project, such as layer types, material properties, and construction details.
The selected M&R treatments should address the primary cause of pavement deterioration
and not just the distresses seen on the pavement surface during a PCI survey. Compared to
the network level identification of needs and prioritization, the project level design requires
additional and more detailed data. For complicated projects, the design process consists of a
preliminary and final design stages. The preliminary design stage includes: (1) identification
of alternatives, (2) design of alternatives and (3) the selection of recommended alternative.
The final design stage includes detailed design of the selected alternative.

In order to properly evaluate and select the best treatment from a list of alternative treatments,
the candidate M&R treatments need to be well defined and, in some cases, designed. This
enables the analyst to estimate the specific costs and benefits of the competing treatments.

Candidate M&R treatments should be ranked according to their estimated benefits and costs.
Estimation of benefits for maintenance treatments should be done in terms of the extension of
pavement life of the original pavement, the estimation of benefits for rehabilitation treatments
should be done in terms of the expected life of the rehabilitation treatment. The main benefit
of a maintenance treatment is the difference between the life-span of the original pavement
with and without the maintenance treatment. For example, full-depth repairs of PCC
pavements may last 15 years or more, but may extend the life of a specific pavement section
by only12 years, because the section may fail due to the progression of other distresses.

The methods used to select the best M&R alternative, or the recommended M&R alternative,
include life-cycle cost analysis (LCCA), cost-effectiveness evaluation, and ranking analysis.
The ranking analysis method is the most comprehensive and is recommended for use for
important projects (Stroup-Gardner 2008, Walls et al 1998). If all other things are equal, the
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alternative that is least expensive over time should be selected. LCCA facilitates the selection
of the least expensive alternative. LCCA can incorporate the costs of not only the initial
M&R treatments, but also the subsequent treatments. For example, the installation of
retrofitted subdrains may have beneficial effect on more than one rehabilitation cycle.

Maintenance treatments, particularly preventive maintenance treatments, postpone the more
expensive rehabilitation treatments. However, the cost of maintenance treatments must be
paid much sooner than the cost of any future rehabilitation treatment. The need to pay now
rather than later is explicitly recognized in the LCCA by discounting all costs to their present
value. The analysis period, the period for which the costs are included in the analysis, should
be sufficiently long to take into account all relevant consequences of alternative treatments.
The FHWA publication Life-Cycle Cost Analysis in Pavement Design (Walls and Smith,
1998) provides a detailed description of the LCCA procedures.

The methodology of LCCA is relatively simple, and consists of the following steps:

® [nclusion of all viable and practical alternative M&R treatments;

® Determination of agency costs. Agency costs include the initial construction costs
and subsequent maintenance and rehabilitation costs throughout the analysis period;

® Determination of user costs. If the construction of M&R alternatives may have a
different impact on airport operations and revenues, for example because of the
differences in the length of construction, user costs should be included;

® Selection of economic parameters for LCCA (discount rate and analysis period);
® (alculation of the net present value of agency costs and user costs; and

® Seclection of the alternative. The alternative with the lowest agency and user costs is
the best from the economical point of view.

Consider the following to determine the life-cycle cost-effectiveness of crack sealing:

It is proposed to rout and seal a 4-year old asphalt concrete pavement in 2013, and repeat the
treatment (reseal) in 2017). It is expected that these preventive maintenance treatments will
postpone pavement resurfacing by three years. It is assumed that the cost of sealing is $1,100,

the cost of resealing is $1,500, and the cost of rehabilitation (resurfacing) is $60,000.

Without Preventive Maintenance

The following diagram assumes that without preventive maintenance a rehabilitation
treatment will be required in year 2023. The present value of the rehabilitation treatment,
considering a 6% discount rate, is $31,610.

Rehabilitation

$60,000

| | | | | | | | | | | | | l | | |

2010 11 12 13 14 2015 16 17 18 19 2020 21 22 23 24 2025 26

| Year

Sum: $31,610

(Present value)
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With Preventive Maintenance

The following diagram shows that with the two preventive maintenance treatments, the
rehabilitation treatment will be postponed to year 2026. The corresponding present value of
this strategy, considering a 6% discount rate, is $28,700.

Crack sealing Crack sealing Rehabilitation
$1,100 $1,500 3 years $60,000
%
| | | l | | | v | | | | | | | 1
2010 11 12 13 14 2015 16 17 18 19 2020 21 22 23 24 2025 26
$1,040 Pa— Year
$1,120 <
$26,540 <
Sum: $28,700

(Present value)

Comparison of Alternatives

Compared to the alternative without preventive maintenance, the alternative with preventive
maintenance results in $2,910 saving ($31,610 — 28,700). Question can be asked, “What type
of savings can be expected if the postponement of the rehabilitation treatment is only 2 years?
To answer this question, LCCA was repeated and the results were plotted above. According
to the figures above, the preventive maintenance alternative will be effective even if the
postponement of the rehabilitation alternative is only two years.

OPERATION, SUSTAINABILIY AND ENHANCEMENT

Over 80 percent of airport agencies already operate or are developing an APMS (ARA 2010).
The challenge for most of the agencies is not to establish an APMS, but to sustain and
enhance its operation. The existing APMS operations and the sustainability of the APMS are
closely linked: a successful operation of the system is one of the best guarantees of its
sustainability. Long-term sustainability of APMS is an on-going process that should be
considered during the initial implementation. In addition to ongoing system enhancements,
there are situations where a structured comprehensive review of APMS operation is
beneficial for improving the current practice and ensuring sustainability. The objectives of
the review should be twofold:

® To determine enhancements that are required based on identified user needs; and

® To determine enhancements that may be beneficial based on the best appropriate
practice. The best appropriate practice (BAP) is the desired state of practice that
meets the particular agency’s needs in the most appropriate and efficient way.

The common methodology used for the systematic assessment of the APMS is the gap
analysis. As the name suggests the analysis is concerned with identifying the difference
between the existing management process and the future desirable process defined as the
BAP. The gap analysis consists of three basic steps:

® Assessment of the existing APMS activities against the BAP;

® [dentification of activities where the agency has already achieved the BAP; and
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® [dentification of activities which require improvement to reach the BAP. For these
activities, an implementation plan to guide future work should be prepared.

Another method that can help airport agencies to improve their pavement management
practices is benchmarking. Benchmarking is similar to gap analysis in the sense that it
provides a method for agencies to move from an internal focus to external focus in the search
for best management practices. However, as the name suggests, benchmarking seeks to
compare the operation of different organizations using objective, agreed-upon measures. In
the airport context, the benchmarking measures include outcomes (e.g., average PCI for
runways) and recourses (e.g., annualized pavement preservation cost per square yard of
pavements).

CONCLUSIONS

Airport pavement maintenance practices generally follow the objectives, management
principles, and methodology of roadway pavement management practices. Airfield and
roadway pavements are built and maintained using the same construction technology,
materials, and methods.

All types of pavement preservation treatments, including maintenance treatments, preventive
maintenance treatments, and rehabilitation treatments, should be considered together when
developing pavement preservation strategies for individual pavement sections.

The main challenge facing airport authorities is not which M&R treatment should be used on
a particular section, the main challenge is to justify that M&R treatments are necessary using
a judicious and objective process, and to obtain funding for their implementation.

To be credible, the process of identification of needs and their prioritization must be
consistent, transparent, and logical. The identification of airport pavement preservation needs
should be based on approved or mandated levels of service. To facilitate funding requests for
pavement preservation, the development of guidelines on appropriate levels of service for
airfield pavements (for different types of airports and airport sizes) should be considered.

The selection of the recommended M&R treatments should be based on the life-cycle cost
analysis. In addition to the LCCA, a systematic assessment of other treatment attributes,
which are important to the customer and the agency, should also be carried out. These
attributes may include, agency experience with the performance of the alternatives, impact on
airport operations, and environmental and sustainability considerations.

A comprehensive review of APMS can be accomplished using gap analysis that identifies
differences between the existing management procedures and those based on the best
appropriate practice. The comparison between the results achieved by different APMS can be
assessed through benchmarking.
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The Benefits of Using a Geospatial Airport Pavement Management System at
Denver and Tampa International Airports.
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ABSTRACT

Geospatial airfield pavement evaluation and management systems (GAPEMS) have
been implemented at Denver and Tampa International Airports that use the power of
GIS for data collection, data integration, 100% pavement inspection, and geospatial
analysis of remaining life. Surface condition data collected as part of GAPEMS was
used to determine traditional network level Pavement Condition Index (PCI) data.
PCI data alone, however, was insufficient in terms of understanding the performance
of the pavements. A remaining life analysis was developed to integrate additional
data into the process to determine project level maintenance and rehabilitation
recommendations.

A geospatial pavement evaluation and management system has the advantages of
quick inspection time, full pavement coverage, project level data for maintenance
and rehabilitation, and the ability to integrate other pavement data into the geospatial
remaining life analysis. The benefits documented at both Tampa and Denver
International Airports included an understanding of the failure mechanisms of the
pavements, analysis of remaining life, and costs savings by shifting priorities to only
those pavements in need of repair or replacement rather than pavements that reach a
specific condition trigger level.

Denver performed a GAPEMS inspection of the entire airport in 2006 and 2009 and
the integrated geospatial remaining life analysis and geospatial data have been
invaluable in shifting priorities for reconstruction. Tampa Airport completed an
airport inspection in two parts in 2008 and 2009 and the geospatial pavement
management system has allowed for the combining of maintenance and operational
activities into an integrated airport GIS system. This allows the Operations
Department to geospatially identify areas of concern for the Maintenance
Department to address and update.

BACKGROUND

Airport geospatial information systems (GIS) are one of the most popular and
effective management systems for airports to manage infrastructure at US airports.
The Federal Aviation Administration (FAA) has recently instituted the Airport GIS
program that will require all airports to submit new electronic airport layout plans to
the FAA in GIS format. The American Association of Airport Executives (AAAE)
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has this year instituted a program for storing and managing airport GIS information
for subscribing airports.

A successful and effective application for GIS at airports is the management of
airport pavements, one of the most important infrastructure items at an airport. The
purpose of this paper is to describe the benefits of two implementations of pavement
management systems that use a complete integration of GIS for data collection, data
integration, pavement evaluation, and capital improvement planning. These two
airports serve as a showcase for the capabilities of a true airport geospatial
information system and both have achieved monetary and operational efficiencies
through the implementation of airport geospatial pavement management systems. In
addition, the geospatial pavement management system at Tampa is used as a tool by
both Maintenance and Operations Departments to identify pavement and airfield
deficiencies and repairs, creating a truly integrated airport GIS system.

The use of GIS with pavement management information systems is not new for
airports or highway systems. Wisconsin Department of Transportation published one
of the first reports describing the use of GIS for highway pavement management in
1990 [1]. The Federal Highway Administration through workshops and sponsor of
research projects such as NCRRP 20-27 encouraged the use of GIS for pavement
management [2]. The Federal Aviation Administration has been slower to encourage
GIS use. However, authors such as Schwartz and McNerney offered in the 1990s
methods for airfield pavement management using GIS [3, 4]. The FAA in its
Pavement Management Advisory Circular, FAA 150/5380-7A, suggests the
MicroPAVER software that was developed for the US Air Force [7]. MicroPAVER
relies on a method of surface distress data collection that reduces data into a single
pavement condition index (PCI) for sample sections. MicroPAVER has been updated
to allow the display of the PCI in a GIS system, but does not use spatial analysis or
GIS for data collection or pavement analysis of remaining life.

DENVER GEOSPATIAL PAVEMENT MANAGEMENT SYSTEM

Denver International Airport identified a need to perform a more comprehensive
pavement evaluation of the airfield pavements than had historically been done.
Denver’s need was to assess the risk of accelerated pavement deterioration of their
pavements in light of concrete durability concerns at a neighboring airport.

The innovative GAPEMS technology was customized to address the airport’s needs.
The complexity in geospatial technologies as well as the scope and magnitude of the
pavement evaluation makes this GAPEMS implementation one of the most unique,
challenging and comprehensive airfield pavement management systems.

Georeferenced Distress Mapping

A team of pavement inspectors rated distress in each of over 140,000 pavement slabs
using ruggedized tabletPCs, ArcPad GIS, WAAS assisted GPS, and GPS enabled
cameras. All inspections were accomplished in daylight hours during regularly
scheduled runway and associated taxiway closures. All apron pavements were
inspected without any closures. Details of the inspection can be reviewed in the 2007
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FAA Worldwide Airport Technology Transfer Conference proceedings [8]. The
distress data showed extensive shrinkage, map and D-cracking on specific runways
and taxiways and extensive structural cracking in Apron areas.

Georeferenced Construction History

Denver International Airport was constructed in 1992 and 1993 as a green field site
with five runways, multiple taxiways, three concourse aprons, and a cargo apron.
The concrete pavement was constructed by five different contractors each with their
own onsite concrete batching plants. As with all FAA funded pavement construction
projects, each project was required to submit FAA documents to close out the grant
application through the submission of the final report. These closeout documents
included daily inspection reports and other technical information about the mix
design and cement certifications. These closeout documents were stored at the
airport in paper form. As part of the pavement evaluation, data from these documents
were extracted and recorded into GIS including the weather conditions for the actual
day that the concrete was placed, the mix design, aggregate source, and the curing
method for about 90% of the placements of concrete pavement constructed. Using
ArcPAD software, polygons were drawn around and were attributed with the name
of the contractor, type of placement, date, contract number, mix design, and any
comments. The data collected represented 3,600 polygons of separate construction
concrete placements from five contractors.

The construction data was analyzed using the HIPERPAV II software program
developed for the Federal Highway Administration (FHWA) [9]. The software
analyzes the likelihood of plastic shrinkage cracking and thermal cracking using
weather data from cloud cover, wind speed, relative humidity and temperature, and
concrete mix design information. The software also calculates the evaporation rate in
the first 8 hours of placement.

The combined construction history and distress data collected showed there was a
definite pattern of shrinkage cracking and map cracking relative to specific days of
construction. Certain days had very high numbers of slabs with observed shrinkage
cracking. The data show that two of the construction days each had 201 slabs placed
that were showing shrinkage cracking. An analysis showed that 70% of slabs with
shrinkage cracking occurred in the top 90 days out 352 construction days.

Georeferenced Nondestructive Deflection Testing (NDT)

A comprehensive deflection testing program was completed for this project. As part
of the pavement evaluation and pavement management system, all of the concrete
runway and major taxiways were analyzed for structural capacity using deflection
testing. Both the traditional method of point deflection testing as described in the
FAA Advisory Circular using a heavy falling weight deflectometer (HWD) [10], as
well as the Rolling Dynamic Deflectometer (RDD) method of continuous deflection
measurements were used.

The results of the NDT indicated very stiff and strong pavement and supporting
subgrade layers for runways and taxiways.
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The GIS technology was used to graphically present the HWD and RDD data so that
it could be related to any portion of the airport by zooming into the location in
GAPEMS. Figure 2 is a screen capture of the RDD deflections as shown in the GIS
for Runway 17R-35L and an inset photograph of the RDD.
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Figure 1 Screen Capture of GAPEMS GIS showing RDD and RDD Deflections at
Denver

Georeferenced Core samples

A major objective of the pavement evaluation at Denver is the determination of the
remaining life of the concrete pavement with respect to concrete durability in the
harsh freeze-thaw and runway deicing environment. The pavement evaluation plan
includes making determinations on approximately 200 core samples with
petrographic analyses or special testing.

GIS and tabletPCs were used in several unique ways during this project. First, the
locations of the cores were selected based upon the georeferenced maps of map
cracking, shrinkage cracking and durability cracking distresses.



T & DI Congress 2011 © ASCE 2011 259

The tabletPCs were also used to coordinate the review of underground utilities prior
to coring the pavement section. GIS layers for in-pavement light fixtures and other
electrical systems were integrated into GAPEMS and used to clear each core site.
This reduced the time to get the necessary clearance for a specific area.

Finally, the results of the core testing were added to the GIS database after receiving
the test reports. The test report number, referencing the comprehensive lab reports,
was cross referenced and hyperlinked in the database as well.

Core data overlaid with construction and distress data in GAPEMS were used to
assess relationships between surface condition, alkali-silica reaction (ASR) potential
and construction details.

Geospatial Remaining Life Analysis

All of the pavement evaluation data was either collected directly into GIS or was
converted into data that could be visualized or accessed directly in the GAPEMS.

A new airfield concrete pavement remaining life analysis method was developed that
used all of the geospatial data, including distress, construction history, evaporation
rate, coarse aggregate properties, operational use, georeferenced photographs and
structural capacity to assign an expected remaining life year group to each of the
140,000 slabs. This new method of remaining life analysis, termed FACS, relies on
the geospatial analysis tools and is based upon four different primary failure modes
of concrete pavements: fatigue [F], ASR [A], crazing and surface cracking [C], and
spalling [S]. A complete description of the FACS method is in the ASCE Civil
Engineering magazine and the ASCE 2008 Pavement Management Conference
Proceedings. [11, 12]

Custom Geospatial Reporting Tools and Web Browser Interface

Once a comprehensive remaining life analysis and remediation analyses were
completed using the GIS data, customized reporting were developed using geospatial
technologies. Any authorized person at the airport is able to use a web browser on
the intranet to view all the data in the pavement management system, update the
data, perform queries on the data, and print reports. The geospatial pavement
management system also allows interaction with all other GIS data on the airport. A
custom reporting function allows the user to print map books of pavement areas with
any of the data layers displayed including non-pavement layers such as airfield
lighting, pavement markings, and underground utilities.

Capital Improvement Planning

A multiyear slab replacement program was developed based upon actual calculated
areas of slab replacement by year and the associated costs that were developed years
in advance. Using this data the airport changed the priorities of proposed airfield
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pavement rehabilitation projects. Denver continues to use this tool to estimate
annual funding requirements for pavement maintenance, repair and replacement.

TAMPA GEOSPATIAL PAVEMENT MANAGEMENT SYSTEM

The Hillsborough County Aviation Authority (HCAA) owns and operates one hub
commercial aviation airport, Tampa International Airport (Tampa),-and three general
aviation airports all in Hillsborough County. A geospatial pavement distress
evaluation and pavement management system were developed in response to a
request from HCAA.

The geospatial pavement distress inspection was accomplished in two phases for
funding reasons. The project included mapping of concrete and asphalt distresses
for over 10 million square feet of pavement, over 13,000 georeferenced photographs
of distress, a recommended rehabilitation design for Runway 18L-36R and
associated taxiways and aprons, geospatial division of the concrete jointing pattern
and dates of construction, and a geospatial remaining life analysis of the concrete
pavements using the same method as was used at Denver. The pavement condition
index was calculated for both asphalt and concrete pavements using the GIS distress
data. Additionally, the Tampa project developed a pavement interface for both
airport Operations and Maintenance Departments.

For the project level evaluation, the full strength Runway 18L-36R asphalt pavement
GIS polygons were further divided into sample units, approximately 5,000 square
feet in area, as required for asphalt testing by the American Society of Testing and
Materials (ASTM) Standard D5340 Standard Test Method for Airport Pavement
Condition Index Surveys [13]. The data used to develop these polygons was based
upon the best available record information provided by the HCAA and aerial
photography.

The polygon layer created was used for the data collection of distress mapping.
Inspectors collected data using either Motion Computing LE 1700 TabletPC or Dell
Latitude XT TabletPC employing the ArcMAP 9.3 GIS program connected by
Bluetooth to Garmin GPS receivers and three GPS Ricoh Capilio S00SE digital
cameras. The WAAS enabled GPS receivers permitted inspectors to accurately
locate distresses within 2 to 6 feet for the pavement slabs or asphalt sample units
being inspected.

The Tampa pavement areas inspected during this project were approximately
10,275,000 square feet. All identified inspection areas were rated at 100% coverage
except for the additional asphalt taxiways on the east side of Runway 18L-36R and
Runway 9-27. Overall the project pavement areas required 31 days of pavement
rating. Runway 18L-36R was rated during a scheduled five day closure for
maintenance activities.

HCAA selected and purchased two semi-rugged Motion Computing LE 1700
TabletPCs as shown in Figure 3 with Garmin 10 Bluetooth GPS receivers. The
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model was selected for its ability to withstand frequent field use and the tablet has a
sunlight readable screen.

Figure 2 Motion Computing TabletPC and GPS Camera owned by HCAA used for
Data Collection

The most common concrete distress observed was map cracking. At the beginning
of the project map cracking distress, which can be indicative of ASR, was not
expected to be prevalent on the airfield because there had been no prior indication of
ASR. However, map cracking was consistently identified with a distinct pattern
throughout the project limits. All map cracking that was observed was of low
severity which means that no scaling was occurring on the surface. The major cause
of map cracking at Tampa was determined to be drying shrinkage rather than ASR.
After Runway 18L-36R and Taxiway C had been inspected, the inspection procedure
was customized to allow for a rating of 1 through 5 in the comments sections of the
polygon identified as map cracking, with 1 being low severity and 5 being extremely
severe map cracking.
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The second most common concrete distress at Tampa was shrinkage cracking.
Shrinkage cracking can be caused by plastic shrinkage during curing of the concrete,
restrained shrinkage from construction, or drying shrinkage after construction. Most
of the shrinkage cracking observed was surface cracking s only a few millimeters in
depth.

Georeferenced Photography at Tampa

In addition to collecting georeferenced pavement distress data, the inspection team
also took GPS enabled photographs of distresses using Ricoh Caplio SO0SE digital
cameras as shown in

Approximately 13,500 photographs of distresses were taken in Phase 1 and are
located in the HCAA database. The extensive photographs were very useful during
the analyses period to select areas for further testing for petrographic analyses. The
GPS imbedded photographs coupled with the GIS distress maps resulted in huge
time savings, avoiding a second trip to determine core locations by having both
distress mapping and photographs available for this task. Figure 5 shows a screen
capture of the Tampa geospatial system with distresses both a thumbnail version and
popup window of a geo-referenced photograph of a crack repair on Runway 18L-
36R. The GeoLink software was configured to allow photographs to be imprinted
with geographic coordinates, GPS measured altitude, and the date and time when the
photographs were taken.
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Figure 3 Screen Capture of GAPEMS Showing Georeferenced Photography.

Geospatial Calculation of Concrete and Asphalt PCI at Tampa

AECOM has developed a copyrighted computer program to calculate the concrete
PCI in accordance with the procedures of ASTM D5340, which uses the GAPEMS
distress data collected in GIS format as the data source. On Runway 18L-36R there
were 86 asphalt sample units of approximately 5,000 square feet each. On asphalt
taxiways on the east side of Runway 18L-36R, the inspection team rated 59
additional asphalt sample units of approximately 5,000 square feet each. The
GAPEMS distress data collected during distress mapping were used to calculate the
PCI of these asphalt sample units. Asphalt PCI calculation differs from concrete PCI
calculation in that rather than tallying the number of slabs within a sample unit
exhibiting a certain distress, the square footage of certain distress and the lengths of
cracks must be determined. In a typical manual inspection, the inspector carries a
tape measure or rolling wheel to measure these values. In the geospatial method the
lengths of cracks and the size of distress polygons are drawn to scale. The GIS
calculates these values and also locates them automatically into the associated
sample unit. For example, a crack or polygon that exceeds the boundary of a sample
unit is recorded and the GIS assigns the values to each sample unit separately. This
speeds up the field inspection by not having to be concerned with ‘coloring within
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the lines’, so to speak. The actual PCI calculations were completed outside of
GAPEMS.

Geospatial Remaining Life Analysis for Concrete Pavements at Tampa

AECOM has developed the Fatigue, ASR, Cracking/Crazing/Scaling, Spalling
(FACS) method of remaining life analysis using GAPEMS GIS data to calculate the
remaining life of concrete pavement not at the section or sample unit level, but down
to the individual concrete panel level. By mapping all distresses, the remaining life
analysis is not limited to declining PCI as the measure of failure. Each of four
different failure modes (Fatigue, ASR, Cracking/Crazing/Scaling, Spalling) can be
evaluated independently and rehabilitation can be recommended at the slab level
data. The remaining life slab assignment can then be put in a data shape file that can
be displayed on the TabletPC or desktop computer.

The analysis of remaining life at Tampa using the FACS method provides a much
better picture of the slab replacement requirements than does the traditional declining
PCI method. The traditional PCI is a good measure of maintenance requirements
because of the weight applied to spalling and patching distresses that are indications
of maintenance requirements. In the FACS method only those surface distresses at
severity levels that are factors in each of the FACS modes of failure are used to
determine the remaining life.

The analysis of Runway 18L-36R showed only two sample units rated less than
satisfactory (PCI < 71) with a runway average PCI of 92. However, using the
analysis of individual slabs with the FACS method resulted in a selection of 13,000
square feet of slab replacements on Runway 18L-36R in the ‘0-2’ years remaining
life category. The analysis of Runway 18R-36L showed only one sample unit less
than satisfactory PCI with an average PCI of 96. Only 1,250 square feet of slab
replacements are identified in the ‘0-2’ years remaining life category with the FACS
method.

Table 1 shows the remaining life analysis summary by square feet of each of the
facilities. The table shows that of the 3.8 million square feet of concrete pavement
analyzed in Phase 2; only 2,930 square feet need replacement in the ‘0-2’ year time
frame. The estimated requirements decrease to 1,398 square feet in the ‘2-5’ years
time frame. There is only a modest amount of 38,115 square feet in the ‘5-7" years
time frame.

In developing a future construction improvement program (CIP), a significant
percentage of these identified pavements will require replacement in future time
frames. However, in the next inspection cycle some pavement may show new
distresses and some of these pavement in which distress have been identified will
either show no further degradation of distress, or will have had maintenance actions
performed to delay the need for replacement. Therefore, these estimated
replacement numbers for different facilities and their square footages are relative
guidelines. The accuracy of these numbers will depend upon the aggressiveness of
the maintenance actions and the environmental and traffic factors that affect the
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failure modes. The two most prevalent failure modes from the remaining life analysis
are full depth cracking and surface deterioration.

Table 1: Distribution of Remaining Life by Facility in Square Feet for Phase 2

Total Area 2-5Yrs 10-15 Yrs

Facility SF 0-2 Yrs SF SF 5-7 Yrs SF | 7-10 Yrs SF SF 15+ Yrs SF |20 Yrs SF
RW 18L-36R 8,185 0 0 0 0 0 8,028 157
RW 9-27 6,788 0 0 0 0 894 5,894 0
RWY 18R-36L 1,688,693 1,250 671 18,334 79,167 208 1,588,028 1,035
TV 15,602 0 0 0 0 794 14,808 0
TW D 174,980 0 0 1,875 2,197 30,722 140,186 0
TW E 44,248 0 0 0 1,094 13,008 30,146 0
TWH 3,414 0 0 0 0 0 3,414 0
W J 27,821 0 0 0 1,241 3,693 22,886 0
WM 69,504 0 0 0 0 2,326 67,178 0
TW P 34,207 0 0 2,890 0 938 30,380 0
TW Q 47,479 0 0 1,563 0 1,874 44,043 0
TW R 37,983 0 0 781 9,811 2,810 24,581 0
TW S 150,338 0 0 1,128 6,806 59,723 82,681 0
TW V3 143,260 0 0 227 147 169 142,717 0
TW V4 18,377 0 0 205 806 2,989 14,378 0
TW V5 28,561 0 0 0 1,503 4,243 22,815 0
TW V6 62,243 0 0 0 0 1,592 60,651 0
T™W W 397,179 708 401 208 4,155 19,540 371,334 831
TW W1 126,377 0 0 0 4,354 200 121,824 0
TW W2 37,547 0 0 527 0 0 37,020 0
TW W3 118,573 0 0 0 0 405 118,168 0
TW W4 100,469 0 313 313 6,563 2,500 90,781 0
TW W5 84,882 0 0 0 4,272 0 80,610 0
TW W6 131,723 0 0 625 0 0 131,098 0
TW W7 112,945 800 0 0 0 1,063 111,082 0
TW W8 118,157 0 0 9,403 738 5,528 102,488 0
TWY 33,109 171 14 36 0 0 32,888 0
Totals 3,822,645 2,930 1,398 38,115 122,853 155,219 3,500,107 2,024

The age of the concrete pavement has a significant impact upon the remaining life.
The analysis of map cracking shows a higher correlation of distress severity with
older pavements. The previous petrographic analysis revealed that microcracking
related to drying shrinkage of 18 mm in depth was present in these older pavements
with map cracking. Table 2 shows the distribution of remaining pavement service
life by pavement age. Although, there are a few pavements in the ‘30-40’ year life
category in this project, the amount of pavement is very small.

The normal FAA design life for fatigue is usually 20 years for airports and some
airports have justified a 30 year fatigue life. Airfield pavements subjected to air
carrier loads that have service lives greater than 40 years are rare. In the remaining
life analysis, even in those 30 and 40 year old pavements that showed no signs of
fatigue or map cracking distress, it was not considered reasonable to forecast a
remaining service life beyond another 10 years. That is not to say that those
pavements will fall apart in 10 years, but rather another period of inspection and
analysis is needed to reasonably forecast beyond the 10 year period.

Table 2 shows that 99.5% of the project concrete pavements were constructed in
1985 or later. As expected the concrete pavements constructed since 2002 are



T & DI Congress 2011 © ASCE 2011 266

performing well. Only 1% of the concrete pavements in the project have replacement
issues in the next seven years.

Table 2: Distribution of Remaining Life by Pavement Age

Year Age 0-2 2-5 5-7 7-10 10-15 15+
Constructed Years Area SF Years Years Years Years Years Years Totals
1968 41 6,084 100% 100%
1969 40 3,946 35% 21% 44% 100%
1974 85 4,001 100% 100%
1980 29 4,825 9.5% 90% 100%
1985 24 540,092 0.2%| 0.04% 3% 0.1% 1% 95% 100%
1987 22 18,544 1.1% 4.3% 15.7% 79% 100%
1988 21 251 100% 100%
1989 20 233,516 0.4% 0.3% 0.2% 4.6% 1.1% 93% 100%
1990 19 507,962 2% 4% 22% 73% 100%
1997 12| 1,355,256 0.06%| 0.03% 0.8% 6% 0.02% 93% 100%
2002 7 386,828 1% 7% 92% 100%
2003 6 332,618 0.2% 1% 0.06% 98% 100%
2006 3 325,115 0.07% 0.5% 1% 98% 100%
2008 1 104,196 0.7% 99% 100%
Totals 3,823,234 0.08%| 0.04% 1% 3% 4% 92% 100%

Geospatial development of the Slab Replacement Program

AECOM used the results of the pavement life remaining analysis data to create a
GIS file that will allowed the airport to look at the slab replacement and repairs in a
spatial view. The airport staff used the GIS data during a field visit to prioritize the
slabs to be replaced with three different levels based upon budget availability. The
agreed priorities were then designed, bid, and were replaced in 2009.

Geospatial Interface with Airport Operations and Maintenance at Tampa

Tampa International Airport requested that the geospatial airport pavement
management system also have the capability for airport operations to identify
pavement deficiencies in a GIS layer and enable the maintenance department to view
a photograph and to log in GIS when the discrepancy has been repaired. A new
motion computing tabletPC model J3400 was purchased by HCAA specifically for
airport Operations. The tablet was customized and a separate GIS layer was created
for the GIS data. Additional features were added after a trial period that allowed
Operations staff to mark with a polygon any areas of the airport that they close either
temporarily or by NOTAM for longer periods. In addition, the application was
designed to record the data in the field including notes and links for the daily safety
inspection report. The report can then be printed from the tablet in the office or
connected to the airport network.

The Maintenance Department used a tabletPC to track pavement repairs with the
type of repair materials used. The Maintenance tabletPC has not yet been integrated
with the work order system at this time.
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Geospatial Mapbooks of Pavement Data at Tampa

At Tampa they do not yet have an integrated Airport GIS for several departments but
it is something they are planning for the future. Therefore, HCAA chose not to
invest in a web browser interface for the GIS. In order to keep pavement
management data readily available to the engineers and managers, the HCAA elected
to fully implement a system of “Mapbooks”, an ArcGIS tool, that cover the airport in
8.5 by 11 inch format in a 1 inch equals 100 foot scale. The airport is covered in an
index of mapbooks. Since the primary runways run north south, the mapbooks were
ordered in a vertical priority for printing. The engineer has the option of printing
only a specific mapbook or mapbooks, or the GIS will print only those mapbooks in
order that has the data that has been selected for printing. As Shown in Figure 4, the
individual mapbook allows the presentation of distress on each slab at a scale such
that each slab is visible.
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Figure 4 Example Mapbook JO8 showing Distress at Tampa

BENEFITS OF THE DENVER AND TAMPA GEOSPATIAL PAVEMENT
MANAGEMENT SYSTEMS

AECOM has implemented similar yet fully customized geospatial pavement
evaluation and management systems at Denver and Tampa Airports. Both systems
use GIS for data collection, pavement evaluation and Capital Improvement Planning.
Denver added more additional testing including petrographic and structural testing to
meet specific pavement deterioration concerns. Tampa added an interface for
Maintenance and Airport Operations Divisions.

Both airports use distress mapping with TabletPCs, GIS, and GPS that provided a
complete picture of the distribution and type and severity of distresses. The
TabletPC data collection method is efficient and provides a detailed representation of
the condition of the pavements and specific distress distribution, more so than a
traditional PCI inspection.

Both airports purchased GPS enabled cameras and have a database of georeferenced
photographs of distresses that can be accessed in the geospatial pavement
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management system by location or by date. In the pavement remaining life analysis
the photographs provided invaluable information to review pavement condition. In
the case of Denver, they have a series of photographs for comparison taken in 2006
and 2009 that can be used to help analyze the deterioration of the concrete surface.
The georeferenced photographs of the deterioration of surface cracking due to ASR
provided visual evidence of the rate of deterioration and justification for slab
replacement.

The integration of a geospatial pavement management system with other GIS data is
a major benefit. At Denver, it is fully integrated with the airport GIS and all other
GIS data is available with the GAPEMS web browser display. For example, the
utility data and airfield lighting data can be displayed either on an aerial photograph
or CADD airport layout either with or without any layer of the pavement
management data.

At Tampa, the mapbooks provide a quick reference of the GIS data. It is considered
a great benefit to the airport that a theme of data can be printed in a mapbook form.
The theme may be a type of distress, the pavement age, or the PCI of the pavements.

In Denver, the special remaining life analysis was developed because traditional PCI
did not provided detailed enough information to identify and address material and
construction related deterioration issues. The answers to the extent of ASR
deterioration were only solved by a geospatial approach to analyzing distress,
petrographic core samples, operational factors and the analysis of construction
history by daily slab placement.

Further, in Denver the results of the distress survey and the remaining life analysis
caused a shift in the planned reconstruction of Runway 17L-35R. The initial plan
was to replace the keel section of the runway since it receives most traffic. However,
after the slab by slab remaining life analysis and a review of slab specific failure
modes, it was determined that only a few slabs in the keel section needed
replacement as well as a a systematic pattern of spalling occurring in the columns of
slabs just outside the keel section. Using the GIS data the number of slabs to be
replaced was designed and a contract let that resulted in bringing the runway back to
almost new condition for $20 million in slab replacement costs. The annual slab
replacement program is continually readjusted based upon the constantly updated
geospatial data.

At Tampa, the geospatial pavement management system and the full mapping of
distress data saved the airport millions of dollars by securing FAA funding. In 2009,
less than a year after the geospatial distress data was collected, the airport needed to
reconstruct a taxiway in conjunction with adjacent new bridge construction. The
FAA did not accept the reconstruction of this taxiway since it had a high PCI value
of 80 and was unwilling to provide funding support. Using GAPEMS, AECOM
showed that the taxiway had significant map cracking, was the oldest pavement on
the airfield and was one of the highest priority pavements to be replaced based upon
a remaining life analysis that showed that the failure mode of map cracking had
significant potential to result in scaling leading to a failure of the pavement.
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Through presentation of geospatial data and the associated narrative report, the FAA
reversed its decision and granted funding for the project. This solution fully paid for
the decision to implement the geospatial pavement management system at Tampa.

In closing, possibly the biggest benefit of a geospatial airport pavement management
system is the ability to continuously capture and present data to solve future
problems and optimize pavement decisions. In municipal GIS systems, it was often
cited as a benefit that a GIS will pay for itself in the future when inevitably a
problem will arise that is unforeseen but because the GIS data is available, a quick
GIS analysis can provide the best solution to the problem that otherwise would
require a guess. Both Denver and Tampa Airports have already had pay back using
GAPEMS by leveraging geospatial data to apply a specific and detailed pavement
analysis that could not have been answered by traditional pavement management
systems.
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ABSTRACT

As our population ages, older air passengers face many challenges as they travel.
Today there are over 40 million Americans over 65 years and projections are that
this number will more than double by 2050 to almost 90 million. This paper defines
what is old, examines the characteristics and demographics of older air passengers,
describes what it is like to be old, explores the challenges that older passengers face
in today’s airports, and then discusses the approaches and opportunities as we plan
and design future airports.

INTRODUCTION

Aging is one of the most important demographic dynamics affecting families and
societies throughout the world. The growth in our older population is challenging
policy makers, families, businesses, health care providers, and others, to meet the
needs of aging individuals. The aging of our population has profound implications on
our transportation system.

WHAT IS OLD

Old age is an age at which a person is nearing or surpassing the average life span.
Other terms for these persons include seniors, senior citizens, and the elderly.
However, the boundary between middle age and old age cannot be defined exactly
because it does not have the same meaning in all societies. People can be considered
old because of certain changes in their activities or social roles. For example, people
may be considered old when they become grandparents or when they begin to do less
or different work and they retire.

In the United States, the age of 65 has traditionally marked the beginning of old age
because until recently people became eligible to retire at this age with full Social
Security benefits. In the 1880s, Otto Von Bismarck picked 65 as the number for old
age in preparation for Germany’s first pension plan. At that time the average life
expectancy was 45 years and he thought the program would not need to cover many
citizens if they used twenty years beyond life expectancy. In 1950, life expectancy
increased to almost 70 years and by 1990 it was 75 years. A child born today is
expected to live to over 80 years and once we reach age 65, we can expect to live 15
to 20 more years.

Today there are more than 40 million people in the United that are 65 years and
older, and this represents about 1 in every 8 Americans. Figure 1 shows the growth
of older Americans from 1900 to today and projected to 2050 (Federal Interagency
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Forum, 2008). The total population in the United States in 2050 is forecasted to be
almost 440 million and there will be almost 90 million people 65 years and older.
This represents almost 1 in 5 Americans (20%) and the fastest growing group will be
85 years and older.

Number of people age 65 and over, by age group, selected years 1900-2006
and projected 2010-2050 , '
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Figure 1 — Number of Older Americans

Source: Older Americans 2008 — Key Indicators of Well Being, Federal Interagency
Forum on Aging Related Statistics, Washington, DC, 2008.

There will be a substantial growth in the number of older people in the 2010 to 2030
period as the first Baby Boomers (people born between 1946 and 1964) turn 65 in
2011. Recent U.S. Census Bureau reports (U.S. Commerce, 2004, U.S. Commerce,
2005, and U.S. Department of Health, 2009) provide excellent summaries of
population aging. The reports examine data for the population 65 and older and
actually identify three additional age groups — the young old (those aged 65 to 74),
the oldest old (those aged 85 and older) and centenarians (those aged 100 and over).
Today the oldest old population in the United States is about 5 million and it is
projected to grow to over 20 million by 2050 and this reflects the movement of Baby
Boomers into the oldest old category. As the older population grows larger, it will
also grow more diverse, reflecting the demographic changes in the U.S. population
as a whole over the last several decades.
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A valuable graphic to help understand demographics is the population pyramid.
Figure 2 shows the population pyramids for the years 2000 and 2050. The relative
sizes of age groups are shown as “cohorts”. Each pyramid shows males and females
cohort as a percentage of the total population. A cohort describes a group of people
born in a year or period of time that differentiates them from other groups. For
example, persons born in the Depression form a cohort, and baby boomers form
another cohort. Cohorts often differ from one another in demographic and social
characteristics, and they generally develop attitudes and value systems based on
social, economic, and political experiences that are unique to their time and
circumstances. People retiring in the 1990s are not only more educated and affluent
than previous cohorts of retirees; they are generally healthier and more vigorous and
have a more positive attitude toward retirement. One must recognize cohort
differences and diversity within the older population so that one responds to meet
special needs of the elderly instead of a generalized picture of the “typical older
person”.

OLDER AIR PASSENGERS

In the coming decades, planners will be confronted by an unprecedented challenge.
American society is aging — not only will there be more people, but they are living
longer. This trend has enormous implications on our society.

Last year there were over 700 million air passenger enplanements at U.S. airports.
The recent FAA Aerospace Forecast (Federal Aviation Administration, 2010)
projected that the domestic passenger enplanements will grow at an average rate of
2.4 per cent over the next twenty years with mainline carriers growing slower than
regional carriers (2.2 % versus 3.0% per year, respectively). International passenger
enplanements are expected to grow at an average of 4.2 percent per year over the
next twenty years, with India, China, and Taiwan forecast to be the fastest growing
markets. It is projected that total air passenger enplanements in the United States will
exceed one billion in 2023.

To determine the number of older air passengers, results from the National
Household Travel Survey (NHTS) for long distance travel in the United States are
used (U.S. DOT Bureau of Transportation Statistics, 2006). It is estimated that about
15 million air trips in the United States were made last year by persons 65 years and
over. This represents about 0.4 air trips per person. A similar rate has been observed
for persons under 25 years old, while for travelers between 25 and 64 the rate is
about 1.0 air trip per person.

One has to be careful when using NHTS data and FAA passenger enplanement as
enplanements include non-residents and a trip may often include several
enplanements. Over 75 percent of air trips are made by persons in the 25-64 age
group and about 6 per cent are made by persons 65years and over. The 25-64 age
current group represents about 53 per cent of the U.S. population while the over 65
group is about 13 per cent of the U.S. population.
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Using Census projections, the 65 years and over age group is expected to grow to 16
percent in 2020, 19 percent in 2030, and 20 percent in 2050. If one applied the trip
rate directly for all people over 65, there would be 22 million air trips by persons 65
years and over in 2020, over 30 million in 2030, and 35 million in 2050. In the next
twenty years, the number of older passengers would be double the current levels.
However one must be cautious when applying the rates and realize that the rate
probably does not apply to everyone 65 years and over. There will be differences in
the cohorts. The young old group makes more air trips than older cohort groups. The
proportion of leisure time that older Americans devote to sports, exercise, recreation,
travel and socializing declines with age. Americans aged 75 and over spent a higher
proportion of their leisure time reading, relaxing, and thinking. However chances are
that senior propensity to travel could actually be greater because seniors are healthier
and more familiar with air travel than their predecessors. Although there may be
some question and uncertainty on specific numbers, everyone agrees that there will
be many more older air passengers in the future.

WHAT IS IT LIKE TO BE OLD

As we age, there is often a general physical decline and we become less active. The
medical study of the aging process is gerontology and the study of diseases that
afflict the elderly is geriatrics. Aging is a process that affects each individual
differently. Some individuals remain relatively healthy while others succumb to one
or another age-related disease. Even at age 80, about half of the population is still
cognitively normal. A key point to remember is that there is a very wide range in
people in any age group or cohort.

It is important to view aging as a normal process. Many of the changes that we
associate with aging, however, such as forgetfulness, joint stiffness, or senility may
be caused by disease instead of by natural aging. Memory loss and confusion may
actually be the result of small strokes, reactions to medication, poor nutrition,
depression, or a number of other factors. Sixty percent of the behaviors that appear to
be caused by senility accompanying the aging process are related to other causes and
have found to be either reversible or treatable.

Other changes, such as vision loss, hearing impairment, slower movement, and loss
of bone and body mass, can be expected with age. Many of these changes begin
much earlier in the life cycle. For example, hearing loss begins about age 25 and
changes in normal vision are generally apparent by age 40. Fortunately, most of
these changes are very gradual and there are exceptions to the rule. Research on
changing reaction times and learning with age provide good examples. While a
decline in reaction time is a common attribute of aging, studies show that older
people in their sixties who have remained athletic have faster reaction times than
nonathletic people who are in their twenties.

As Frederic Verzar, the Swiss gerontologist once said, “Old age is not an illness; it is
a continuation of life with decreasing capabilities for adaption” (Howe, 1994).
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A brief overview of aging is described (Centers for Disease Control, 2007) and
grouped in three categories — changes in the one’s sensory system, physical changes,
and mental changes.

Sensory Changes

Sensory includes changes in vision, hearing, and other systems. Even with corrective
lenses or medical treatments, millions of Americans have less than 20/20 vision. A
decline in vision generally begins around age 40 and by age 65 almost everyone will
experience some loss in ability to focus, to resolve images, to discern colors, and to
adapt to light. By age 75, poor vision is common. Over 60 percent of those
considered visually impaired are older persons.

Hearing loss is perhaps the most serious of the sensory impairments that comes with
age. The deficit cannot be as easily perceived by others (as can vision loss) and often
receives less public sympathy, yet loss of hearing can be very isolating. Hearing loss
is also gradual. It begins in middle age and affects more people than any other
chronic condition. About 40 percent of all older people suffer a hearing loss that
affects their communication and social relationships.

The most common loss is the ability to hear high frequency sounds and voices. The
high-frequency sounds of speech become distorted making it difficult to follow
conversation. Older people with hearing loss also have a difficult time distinguishing
background noise from speech. Noise in general is also most distracting to older
people than to younger ones. This may be especially true in public areas like airports
where human and voice-synthesized announcements compete with many other noises
for a person’s attention. The problem of background noise may be exacerbated by
the use of a hearing aid which amplifies all sound not just the conversation one
would like to hear.

Taste, smell, and sensitivity of the skin also decline somewhat with age. For
example, most people over the age of 65 have lost 50 percent of their taste buds and
this decline continues with aging.

Physical Changes

Muscle strength in the heart is reduced (the degree is dependent on physical activity
throughout life), thus reducing output of blood by the heart. Changes in heart rate
and in lung capacity during the aging process lead to loss of reserves. Under stress or
exertion, older people have less reserve than younger people, resulting in increased
tiring and increased time needed to complete tasks.

In old age there is a decrease in strength, agility, and fine motor control. These
conditions may also be exacerbated by arthritis, stroke, or other diseases. This
decrease results from a loss of muscle mass and degeneration in the joints. Lack of
muscle tone and impaired muscle coordination contribute to the loss of ability to
balance rapidly or compensate for sudden loss of balance. Negotiating the
environment therefore becomes more difficult and the tendency for falls is increased.
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Mental Changes

Other noticeable changes that seem to come with aging are those that affect mental
status, learning, and memory. Although it is not clear that these changes directly
relate to cognitive functions, when combined with a slowing of the nervous
impulses, they contribute to the older person generally needing longer to perform
tasks or to respond to instructions.

Changes in memory are often the source of humor about aging and indeed some
memory loss does seem to occur as a natural consequence of age. Research, while
not conclusive, indicates that both short-term memory and long-term memory show
impairment with age, with short-term memory affected a greater extent. The ages at
which these changes occur differ by individual, but in general they will occur by the
age of 80.

Senility is often referred to as dementia and is the condition of intellectual and
cognitive impairment that is associated with age. These are behaviors caused by
either temporary or irreversible organic brain syndromes. Impairments include losses
of orientation, of short- and long-term memory, of visual-motor coordination, of
learning and retaining spatial arrangement, of the ability to abstract and assimilate
new information, and of the ability to carry out sequential tasks or remember time
sequences.

Changes in Confidence

When an older person cannot function in an environment that was once familiar,
self-concept and confidence may suffer. An inability to use transportation or remain
involved in the community will often lead to a downward spiral with loss of self-
esteem leading to further isolation. Older people, like those in all age groups, cherish
their independence.

The American Disabilities Act (ADA) is a landmark law that protects the civil rights
of persons with disabilities. ADA Accessibility Guidelines (Federal Aviation
Administration, 1999) have been established for airport planning and design.
Disabilities can be classified into three main categories — vision impairment or legal
blindness, deafness or hardness of hearing, and mobility impairment (Landrum,
2010). Although many of the ADA guidelines are applicable for older passengers
there is a significant difference between disabled and aging passengers. Disabled
passengers are acutely aware of their limits while older passengers may also
experience reduced mobility, agility, and stamina, but they do not want to be
considered disabled (Landrum, 2010).

IMPLICATIONS ON AIRPORTS
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Seniors are having problems using airports. Waiting, long walking distances, and
difficulties in wayfinding in terminals are anxiety provoking and can deter seniors
from using airports (Wolfe, 2003, and Corgan, 2008).

Waiting

A major cause of anxiety and frustration for the airline passenger is the inevitability
of having to wait. There are four primary processors at which passengers will often
have to wait — check-in, security, gate area, and baggage claim. Passengers are often
frustrated by the perceived waste of time and are anxious about missing their flight
which can be very troubling to older passengers and inexperienced air travelers.
There are also numerous other locations at an airport where waiting is common and
these include such activities as restaurant and other food services, concessions,
restrooms, stores, intra-airport circulation systems, and ground access services. In
addition, waiting generally requires long periods of time standing which can be
fatiguing, especially for older air passengers. Waiting has become an expected part
of air travel today but considerations should be made for older air passengers by
providing more seating particularly in the area of the four primary processors —
check-in, security, gate area, and baggage claim.

Walking

As our airport terminals have expanded to handle growing passenger demands, the
walking distances have also increased where they have become an obstacle
confounding older passengers.

The suggested maximum walking distance between major functions is 1000 feet (300
meters), but greater distances can be accepted provided a form of mechanical
assistance is available (International Air Transport Association, 2004). Moving
walkways have become a popular alternative in many terminals but they may create
difficulties for some older passengers as they require standing and there may be
balance issues as they step on or off the device. Automated people mover systems
are being used for longer distances but again there may be standing and balance
issues. It is suggested that more seating be provided on the vehicles and in waiting
areas. A third option is electric passenger assist vehicles/carts. The key issues for
older passengers is the ease of boarding and disembarking from the carts, waiting,
and restrictions or limitations on where they can be used in the terminal.

The second aspect of walking is the change in levels that occur in most terminals.
Stairs are the least desirable option for older passengers. Research indicates that 30
percent of the population 75 years and older have trouble using stairs. Escalators also
pose problems to many older passengers as they face balance issues as they step on
or off an escalator. The elevator is clearly the preferred option for moving between
levels but they are often a hidden option and many older passengers do not realize
that an elevator is available.
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Wayfinding

Wayfinding is much more than signage - it actually includes several forms of
communication. Wayfinding allows passengers to orient themselves within the
facility, provides critical information, and gives passengers clear and simple
directions. There is a lot of information that is presented at an airport and finding
one’s way in airport terminals and getting to and from an airport can pose a
challenge for all air travelers but research indicates that way finding is in general
more challenging for older people and the risk of disorientation is higher. It is also a
challenge for new or inexperienced air travelers.

Most airports rely on maps and information displays to facilitate way finding and
special care must be taken in the design of these maps and placement location. Even
with excellent maps and displays, many older passengers prefer directions from a
person. Volunteer guide programs have been particularly helpful in providing
information and reassuring older passengers that they are going in the right direction.

One area that is particularly confusing for passengers is security. The enhancement
of security requirements over the past ten years has posed additional difficulties for
older passengers. The waiting and standing in line, identification checking, removal
of personal items and clothing and shoes and placing them in tubs, maneuvering
baggage onto and off of the conveyor belt, and the walking through the passenger
screening device. Older passengers are often confused by the many activities that
occur in the screening process, the changing procedures, and the verbal commands or
information that are provided.

CONCLUSIONS

People in the United States are living longer and healthier lives than ever before. In
the next ten to twenty years a growing group of older air passengers will emerge who
will have the time and money to fly, but may be reluctant to do so because airports
and air travel make it a very unpleasant experience for older air passengers. We must
plan our airports to meet the needs of older air passengers and we must always think
about waiting, walking, and wayfinding.
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Abstract

In order to increase arrival rates at many of today’s heavily congested airports,
simultaneous approaches, whenever possible, are conducted on parallel runways. For
many years, the FAA has permitted simultaneous independent instrument approach
operations only on parallel runways with a minimum separation of 4300 ft.
Nowadays, new procedures have been developed to increase the utilization on
closely-spaced runways, PRM/SOIA (Precision Runway Monitor/Simultaneous
Offset Instrument Approach), one of the most recent of such procedures, allows
simultaneous approaches in systems of runways spaced as close as 750 ft. Fraga et al.
(2010) [6] wusing computer simulation showed the potential application of
PRM/SOIA at Sao Paulo/Guarulhos International Airport (GRU) evaluating its
impact on the airport runway hourly capacity. The present paper considering GRU as
part of the airport system of TMA-SP (Sao Paulo Terminal Airspace) focuses on the
influence of PRM/SOIA implementation at GRU on the system of main airports in
the terminal airspace. Evidences were found that TMA-SP current overlapping
approach procedures generate interferences on the operations of the airports in the
system reducing the overall runway hourly capacity of the airports. In order to
quantify this interference simulation was used to evaluate and to compare the airport
system runway hourly capacity as opposed to the individual airport runway hourly
capacity added up. It was found that TMA-SP airport system runway hourly capacity
is about 30% less than the estimated overall runway hourly capacity of the airports
alone.

1. Introduction

The capacity of any airspace system worldwide is primarily constrained by the
landing capacity of its busiest airport. Historically, world air traffic has been
increasing at about 5 to 6% per year for many years and will likely continue at that
growth rate in the future. Therefore, increases in the number of aircraft landings will
approximately triple in 20 years. In order to accommodate these landing rates, it will
be necessary to increase the number of airports, increase the usable number of
runways at existing airports, or both (Powell 2005 [19] ). As a result, aiming the
enhancement of airport’s airside capacity, many airports have implemented multiple
runways, prioritizing the construction of parallel runways to allow simultaneous use
during periods of high demand. Currently, at many heavily congested airports,
simultaneous approaches are conducted to parallel runways in order to increase
arrival rates, even under instrument flight rules (FAA 2003 [4]).
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There are some major safety concerns during simultaneous parallel approaches,
primarily under instrument procedures. One of the main concerns regards the
propagation of wake turbulence from the leading aircraft into the path of the trailing
aircraft. Aircraft proximity is another main concern.

As a result, during visual simultaneous approaches (that requires visual
meteorological conditions - VMC), the trailing aircraft needs to fly not too far behind
the leading aircraft. Wind strength and direction playing a key role in the
determination of the maximum distance it can fly behind (as seen in Figure 1).
Aircraft proximity concern, as a sudden change of direction of one of the aircraft can
lead to in flight collision, establishes the minimum distance between the trailing and
leading aircraft. Therefore, a Safe Zone between simultaneous approaches can be
created (as seen in Figure 1) and the trailing aircraft can be required to fly inside the
Safe Zone at all times (Powell 2005 [19] ; Matsuyama and Cugnasca 2008 [16] ).
However, this is almost impracticable during instrument procedures (IFR), once the
airplanes wouldn't be able to maintain visual contact to each other.
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Figure 1. Scheme of zones, longitudinal spacing (LS) and wake vortex [19] .

As a result, for many years, the FAA has permitted simultaneous independent
approach operations under instruments procedures for parallel runways with a
minimum separation of 4300 ft (FAA 2003 [4] ). These operations can be regularly
performed by two aircraft simultaneously flying the standard Instrument Landing
System (ILS) procedure using standard displays (Massimini 2006 [15] ).

At some airports, however, limited physical space or even surrounding constructions
and terrain topography that may impose violations to the obstacle limitation surfaces
may make it impossible to construct parallel runways with the minimum prescribed
distance of 4300 ft between center-lines. Hence, some airports that have parallel
runways with reduced separations (from 4300 ft to as close as 750 ft apart) may only
allow simultaneous approaches under Visual Flight Rules (VFR) and not under
Instrument Flight Rules (I