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Preface

It is so often stated that water is a ubiquitous liquid on earth and a general solvent
for many kinds of solutes that such statements sound as clichés. Nevertheless, they
are correct and merit discussion. Other common statements are that the properties
of water are unique among liquids and are difficult to understand: “No one really
understands water. It’s embarrassing to admit it, but the stuff that covers two-thirds
of our planet is still a mystery. Worse, the more we look, the more the problems
accumulate: new techniques probing deeper into the molecular architecture of liquid
water are throwing up more puzzles.” (Ball 2008). Unfortunately, to date this situation
keeps being rather true and should be accorded a more comprehensive treatment.

On the other hand, ions are found in a large variety of environments. These include
a non-environment where the ions are isolated in vacuum, as generated for example in
a mass spectrometer. Ions in a gaseous phase include clusters of ionized water vapour
relating to cloud formation. Ions in condensed phases may occur in solids, whether
crystalline or disordered (glasses) but also in liquids, including room temperature
ionic liquids or molten salts at higher temperatures. In such condensed phases the
ions are in close vicinity to one another with strong coulombic interactions between
their charges that tend to order the ions (at least over short distances in liquids) with
alternating positive and negative charges.

Ions also exist in liquid solutions in a variety of solvents, whether non-aqueous,
aqueous, or mixed. When ions are placed in a solvent, by the dissolution of an
electrolyte capable of extensive ionic dissociation, the properties of such solutions
cannot be estimated simply as weighted sums of the properties of the individual
components, solvent and ions. This results from the strong interactions between
the ions and the solvent molecules, which merit intensive investigation in order
to comprehend the properties of such solutions. The ions tend to be solvated in
solution with a solvation shell around them, the solvent separating the ions from one
another, their mutual distance apart depending on their concentration. For a binary
electrolyte, consisting of one cation C and one anionA at a molar concentration c their
average distance apart is inversely proportional to the cube root of the concentration:
dav

C−A = (2cNA)−1/3 (Marcus 2009). If each of the ions has one solvent molecule
attached to it in the space between them, there is hardly space for a further solvent
molecule between the solvated ions at a concentration of 1 mol per litre. Therefore, the
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properties of dilute and mildly concentrated solutions differ considerably. Moreover,
electrolyte solutions may be homogeneous but also colloidal dispersions and their
properties vary from those in the bulk to those near surfaces. The interactions of
ions at solution surfaces, whatever the phase at the other side of the surface—a gas,
an immiscible liquid, a solid (e.g., an electrode), or dispersed colloidal particles
(including biopolymers)—are also a subject that requires attention.

Both biological systems and their physiology are based on the water that is present
in all living things, which is essential to life, as well as on solutions of ions in the water.
Furthermore, these solutions exist in rather heterogeneous situations, in the vicinity
of surfaces of organic substances that are partly hydrophilic and partly hydrophobic
and which may carry charges on their ionisable groups. Therefore, the biophysical
implications of such solutions are consequences of the above-mentioned interactions.
There exists thus a wide spread of topics that should be dealt with in a book such as
the present one.

The term “entropy”, meaning “transformation” in Greek, was introduced by Clau-
sius for this well known but perhaps less well understood thermodynamic quantity.
This entity is often interpreted as “disorder” in a system, equivalent to “chaos”, but
also as “lack of knowledge” in terms of information theory (Ben-Naim 2008). It is the
purpose of this book to fill the gap in ordered knowledge about the above mentioned
topics of ions in water, and lead the reader from “chaos” to “cosmos”, which means in
Greek “order” and “harmony”. Therefore, “from chaos to cosmos” is an apt subtitle
for this book, in particular because ions in aqueous solutions relating to biophysical
phenomena are classified as “chaotropic” or “kosmotropic”. The justification of the
use of these terms in the context of biological systems is critically assessed in this
book. The author does not belong to the biophysics research establishment, hence
his efforts to bring order to the use of such terms such as chaotropic and kosmotropic
ions and the Hofmeister effect and series is like tilting at windmills. Still, he is con-
fident that the suggestions made in this book may infiltrate into this establishment
and might be accepted in the long run.

This book, being written by a single author, cannot be a comprehensive treatise on
the subject of ions in water. It does present the author’s physicochemical point of view,
but is annotated with a large number of references to the original literature. In the
present millennium already some 700 books have been published that have “water”
in their title, but only very few have bearing on the present spread of problems.
Some, indeed “ancient”, books on aqueous electrolyte solutions, however, should
be mentioned here, because they contain the physicochemical basis for the present
discussions: the books by Harned and Owen (1958) and by Robinson and Stokes
(1965). More recently the books by Conway (1981) and by Marcus (1985) and a
special journal issue edited by Harding (2001) bear directly on the problems dealt
with here. Other books are mentioned in the chapters dealing with the specific topics.

The author acknowledges gratefully very useful comments from Prof. Werner
Kunz (Regensburg) and Prof. Bernd Rode (Innsbruck) on some parts of this book.
However, the opinions presented are solely the author’s.
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Chapter 1
Water

Water is a ubiquitous liquid substance in our world, is essential for life as we know
it, and has by all accounts striking properties that set it aside from other liquids.
It has therefore been investigated from many points of view and the results have
been published in innumerable papers in journals and in many books. Some 70 years
ago Dorsey (1940) published a compendium of data on the water substance and
Eisenberg and Kauzmann (1969) published a book on the structure and properties of
water. A collective set of volumes, edited by Franks (1972) some 40 years ago, was
devoted to water and solutions in it. Since then numerous more books and review
articles have been devoted to the properties of water, both for itself and as a solvent
for various substances, including electrolytes and their constituent ions. The recent
review by Malenkov (2006) of the structure and dynamics of liquid water covers
the developments in these subjects since the earlier books mentioned above. Recent
works on the properties of water are the collection of review papers edited by Pratt
(2002) and the book by Ben-Naim (2009) on understanding water.

1.1 Liquid Water

1.1.1 The Properties of Water in the Liquid State

The limits of existence of water in a thermodynamically stable liquid state extend
from the triple point, at which it is in equilibrium with ice I, the solid state of
water under ordinary pressures, to the critical point, at which the distinction between
liquid and vapour phases vanishes. The former limit, the triple point, is at 0.01 ◦C
(Tt = 273.16 K) and Pt = 0.61166 kPa. The latter limit, the critical point, is at
374.93 ◦C (Tc = 647.096 K) and Pc = 22.064 MPa. Liquid water also exists in a
meta-stable sub-cooled state, theoretically down to the glass transition point, 139 K,
but experimentally to 232 K (−41 ◦C) before spontaneous nucleation and freezing
sets in. Liquid water is at equilibrium with water vapour along the so-called saturation
curve, pσ(T ), where pσ is the vapour pressure, but it exists as a liquid also at higher
external pressures. Wagner and Pruss (2002) reported the IAPWS 1995 formulation

Y. Marcus, Ions in Water and Biophysical Implications, 1
DOI 10.1007/978-94-007-4647-3_1, © Springer Science+Business Media Dordrecht 2012



2 1 Water

Fig. 1.1 A part of the phase
diagram of water, showing the
domains of the solid (iceI, S),
the liquid (L), and the vapour
(V ). The square denoted the
triple point and the triangle
the critical point. (From data
in (Dorsey 1940))

for the thermodynamic properties of water; it seems to be so far the last word on
the subject. The expression for the saturation (equilibrium) vapour pressure of liquid
water, pσ(T ), takes the following form:

ln

(
pσ

Pc

)
= (1 − θ )−1

[
a1θ + a2θ

1.5 + a3θ
3 + a4θ

3.5 + a5θ
4 + a6θ

7.5
]

(1.1)

where θ = 1 − T/Tc and with the following coefficients: a1 = −7.8595, a2 =
1.84408, a3 = −11.78665, a4 = 22.68074, a5 = −15.96187, and a6 = 1.801225.
The relevant part of the phase diagram of water is shown in Fig. 1.1.

The properties of water are important for the understanding of the effects ions
have on it. The molecular properties pertain to isolated water molecules in the ideal
gas state. Some of these properties are shown in Table 1.1 for ordinary water, H2O,
and also for heavy water, D2O, where known. The properties of these substances as
liquids are, of course, also of large significance in the context of this book and are
shown in Table 1.1 too.

The thermophysical and thermodynamic properties of liquid water as well as its
chemical properties, all depend on the temperature and the pressure. The thermo-
physical and thermodynamic properties include the density ρ, the molar volume
V = M/ρ, the isothermal compressibility κT = ρ−1(∂ρ/∂P )T = −V −1(∂V/∂P )T ,
the isobaric expansibility αP = −ρ−1(∂ρ/∂T )P = V −1(∂V/∂T )P , the saturation
vapour pressure pσ, the molar enthalpy of vapourization �VH, the isobaric molar
heat capacityCP, the Hildebrand solubility parameter δH = [(�VH−RT )/V ]1/2, the
surface tension γ , the dynamic viscosity η, the relative permittivity εr, the refractive
index (at the sodium D-line) nD, and the self-diffusion coefficient D. These are shown
in Table 1.2, at the ambient pressure of 0.1 MPa (1 bar, 0.986923 atm) as a function
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Table 1.1 Properties of light and heavy water. (Jasnsco and Van Hook 1974; Marcus 1985, 1998)

Molecular properties H2O D2O

O–H(D) bond length, (pm) 95.72 95.75
H–O–H angle, (◦) 104.523 104.474
Moment of inertia, (IA/10−30 kg m−2) 0.10220 0.18384
Moment of inertia, (IB/10−30 kg m−2) 0.19187 0.38340
Moment of inertia, (IC/10−30 kg m−2) 0.29376 0.56698
Hydrogen bond length, (pm) 276.5 276.6
Dipole moment, (μ/D) 1.834 1.84
Electrical quadrupole moment, (θ /10−39 C m2) 1.87
Polarizability, (α/10−30 m3) 1.456 1.536
Collision diameter, (σ /pm) 274
Potential energy minimum, (u/kB )/K 732
O–H(D) bond energy at 0 K, (kJ mol−1) 44.77
Proton (deuteron) affinity, (kJ mol−1) 762 772
Symmetrical stretching frequency, (cm−1) 3656.65 2671.46
Asymmetrical stretching frequency, (cm−1) 3755.79 2788.05
Bending frequency, (cm−1) 1594.59 1178.33
Zero point vibrational energy, (kJ mol−1) 55.31 40.44

Thermodynamic properties
Triple point, K (◦C) 273.15 (0.00) 276.97 (3.82)
Normal boiling point, K (◦C) 373.15 (100.00) 374.57 (101.42)
Critical temperature, K (◦C) 647.3 (374.1) 644.1 (370.9)
Critical pressure, (MPa) 22.12 21.86
Molar mass, (M/kg mol−1) 0.018015 0.020031
Van der Waals volume, (VvdW/cm3 mol−1) 12.4 12.4
Van der Waals surface area, (AvdW/104 m2 mol−1) 22.6 22.6
Ideal gas heat capacity, (CP/J K−1 mol1) 33.578 34.238
Ideal gas entropy, (S/J K−1 mol1) 188.72 198.23
Enthalpy of vapourization, (kJ mol−1) 44.04 45.46

Properties of the liquid at 25 ◦C
Isobaric heat capacity, (J K−1 mol−1) 75.27 84.52
Isochoric heat capacity, (J K−1 mol−1) 74.48 83.7
Isothermal compressibility, (GPa−1) 0.457 0.4678
Isobaric expansibility, (10−3 K−1) 0.2572 0.1911
Surface tension, (mN m−1) 71.97 71.85
Viscosity, (mPa.s) 0.890 1.103
Magnetic susceptibility, (χ /10−6 cm3 mol−1) −12.9
Relative permittivity, (εr) 78.46 78.06
(∂ lnεr /∂T )P (103 K−1) −4.59 −4.64
(∂ lnεr /∂P)T (GPa−1) 0.471
Self-diffusion coefficient, (D/10−9 m2 s−1) 2.299 2.109
Cooperative relaxation time (at 20 ◦C), (τ /ps) 9.55 12.3
Refractive index at Na D line 1.33250 1.32841

of the temperature, in the range relevant for liquid water, i.e., at 0 ◦C ≤ t ≤ 100◦C,
where the vapour pressure is pσ ≤ 1atm = 0.101325 MPa.

Finally, some chemical properties of water, such as the polarity and solva-
tochromic indices, are listed in Table 1.3 for 25 ◦C. The self-ionic-dissociation, of
water is the most important chemical property of water. Its equilibrium constant,KW,
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Table 1.3 Chemical
properties of light and heavy
water at 25 ◦C

Property H2O D2O

Dimrot-Reichard polarity index,
(ET(30)/kcal mol−1)

63.1 62.5

Normalized Dimrot-Reichard polarity
index, (ET

N)
1.000 0.991

Kamlet-Taft polarity/polarizibility, (π*) 1.09
Kamlet-Taft electrom pair donicity, (β) 0.47
Kamlet-Taft hydrogen bond donicity, (α) 1.17
Gutmann donor number 18.0
Gutmann-Maier acceptor number 54.8
Marcus softness parameter, (μ) 0.00
Ion product, pKW (Pentz and Thornton

1967)
13.996 14.860

Table 1.4 Some temperature
dependent chemical
properties of water

t(◦C) κ(μS m−1)a pKW(m)
b Sy

0 1.19 14.944 0.4883
10 2.33 14.535 0.4960
20 4.20 14.167 0.5046
25 5.48 13.996 0.5091
30 7.06 13.833 0.5139
40 11.1 13.535 0.5241
50 16.7 13.262 0.5351
60 24.0 13.016 0.5470
70 33.4 12.796 0.5599
80 45.5 12.598 0.5739
90 59.9 12.420 0.5891
100 76.4 12.260 0.6056
aFrom Light (1984)
bFrom Harned and Owen (1958)

for the ion product resulting from the autoprotolysis, has been studied extensively by
many authors, and the book by Bates (1973) may be consulted for details. Table 1.4
shows pKW, the negative of the logarithm of the ion product equilibrium constant,
(on the molal scale, mol (kg water)−1). Also relevant are the specific conductance κ ,
and the limiting slope of the Debye-Hückel expression for the activity coefficients
of 1:1 electrolytes Sy (on the molar, M, scale). The values of these properties are
shown for 0 ◦C ≤ t ≤ 100 ◦C in Table 1.4.

Such data are available also in the compendium by Riddick et al. (1986) on the
properties of solvents and in the book by Marcus “Ion Solvation” (1985) among
other sources. The latter book also summarizes interpolation functions for some of
these variables. Some of these data are also available there for heavy water, D2O
and for sub-cooled liquid water, down to −35 ◦C, and heated liquid water along the
saturation line to the critical point and at elevated pressures.

1.1.2 Water as a Structured Liquid

There exists consensus among researchers that water is a highly structured liquid due
to an extensive network of hydrogen bonds (HBs). However, no agreement exists
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on how the structure is to be defined and on how the extent of hydrogen bond-
ing is to be measured or computed. Only recently have the intermolecular distances
d(OW–OW), d(OW–HW), and d(HW–HW) (pertaining to the water oxygen and hydro-
gen atoms) and the orientations of the water molecules been determined satisfactorily
in liquid water by diffraction measurements and computer simulations (Head-Gordon
and Hura 2002).

The molecular structure of liquids, as measured by x-ray and neutron diffraction,
is presented in the first place as the structure factors S(k). The diffraction methods
yield the intensities I of the diffracted beams at various angles θ at a fixed wavelength
� of the radiation for the defined variable k:

k = λ−14πsin

(
θ

2

)
(1.2)

The structure factors are then obtained as

S(k) ≈ I (k) − I (0)

I (∞) − I (0)
(1.3)

This expression uses the intensities measured at very small angles I(0) and at very
large angles I(∞) to normalize the intensities and eliminate the effect of the incoher-
ent scattering on the relative intensities. Note that limS(k →0) = ρkBT κT ∼ 0.01
(nominally S(0) = 0) where ρ is the number density of the diffracting atoms, and
also that S(∞) = 1.

The structure factor is related to the radial distribution function of the liquid
n(r) and, in turn, to the pair correlation function g(r) of the diffracting atoms, see
below. The former of these quantities is the probability of finding a particle in a
spherical shell of thickness dr at a distance r from a given particle. At large distances
there are no interactions between the particles so that dn(r → ∞, dr) = ρ4πr2dr,
is proportional to the number density of the particles. At short distances, where
attraction and repulsion forces between the particles play a role, the presence of a
given particles at the origin affects the probability for another one to be in a volume
element at the distance r from it: they are correlated. Hence the pair correlation
function is defined by the conditional probability of finding another particle at a
distance r from a given one:

dn(r , dr) = g(r)ρ4πr2dr (1.4)

Since there is no correlation between the particles at large distances from each other
g(r → ∞) = 1. On the other hand, at very small distances the large repulsion of the
electronic shells of the atoms prevent their overlapping and g(r < σ ) = 0, where
σ is the diameter of the particles. Integration of Eq. (1.4) from σ to any distance r
yields the number of neighbouring molecules around the particle at the origin, i.e.,
the coordination number up to that distance. Generally g(r) peaks at r = σ + ε,
i.e., at a distance slightly beyond σ , and “undulates” further out reaching unity
asymptotically, but practically beyond 3σ and possibly up to 5σ . The coordination
numbers reach plateaus (have small slopes) at r ∼ σ , that is the first coordination
shell, and possibly also for the second shell at r ∼ 2σ .
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Fig. 1.2 The three partial pair
correlation functions:
g(OW–OW, r), g(OW–HW, r),
and g(HW–HW, r), for water
at ambient conditions.
(Reproduced from (Soper
2000) with kind permission of
© The American Institute of
Physics)

The structure factors yield after Fourier transformation the total pair correlation
function g(r):

g(r) = (
2π2ρr

)−1
∞∫

0

(S(k) − 1)k sin(kr) dk (1.5)

Here “total” means that g(r) pertains to all the diffracting atoms. Application of x-ray
diffraction results in the structure of liquid water, in terms of g(OW–OW, r), since
only the oxygen atoms, but not the hydrogen atoms, diffract x-rays. This function
resembles to some extent that of liquid argon, a non-structured liquid by all accounts
(Fisenko et al. 2008), as demonstrated by Marcus (1996). There is, thus, more in the
notion of the structure of water than what is measurable by g(r), which is dominated
by the strong repulsion of molecules that are too closely packed together.

Special techniques, isotope substitution in neutron diffraction with empirical po-
tential structure refinement, permit partial pair correlation functions to be obtained.
The three partial pair correlation functions: g(OW–OW, r), g(OW–HW, r), and g(HW–
HW, r), provide more information on the molecular structure of water as discussed
below. Those for water at ambient conditions are shown in Fig. 1.2 (Soper 2000).
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Table 1.5 The “structuredness” of some highly hydrogen-bonded solvents at 25 ◦C compared with
other common electrolytic solvents

Solvent Stiffness Order �CP/V KDOCP Openness
(δ2

H − Pi)/ (��vapS/R) (J K−1 cm−3) (g) (1 − VX/V )
MPa

Water 2,129 7.82 2.31 2.90 0.076
1,2-Ethanediol 548 21.20 0.92 2.08 0.091
Glycerol 541 39.50 1.41 2.13 0.034
2-Ethanolamine 490 23.20 0.67 2.25 0.090
Formamide 1,014 7.58 1.56 1.67 0.091
Methanol 570 6.26 0.92 2.82 0.243
Acetonitrile 186 4.38 0.74 0.74 0.236
N, N-Dimethylformamide 101 4.00 0.74 1.03 0.249
Dimethyl sulphoxide 187 5.07 0.89 1.04 0.140

The first peak in the g(OW–OW, r) function pertains to nearest water molecule neigh-
bours, the second peak to next-nearest-neighbours, etc. The extent of the correlation
(the height of the peak) is seen to diminish with increasing distances. The very large
first peak in g(OW–HW, r) pertains to the O−H covalent bond and is not relevant
to the structure of water, but the second and further peaks yield information on the
mutual orientation of the water molecules and on the hydrogen bonding. The latter
item can also be retrieved from g(HW–HW, r).

Before going into the details of the hydrogen bonding, there are other features of
structured liquids in general and of water in particular that ought to be discussed.
The notion of “structuredness” that was introduced by Marcus (1992) relates to more
subtle interactions characterizing bulk properties of a liquid. Following Caldin and
Bennetto (1971), Marcus described the structuredness of liquids in terms of the
“stiffness”, “order”, and “openness” of a liquid in general.

The work that must be expended in order to create a cavity in a liquid measures
its stiffness. Such a cavity is required in order to accommodate a molecule of the
liquid itself, condensing into it from the vapour, or of a solute particle. This work
per unit volume of the cavity can be obtained from the thermodynamic quantities
characterizing the liquid: its molar enthalpy of vapourization�vH, its molar volume
V, its isobaric expansibility αP, its isothermal compressibility κT, and its vapour
pressure pσ, all at the temperature of interest T. These yield the difference between
the cohesive energy density ced = δH

2 = [�vH − RT ]/V and the internal pressure
Pi = T αP/κT − pσ. The ced is the square of the Hildebrand solubility parameter.
According to Marcus (1999):

stiffness = δH
2 − Pi = [(�vH − RT )/V ] − T (αP/κT) − pσ (1.6)

Water is a very stiff liquid, with δH
2 −Pi = 2, 129 MPa at 25 ◦C, much beyond other

liquids, even those with a hydrogen bonded network, Table 1.5.
The deficit of the molar entropy of a liquid with respect to the same substance

in the ideal gas phase is a measure of the “order” existing in the liquid. Trouton’s
constant, �vapS(Tb) = �vH (Tb)/Tb is the negative of this deficit, where Tb is the
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normal boiling point at atmospheric pressure (0.101325 MPa) and�vS and�vH are
the molar entropy and enthalpy of vapourization. Trouton’s constant of an ordered
liquid is�vapS(Tb)/R > 12. The value for water is 13.15, but it shares this property
with a great many other liquids that are ordered (Marcus 1992). However, water
vapour at the boiling point is associated and thus has a lower entropy than it would
have in the ideal gas state. For a more refined criterion for order possible association
in the vapour phase is taken into account according to Marcus (1996) by equating
order with��vS/R. This eliminates liquids, such as normal alkanes, that are deemed
to be unordered and vapour phase association:

order = ��vS/R = [�vSliquid(T ,P ◦) −�vSalkane(T ,P ◦)]/R

+ (P ◦/R)d(Bliquid − Balkane)/dT (1.7)

In this expression �vS(T, P◦) = S(vapour, T, P◦) − S (liquid, T, P◦) is the molar
entropy difference between the vapour and the liquid at the standard pressure P ◦ =
0.1 MPa and the temperature of interest, T. The comparison of �vS(T, P◦) of the
test liquid is with this quantity of a saturated alkane having the same skeleton as the
molecules of the liquid. For this purpose, non-carbon atoms are converted: halogen
−X to −CH3, ethereal oxygen −O− to −CH2−, carbonyl >C = O to −CH(CH3)−,
etc. as appropriate. The temperature derivative of the difference between the second
virial coefficients B of the vapours of the liquid of interest and of the alkane takes
into account association of the vapour.

This criterion for the existence of “order” in a given liquid is ��vS/R > 2, and
at 25 ◦C water has ��vS/R = 7.94, larger than many liquids deemed structured
by any criterion (Marcus 1998). However, this quantity is by no means larger than
for all structured liquids, see Table 1.5. When the “order density” in a structured
liquid is expressed by division of��vS by V, the molar volume of the liquid, water
(��vS/V = 3.23 J K−1 cm−3) becomes quite similar to 1,2-ethanediol (3.15) and
2-ethanolamine (3.21), having a somewhat lower value than glycerol (4.20), but a
higher one than formamide (1.58) and methanol (1.28).

The molar heat capacity at constant pressure of a liquid, CP(l), is the amount
of energy that must be invested in order to increase its temperature. This energy is
consumed by re-ordering the liquid molecules in addition to that going into internal
degrees of freedom. The latter amount of energy is taken into account by subtraction
of the ideal gas quantity. Hence, a further measure of the order in liquids is the heat
capacity density (Marcus 1996):

order = �CP

V
= CP(1) − CP(i.g.)

V (1)
(1.8)

Structured liquids have values of (�CP/V )/J K−1 cm−3 > 0.6, that for water being
2.32, larger than the values of some other structured liquids, see Table 1.5. This is
due to the small molar volume of water and mainly to the extensive hydrogen bonded
network that absorbs the energy.
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Another measure for order in a liquid is the Kirkwood dipole orientation
correlation parameter (KDOCP) g, but this pertains only to dipolar liquids:

g = (9kBεo/NA)VTμ−2
(
εr − 1.1nD

2
)(

2εr + 1.1nD
2
)

εr
(
2 + 1.1nD

2
)2 (1.9)

Here μ is the dipole moment of the molecules of the liquid, εr is the relative per-
mittivity of the liquid, and nD

2 is the square of its refractive index at the frequency
of the sodium D-line. The theoretical expression requires n∞2, the square of the
infinite frequency refractive index to represent the polarizability of the molecules of
the liquid, but 1.1nD

2 is a good empirical approximation of it. The KDOCP of a non-
structured liquids is ideallyg = 1, but in practiceg = 1.0±0.3 holds for such liquids,
whereas for ordered liquids g > 1.7 (Marcus 1992). Water has the value g = 2.90 at
25 ◦C, comparable with other hydrogen-bonded liquids, see Table 1.5, but by no
means outstandingly large (compare, e.g., N-methylformamide with g = 3.97)
(Marcus 1992).

The “openness” of a liquid measures its free volume, which is the difference
between its bulk molar volume and its intrinsic molar volume. The latter can be
expressed as the van der Waals volume of its molecules per mole. A liquid cannot
be compressed by an external pressure to have a lower molar volume. The van der
Waals molar volume of water is VvdW = 12.4 cm3 mol−1 at 25 ◦C. Another measure
of the intrinsic volume of a liquid takes into account the exclusion volume adjacent
to a given molecule, where another particle cannot penetrate because the crevices
between the peripheral atoms are smaller than any atomic size. This is the McGowan
intrinsic volume, which for water is VX = 16.7 cm3 mol−1 (Abraham and McGowan
1987). Both of these measures of the intrinsic molar volume of water are considerably
smaller than its molar volume at 25 ◦C,V = 18.07 cm3 mol−1, (Marcus 1998) leaving
some free volume. The fractions of free volume according to these two measures are
(1 − VvdW/V) = 0.314 and (1 − VX/V) = 0.076. The former is less relevant for the
discussion of solutions, because it does not allow for the exclusion volume.

Contrary to expectations from the open tetrahedral hydrogen-bonded structure of
ice, liquid water is a close-packed rather than an open liquid. It shares this prop-
erty with 1,2-ethanediol, glycerol, and formamide, among common solvents, see
Table 1.5. These four liquids have (1 − VX/V) < 0.1, whereas most other common
solvents for ions have larger values of this quantity. Liquids that have large fractions
of free volume, i.e., are “open”, are quite compressible, and there exists a moderate
positive correlation of (1−VX/V ) with the isothermal compressibility. Water shares
a low isothermal compressibility, κT = 0.457 GPa−1 at 25 ◦C, with the above named
“low-openness” solvents for which κT < 0.5 GPa−1, whereas for other common sol-
vents the values range from 0.524 (dimethylsulfoxide) to 1.706 (n-hexane) (Marcus
1998).

Over the temperature range of the existence of water as a liquid at the standard
pressure P ◦ = 0.1 MPa, i.e., at 0 ◦C ≤ t ≤ 100◦C, the structuredness of water
diminishes with rising temperatures, as is shown in Table 1.6 (Marcus 2009). This
feature, common to other solvents as well, is due to the increased order-destroying



1.1 Liquid Water 11

Table 1.6 The temperature dependence of the “structuredness” of water

Stiffness Order �CP/V KDOCP Openness
t(◦C) (δH

2 − Pi)/MPa ��vapS/R (J K−1 cm−3) (g) (1 − VX/V )

0 8.35 2.37 2.96 0.0731
10 2,284 8.17 2.34 2.94 0.0733
20 2,179 8.01 2.32 2.91 0.0747
25 2,129 7.94 2.32 2.90 0.0757
30 2,078 7.87 2.31 2.89 0.0770
40 1,975 7.74 2.29 2.86 0.0802
50 1,877 7.63 2.28 2.83 0.0841
60 1,782 7.52 2.27 2.81 0.0886
70 1,686 7.43 2.26 2.78 0.0936
80 1,599 7.35 2.25 2.76 0.0991
90 1,508 7.28 2.24 2.73 0.1051
100 1,416 7.22 2.23 2.71 0.1116

thermal motion of the molecules and the general thermal expansion (above 4 ◦C).
Whereas the stiffness decreases by 47 % between 25 and 100 ◦C and the openness
increases by 50 % over this temperature range, the other measures of the ‘structured-
ness” change (diminish) only much more moderately: the order by 10 %, the heat
capacity density by 4 %, and the KDOCP g by 7 %. The stiffness and openness are
governed mainly by the thermal expansion, whereas the other measures depend more
on the strength and extent of the hydrogen bonding, which change only moderately
with the thermal motion of the water molecules, see below.

With rising pressures at a given temperature water compresses and its density in-
creases, so that its openness diminishes. At 25 ◦C but under 100 bar (10 MPa) pressure
(1 − VX/V) = 0.0743 compared with 0.0757 at ambient pressure. It decreases to
0.0578 at 500 bar and to 0.0402 at 1000 bar (0.1 GPa). The “free volume” practically
vanishes at very high pressures (≥2.4 GPa at 25 ◦C), water being then “completely”
compressed. As will be discussed in Chap. 2, such pressures are prevailing in the
vicinity of ions, due to their extremely large electric fields.

1.1.3 The Hydrogen Bonded Structure of Water

The “structuredness” of liquid water described in Sect. 1.1.2. is qualitatively ascribed
there to its extensive hydrogen bonded network. This network of liquid water resem-
bles the low-density tetrahedral arrangement in ice, but with a certain fraction of the
number of water molecules being in interstitial positions. Mixture models for water
have been suggested over the years, which refer either to at least two distinct species
or domains, or to a continuum of species with different hydrogen bonding character-
istics. Röntgen (1892) was possibly the first to propose a two-state model for liquid
water: a low-density ice-like one and a high density domain of interstitial water
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molecules. The former has nearly fully hydrogen bonded water molecules, each do-
nating two HBs to and accepting two HBs from their neighbours. The latter domains
consist either of individual molecules with few HBs each or of oligomeric clusters.
Such a model was given a detailed statistical thermodynamic basis by Ben-Naim
(1972).

Robinson and coworkers (Vedamuthu et al. 1994, Cho et al. 2002) have sub-
sequently developed this two-state model of water (bulky and dense) with respect
to its volumetric properties at temperatures that vary from −30 to +100 ◦C and at
pressures in the range of 0.1 MPa to 0.77 GPa. Such models depend on the con-
sideration of the hydrogen bonding in liquid water in comparison with the various
polymorphs of solid water, i.e., of ice. Each of the two states is represented by sev-
eral hydrogen bonding schemes. Thus, the bulky one is not confined to ice Ih that
has exactly tetrahedral O· · ·O· · ·O angles of 109.5 ◦ and next-nearest oxygen atom
distances of 0.45 nm, but allows for some bending of this angle and shortening of the
distance. The dense state does not consist of interstitial molecules only but involves
domains where the O· · ·O· · ·O angles are severely bent, down to even 80 ◦, leading
to next-nearest oxygen atom distances of 0.32 nm.

According to this two-state model, at the ambient pressure of 1.01325 bar
(≈0.1 MPa) the fraction of the bulky state decreases from 0.4746 at 0 ◦C via 0.3855
at 25 ◦C to 0.2705 at 70 ◦C, its corresponding molar volumes being 20.017, 20.242,
and 20.645 cm3 mol−1. The fraction of the dense state makes up the rest to unity and
the molar volumes of the dense state are 16.112, 16.705, and 17.594 cm3 mol−1 at the
respective temperatures (Cho et al. 2002). It was expected that other forms of broken
down hydrogen bonded structures are present above 70 ◦C. At higher pressures the
fraction of the bulky state is reduced, of course, the more the lower the temperature.
The molar volumes of the two states also diminish with higher pressures, the more
so for the bulky state than for the dense state, as expected, and for the latter being
more sensitive to the temperature. The temperature and pressure variation of other
bulk properties of water, such as the viscosity and the refractive index, could also be
interpreted in terms of the two-state model and the respective fractions of these two
states.

According to this model a major portion of liquid water, nearly 40 % at ambient
conditions, is made up of the bulky domains, and this is in accord with the fact
that the coordination number of a water molecule is somewhat larger than four.
Tanaka (2000) argued that the major portion should be the dense domains, called
‘background water’, disordered and with few HBs, and only a minor portion is what
he called ‘locally favoured structures’ of high symmetry and possibly an ‘octameric
unit’ of hexagonal ice (ice Ih) with a void core. Such a ‘locally favoured structure’
has a volume larger than ‘background water’ by�V ∼ 10 cm3 mol−1 and an energy
larger by�E = 15 kJ mol−1. The average fraction of the locally favoured structures
is 8×10−5 exp[(�E−P�V )/RT ], i.e., quite small, about 4 % at ambient conditions.
Its temperature dependence is able, however, to explain quantitatively the anomalous
density maximum of water, the minima in the isothermal compressibility and heat
capacity, and the anomalous pressure dependence of the viscosity, with the use of
only a few fitting parameters (Tanaka 2000).
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Rull (2002) recently provided Raman spectroscopic evidence supporting the mix-
ture model, a major fraction consisting of domains with linear HBs in a tetrahedral
like configuration, the other of interstitial molecules, with either bifurcated or else
weak or no HBs. Soper (2010) commented on the two-state model that the differ-
ent domains must be very short lived, in view of the rapid diffusion of the water
molecules, one of them moving over 150 molecular diameters away in 1 ms.

Ordinary structural investigations of water using neutron or x-ray scattering pro-
vide the pair correlation functions of pairs of atoms (see above). The hydrogen
bonding that takes place is inferred from the atom pair distances and the angles of
the O–H· · ·O configurations. Specific experiments aimed at the investigation of the
HB network itself have recently been reported by two research groups who applied
to liquid water x-ray absorption and x-ray Raman scattering at the oxygen K edge.
The absorption spectrum is characterized by a small pre-edge at 535 eV, a main peak
around 538 eV and a post-peak shoulder near 541 eV. The interpretation of these
features and the temperature dependence of the corresponding intensities in terms of
the hydrogen bonding has been controversial, however.

The group around Nilsson contented that the data point to the presence of one
strong HB donated by each water molecule that accepts a strong HB from a neigh-
bouring water molecule, the network being maintained by further weak HBs with
bent O–H· · ·O configurations (a ‘chain and rings’ model) (Näslund et al. 2005). The
group around Saykally (Smith et al. 2004, 2006) preferred the interpretation in terms
of fully coordinated (“ice-like” model, with two donor and two acceptor HBs) and
distorted (broken-donor) configurations, responsible for the post-edge and pre-edge
absorptions, respectively. The latter view is compatible with the two-state notion of
Cho et al. (2002) in that a 20–25 % reduction in the bulky domain occurs over a 37 K
temperature increase around 0 ◦C, and with results of molecular dynamics (MD)
simulations. A more recent paper from the Nilsson group (Tokushima et al. 2008)
using x-ray emission rather than absorption reverted to a two-state (tetrahedral and
strongly distorted) description of liquid water near room temperature, at a ratio near
1:2, not too different from the value given above from the density data: 1:1.59 at
25 ◦C (and it is 1:2.04 at 45 ◦C) (Cho et al. 2002).

The x-ray absorption data were in all cases supported by computer simulations.
The results of Prendergast et al. (2005, Prendergast and Galli 2006) on the electronic
structure showed reasonable results when a classical potential was applied to the
so-called the “standard” model, i.e., the tetrahedral “ice-like” model for liquid water
at ambient conditions (Soper 2000). This has χ = 3.6 HBs per each molecule, or,
since two molecules are involved in each HB, there are on the average 〈nHB〉 =
1.8 HBs donated per water molecule in liquid water at ambient conditions. Further
calculations by Wang et al. (2006) confirm this view of the water hydrogen-bonded
network, with χ = 3.2 ± 0.1 HBs per water molecule, about two thirds of them
belonging to the double-donor category.

It is instructive to consider the relative number of HBs in which the water
molecules are donors (dn) and those in which they are acceptors (an). A tetrahe-
drally fully hydrogen bonded molecule (as in ice) would be a2d2 and in the case of
bifurcated HBs n may be as large as 3. Simulation of 3,456 water molecules at 24 ◦C
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and a density of 997 kg m−3 (Malenkov 2006) yielded 50.7 % a2d2, 13.6 % a3d2,
12.9 % a1d2, 7.1 % a2d3, and 6.6 % a2d1, with smaller fractions (≤ 2.4 %) of other
HB configurations, but none of water molecules with no HBs at all. These results de-
pend, of course, on the criteria used to define the hydrogen bonding: dO−O/nm ≤ 0.33
and dO−H/nm ≤ 0.26. On the other hand, rather than having> 77 % of the molecules
as double donors (d2), an interpretation of recent x-ray absorption and x-ray Raman
spectroscopic results shows that a typical water molecule is a single donor (d1) one
(Näslund et al. 2005).

Since the average number of HBs per water molecule present in the liquid is a very
useful measure for the structuredness of water, an important issue in this respect is
the definition of an “intact” HB as distinct from a “broken”, “bent”, or non-existent
one. This issue is crucial for the interpretation of computer simulation results for
whatever potential function of water is being employed.

Xenides et al. (2006) applied recently an ab initio Hartly-Fock level quantum me-
chanical/molecular mechanical (QM/MM) MD simulation of liquid water at 298 K
and ambient pressure, involving 500 water molecules. The resulting radial distribu-
tion functions agreed well with experimental neutron diffraction and x-ray absorption
and Raman diffraction data. In this manner they could describe the first and second
solvation shells of any central water molecule, having coordination numbers rang-
ing from 3 to 6 and centering around 4 (53 % occupancy,) and ranging from 16 to
24 and centering around 20 (21 % occupancy), respectively. The geometric criteria
for the existence of a HB between adjacent water molecules that emerged from this
simulation are:

1. the angle of the O–H· · ·O configuration has to be θ ≥ 100◦,
2. the distance between two oxygen atoms of neighbouring water molecules has to

be 0.25 ≤ dO−O/nm ≤ 0.35, and
3. the HB distance has to be 0.15 ≤ dO−H/nm ≤ 0.25.

Thus, the HBs can be bent to a considerable degree but still be reckoned as being
intact, provided the other criteria are adhered to. According to these criteria each
oxygen atom of a water molecule accepts on the average 1.96 HBs from its neigh-
bours, but also donates via its covalently bound hydrogen atoms further HBs. The
peak of the O–O–O angle distribution is at 101◦, smaller than the regular tetrahedral
angle of 109.5◦, so that the average tetrahedral structure is distorted. Subsequent
considerations from the same group by Rode (2007, personal communication) dis-
tinguished between “strong” HBs, characterized by dO−H/nm ≤ 0.21, of which there
are 1.81 per water molecule, and “weak” HBs up to dO−H/nm ≈ 0.23, of which there
are 1.29, to produce altogether χ = 3.1 bonds on the average per water molecule, a
number not very sensitive to θ , the O–H· · ·O angle.

The Raman intensities of the O–D stretching vibration in dilute HOD in H2O
was employed to provide information on the energy difference between “strong”
and “weak” HBs in liquid water (Walrafen 2004). The derivative at a given wave-
number νj of the Raman scattering intensity Ij with respect to the reciprocal of the
temperature yields the energy Ej = − R[∂lnIj/∂(1/T )]P . Short, “strong”, and linear
HBs are characteristic of Ida ice at 4 K, measured at νj = 2,440 cm−1. Long, “weak”,
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and bent HBs are characteristic of supercritical HDO in H2O at 0.9 g cm−3 density
and 673 K, and are measured at νj 2,650–2,675 cm−1. The difference in energy is
21.3 ± 2.1 kJ (mol HBs)−1 (Walrafen 2004), but this appears to be excessive in view
of the total energy of hydrogen bonding in water inferred from the sublimation energy
of ice. In fact, a much smaller value was obtained by other spectroscopic results and
their temperature dependence. These were interpreted in terms of structures with
mainly tetrahedral hydrogen bonding though with long and bent HBs included (“ice-
like” model). The energy difference between the “strong” and “weak” HBs, obtained
from data in supercooled water at − 22 ◦C up to water at 15 ◦C, is 6.3 ± 2.1 kJ (mol
HBs)−1 (Smith et al. 2004), a more plausible value.

Kumar et al. (2007) discussed in detail the criteria for HBs in water, considering
both geometrical and energetic ones. They suggested somewhat more restrictive
geometrical criteria than those described above:

1. the angle of the O–H· · ·O configuration has to be θ ≥ 130 ◦, and
2. the distance between two neighbouring oxygen atoms has to be dO−O/nm ≤ 0.330,

and
3. the HB distance has to be dO···H/nm ≤ 0.241,

but also specified the energetic criterion:
4. the interaction energy between the hydrogen bonded water molecules should be

more negative than − 12.9 kJ mol−1.

Application of the criteria (1)–(4) in molecular dynamic calculations employing the
SPC/E water model for obtaining the numbers of HBs per water molecule χ at 300
K yielded between 3.2 and 3.4 such bonds. Double-donor water molecules provided
according to criterion (3) 1.66 HBs, the rest coming from acceptor molecules (Kumar
et al. 2007). These authors also considered electronic structure definitions for the oc-
currence of HBs between water molecules. Considering the electron donor-acceptor
nature of the HB (rather than the hydrogen atom donor-acceptor mode discussed
above), the relevant molecular orbital is the σOH

∗ antibonding one of the acceptor
that is empty in monomeric water. The occupancy of this orbital, once HBs are
formed in liquid water, is the criterion to be used:

5. the occupancy of the σ ∗ orbitals has to be ≥ 0.0085.

This criterion is reasonably compatible with the former ones, leading to χ = 3.4 HBs
per water molecule. The dynamics of the hydrogen bonding also plays an important
role, as discussed in Sect. 1.1.4.

To these criteria may be added a dynamic hydrogen bonding one, considering
for how long before a given moment and after it two water molecules fulfilled the
geometric and energetic criteria. If the criteria are met only very transiently, a HB is
not considered to exist (Malenkov et al. 1999). This criterion may be formulated as:

6. The geometric and energetic criteria are met together for the duration of at least
0.2 ps.

On the whole, the formation and breaking of HBs in liquid water is a cooperative
phenomenon as discussed by Luck (1998). If a HB is being formed between two
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water molecules not so bonded previously, other HBs are preferably formed in their
vicinity. On the other hand, if a HB is broken by the thermal movement of the
water molecules that are partners to this bond, other HBs in the vicinity are also
disrupted. This is because a HB induces enhanced partial positive charges on the
hydrogen atoms bonded covalently to the oxygen atom to which the HB is donated
and reduces the partial negative charge of the oxygen atom that donates this HB.

Long ago Bernal and Fowler (1933) introduced the concept of the ‘structural
temperature’ of aqueous solutions. This is that temperature, Tstr, at which pure water
would have effectively the same inner structure as the water in a solution at the
temperature T. They suggested that Tstr could be estimated from viscosity, x-ray
diffraction, Raman spectroscopy, etc., but did not provide explicit methods and
values. The D2O vs. H2O isotope effects on x-ray Raman spectra indicate (Bergmann
et al. 2007) that D2O has a structural temperature lower by 20 K than H2O at ambient
conditions. This is ascribed to the inherently stronger hydrogen bonding in the heavy
water. The concept of structural temperature has by now been practically abandoned,
however.

The number of HBs present per water molecule in liquid water was obtained from
both x-ray absorption and Raman scattering experiments and computer simulations
for room temperature, although the experimental studies included sub-cooled water
and water heated to 90 ◦C. Different approaches to ascertain the mean number of HBs
in which a water molecule in liquid water is engaged are based on thermodynamic
data and statistical thermodynamics. Recently, Fisenko et al. (2008) compared the
reduced molar volumes of water and argon and argued that the difference, due to
the hydrogen bonding, is related to the number of the HBs per water molecule. The
reduced values of the volumes, vr, were not with respect to the critical volumes
but normalized to the reciprocal of the number densities 0.052613 nm−3 for water
and 0.079033 nm−3 for argon. The comparison then yielded the linear dependence
vr(W)(Tr) = 0.84vr(A)(Tr) + 0.028(1 − 0.83Tr), where Tr is the reduced temperature
with respect to the critical one of water. This then led to:

χ = 4(1 − 0.83Tr) (1.10)

The resulting values are considerably smaller than obtained by the scattering, spec-
troscopic, and computer simulation methods described above: the value resulting
from Eq. (1.10) of χ = 2.47 at 25 ◦C is to be compared with 3.1–3.6 from these meth-
ods. The values of χ according to Fisenko et al. (2008) dropped to 2.09 and 1.88
at 100 and 140 ◦C, respectively. Lagodzinskaya et al. (2002) used the temperature
dependent 1H NMR chemical shifts of liquid water compared with monomeric water
(dilute water vapour),�δHB (ppm), and the HB energy,�EHB to calculate the mean
number of HBs in water. The resulting values, read from a figure, decrease from 3.96
at 0 ◦C through 3.75 at 25 ◦C to 3.12 at 100 ◦C.

Another approach was provided by Marcus and Ben-Naim (1985) 24 years ago,
based on an earlier work of Ben-Naim (1975) and the following ideas. The molecular
parameters of light and heavy water are very similar (Table 1.1), except those that de-
pend on the mass (moments of inertia) (Marcus 1998). For H2O and D2O molecules
the bond lengths O–H and O–D are 0.09572 and 0.09575 nm, the bond angles H–O–H
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and D–O–D are 104.523 and 104.474 degrees, for a pair of gaseous molecules the
lengths of the HBs O–H· · ·O and O–D· · ·O are 0.2765 and 0.2766 nm, the dipole mo-
ments are 1.834 and 1.84 D (1 D = 3.33564 × 10−30 C m), and the polarizabilities are
1.456 × 10−3 and 1.536 × 10−3 nm3 respectively. However, the strengths of the O–
H· · ·O and O–D· · ·O HBs in these two kinds of water differ.A comparison of the prop-
erties of H2O and D2O as isolated molecules (vapours), liquids, and crystalline solids
(ices) is thus the basis for obtaining the extent of hydrogen bonding in liquid water.

When ice is sublimed, all the HBs between the water molecules are broken.
Each water molecule in ice is hydrogen bonded to four neighbouring molecules, and
two molecules are involved in each HB. When a mole of ice sublimes to form a
dilute water vapour, which is assumed to be an ideal gas, 2NA HBs are therefore
completely broken. On comparison of the sublimation energies of the ices, the energy
contributions of the multipole interactions and internal bond vibrations of the H2O
and D2O ices are assumed to cancel out, in view of the similarities of the properties
of the individual water molecules noted above. Therefore, the difference between
the molar sublimation enthalpies of the D2O and H2O ices measures the difference
�HDeHB in the strength (energy) eHB of the HBs per mole of HBs.

�HDeHB = eHB(D2O) − eHB(H2O)

= −[�sublH (D2O, cr) −�sublH (H2O, cr)]/2

= [(859 ± 314) − (4.721 ± 0.828) × 105/(T/K)] J mol−1 (1.11)

The numerical expression results from the temperature dependence of the vapour
pressures of the ices over the range − 40◦C ≤ t ≤ 0 ◦C, reported by Pupezin et al.
(1972). It is then assumed that Eq. (1.11) can be extrapolated to higher temperatures
in the range of existence of liquid water. An estimate, �HDeHB ≈ − 929 J mol−1 at
T = 298.15 K that has been employed (Marcus 1986, 1994, 2008) is within the range
of values provided by Eq. (1.11).

The next step considers the difference in the molar Gibbs energy of condensation of
a water molecule of each isotopic kind from the vapour into its corresponding liquid.
This process involves the addition of one water molecule from a fixed position in
the vapour to a fixed position in the liquid containing already N water molecules.
This difference is proportional to the average number of prevailing HBs, 〈nHB

HD〉,
the proportionality factor being the difference in the hydrogen bonding energy:

�HD�condG = �HDeHB〈nHB
HD〉 (1.12)

Note that 〈nHB
HD〉 pertains to the average over all the water molecules, each HB

involving two water molecules. However, the mean number of HBs per individual
water molecule isχ = 2〈nHB

HD〉.The superscriptHD refers to ‘mean water’, assuming
〈nHB

HD〉 = 0.5[〈nHB(H2O)〉 + 〈nHB(D2O)〉]. The molar condensation Gibbs energy
of each of the two kinds of water is obtained experimentally from the molar masses
M, the saturated vapour pressures pσ, and the densities ρ:

�condG = RT ln(pσM/RTρ)D2O − RT ln(pσM/RTρ)H2O (1.13)
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Table 1.7 The average number of hydrogen bonds per water molecule at ambient pressures
according to various approaches

Approach Temperature
(◦C)

χ = 2〈nHB〉 Reference

X-ray absorption Ambient 3.6 Prendergast et al. 2005;
Prendergast and Gali 2006

X-ray absorption Ambient 3.2 ± 0.1 Wang et al. 2006
MM/MD simulation Ambient 3.1 (1.81 + 1.29)a Rode 2007
SPC/E simulation Ambient 3.4 (1.66 + 1.74)b Kumar et al. 2007
Simulation 24 4.25 Malenkov 2006
Reduced volumes 25, 100 2.47, 2.09 Fisenko et al. 2008
NMR chemical shifts 25, 100 3.75, 3.12 Lagodzinskaya et al. 2002
D2O/H2O comparison 25, 100 3.50c, 2.45c Marcus 1985
aStrong and weak hydrogen bonds
bDouble-donor and other hydrogen bonds
cProrated from 〈nHB

HD〉 according to the difference between D2O and H2O

The average number of HBs per water molecule for liquid ‘mean water’, 〈nHB
HD〉, as a

function of the temperature is then obtained from a combination of Eqs. (1.11)–(1.13)
and the respective data.

A refinement, depending on the addition of data for tritiated water, T2O, enabled
the evaluation of the individual 〈nHB(H2O)〉 and 〈nHB(D2O)〉 values (Marcus
1985). The latter is larger than the former, by 8 % at 5 ◦C and up to by 17 % at
100 ◦C. This is in conformity of the structural temperature of D2O being lower than
that of H2O (Bergmann et al. 2007) (see above). It is indeed generally agreed that
heavy water, D2O, is more strongly hydrogen bonded (structured) than light water,
H2O.

Table 1.7. summarizes the values of nHB for water under ambient conditions
resulting from the various approaches presented above.

1.1.4 The Dynamics of Water Molecules

The dynamics of the molecules in liquid water involve their translation, measured
by the self-diffusion coefficient (see Table 1.2), their rotational re-orientation, in-
volving the breaking and re-making of HBs, and the exchange of protons between
the molecules. From the self-diffusion coefficient DW is follows that at ambient
conditions a water molecule moves the distance of some 150 molecular diameters,
dW, away from its original position in 1 ms (Soper 2010). The average residence
time of a water molecule in the immediate vicinity of another one is obtained from
the Einstein–Smulochovski relationship, τW = dW

2/2DW = 17 ps at 25 ◦C. This value
is 100 times smaller than the value reported by Samoilov (1957), apparently from
similar data.

The intra-molecular vibrations, including librations, of the O–H (respectively,
O–D) bonds present information on the motions of the water molecules. The HB
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dynamics in liquid water can be traced back to the flickering cluster model of
Frank and Wen (1957). It involves short lived hydrogen bonded clusters with several
intermolecular HBs for each water molecule surrounded by non- or single-hydrogen-
bonded water molecules, but see the comments of Soper (2010) on this. It has been
studied by means of several experimental techniques as well as computer simu-
lations. The former include dielectric spectroscopy, NMR signal relaxation, and
vibrational spectroscopy. The latter are based on MD simulations enhanced by ab-
initio quantum mechanical calculations. What is actually measured and simulated
are the re-orientation (molecular rotation) relaxation times. The re-orientation of a
water molecule involves the breaking and re-formation of HBs, so that in fact the
dynamics of the hydrogen bonding is reported.

For the dielectric re-orientational times of the water molecules, the Debye
relaxation expression holds:

ε(ω) = ε(∞) +
∑

j
(εj − ε(∞))/[1 + (iωτj)

1−αj]
βj ≈ ε(∞)

+
∑

j
(εj − ε(∞))/[1 + (iωτj)]

(1.14)

Here the complex permittivity ε, related to the ability of the dipoles of water to re-
orient in the direction of the electric field, is expressed as a function of the frequency
ω of the field. At infinite frequency the dipoles cannot any more follow the alternation
in the field direction and only the atomic and electron polarizations are relevant, given
by the square of the refractive index at infinite frequency, ε(∞). The relaxation times
τj express the average time the dipole re-orientation requires. The sum extends over
as many independent relaxation steps j as are required and the second expression on
the right hand side, assuming that all αj = 0 and all βj = 1, was found to be a good
approximation. Furthermore, a relationship between the re-orientation relaxation
time, τθ, if only one relaxation time is required, and the temperature dependent
viscosity of the fluid was shown to hold according to the Stokes–Einstein–Debye
equation. In the case of dipolar aprotic solvents, i.e., those devoid of hydrogen
bonding, the relaxation time pertains to individual molecules and is

τθ = 4πr3η

kBT
(1.15)

where r is the molecular radius. However, the dynamics of hydrogen bonded solvents,
such as water, is governed by the cooperative relaxation of their hydrogen bonded
networks (Buchner and Hefter 2009).

Values of the dielectric relaxation times of water were determined already long
ago. According to Collie et al. (1948) the values of τθ decrease from 17.7 ps at
0 ◦C to 3.23 ps at 75 ◦C, and τθ = 8.28 ps at 25 ◦C was reported by Haggis et al.
(1952). Barthel et al. (1990) increased the available frequency to 89 GHz and found
two distinct dielectric relaxation times: τθ1 = 8.32 ps and τθ2 = 1.02 ps at 25 ◦C. A
further increase in the available frequency to 410 GHz led to more accurate values:
τθ1 = 8.38 ps and τθ2 = 1.1 ps at 25 ◦C, with data also reported for 0.2 ◦C ≤ t ≤ 35 ◦C
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(Buchner and Hefter 2009). The former relaxation time can be attributed to a con-
certed reorientation of several dipoles in a water cluster, due to the co-operative
nature of the hydrogen bonding, and the latter, shorter, re-orientation time to the
movement of a single water molecule, but its relaxation time was later revised on
measurements from 410 GHz to 18 THz frequencies to τθ2 = 0.42 ps (Fukasawa et al.
2005). Malenkov (2006) reviewed the temperature dependence of y, representing the
longer τθ1 values, between − 23 and 97 ◦C, and described it by:

y = y0

[
(T − Ts)

Ts

]γ
(1.16)

with y0 = 1.45 ps, Ts = 228 K, and γ = 1.55. The values of τθ1 diminish with increasing
pressures. It should be stressed that the re-orientation relaxation times measured by
dielectric relaxation pertain to the rotation of the dipoles of the water molecules.

NMR longitudinal relaxation timesT1 are related to the rotational dynamics (Ropp
et al. 2001):

1/T1 = [
3π2(2I + 3)/10I 2(2I − 1)

]
χq

2
(
1 + η2/3

)
τr (1.17)

Here I is the spin number of the relaxing nucleus (I = 1 for 2H and I = 5/2 for 17O),
χq is the quadrupole coupling constant, η is the asymmetry parameter, and τr is the
rotational correlation time. For deuteriumχq

2(1 + η2/3) = 68.86(T/ K) + 42.64 and for
17O it is 0.0788(T /K) + 76.04 (Ropp 2001), so that τr can be directly derived from
T1 by means of Eq. (1.17).

Jonas et al. (1976) measured the spin-lattice relaxation times T1 for both H2O
and D2O at three temperatures (10, 30, 90 ◦C) over a large pressure range, up to
900 MPa by means of pulsed NMR. The resulting re-orientational relaxation times
τr at ambient pressure, 0.1 MPa, were 3.63, 2.07, and 0.85 ps for H2O at the three
temperatures and 4.76, 2.51, 0.86 ps for D2O. The isotope effect thus diminishes
with increasing temperatures. Hardy et al. (2001) have more recently re-measured
the isotope effect from NMR relaxation times. The values were only reported in a
plot of the logarithm of the rotational diffusion coefficients Drot vs. the reciprocal
temperatures between 10 and 80 ◦C. The correlation times, τc in ps, are related to
the Drot in rad2 ps−1 as τr = 1/6Drot, and the values are for H2O 2.22, 1.39, 1.00,
and 0.51 ps at 10, 25, 40 and 80 ◦C, compared with 2.87, 1.85, 1.41, and 0.62 ps
at these temperatures for D2O. Ropp et al. (2001) used 99 % deuterium-enriched
water at 2–77 ◦C to obtain the rotational correlation time for the O–D bond vector,
ranging from 5.8 ps through 1.94 ps (at 27 ◦C) to 0.86 ps over this temperature range,
whereas the out-of-plane vector correlation time is from 4.4 ps through 1.24 ps (at
27 ◦C) to 0.64 ps over this range, i.e., only some 70 % of the former times. This
was interpreted as an indication of the anisotropic rotation of the water molecules. It
should be noted that the rotational relaxation times measured by NMR pertain to the
rotation of the mass vector of the water molecules, not directly their dipole vectors.

Krynicki (1966) related the longitudinal relaxation times T1 of 1H NMR mea-
surements at 28 MHz in air-free water over the temperature range 0 ◦C ≤ t ≤ 75 ◦C
to the dielectric relaxation times, the product it is independent of the temperature:
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Fig. 1.3 Schematics of the rotation of hydrogen bonded water molecules. (Reproduced from Laage
and Hynes (2006a) with kind permission of © Elsevier)

(T1 τθ)−1 = 3.37 × 1010 s−2 to within ± 3 %. The product (T1 τθ)−1 for D2O was
obtained from quadrupole relaxation 2H NMR by Woessner (1964); it is 4.79 × 1010

s−2.
The use of vibrational spectroscopy as a probe for the dynamics of liquid water

was recently reviewed by Bakker and Skinner (2010). For both infrared and Raman
spectroscopic studies, the use of dilute HOD in either H2O or D2O is not only useful
but practically mandatory, so that the stretching frequencies of O–D bonds in H2O
and of O–H bonds in D2O are not coupled to other vibrations and are independently
measurable. The Raman line shapes indicate that 10–15 % of the time a given hydro-
gen atom is not hydrogen bonded. The spectral diffusion is the fluctuation in time
of the stretching frequency. Ultra-fast three-pulse infrared vibrational spectroscopy
showed for the stretching frequency an initial inertial time decay within 50 fs (or
70–80 fs (Elsaesser 2009)), then an under-damped oscillation at about 180 fs, and a
long time decay constant of ∼1.4 ps (Bakker and Skinner 2010). The latter is related
to the structural relaxation, either of the HB making and breaking of an individual
HOD molecule or also of a more long-range slightly slower collective effect. The
rotational time correlation function has a relaxation time of 2.5–3.0 ps, longer than
that of the spectral diffusion, so that only a fraction of the HB breakings leads to
actual rotation of the water molecule. A schematic picture of the re-orientation of
water molecules, due to Laage and Hynes (2006a, 2006b) is reproduced in Fig. 1.3.

In summary, the ultrafast vibrational spectroscopy indicates that a molecule may
within 50 fs make short angular and translational excursions which lead to rapid
but only partial loss of frequency and angular correlation. On a slightly longer time
scale undamped oscillations—librations and HB stretches—take place, and at still
longer times the molecule rotates and breaks old and forms new HBs. The water
molecule rotates in a concerted HB switching mode through a transition state with
weak bifurcated HBs (Fig. 1.3).

Computer simulations provided yet additional information on the dynamics of the
hydrogen bonding. Voloshin and Naberukhin (2009) pointed out that it is necessary
to distinguish between instantaneous, very short time (10–20 fs) excursions of the
HB length beyond its dO−H cut-off criterion, called spurious breaking, instantaneous
close approaches of water molecules to the < dO−O cut-off criterion, called spurious
making of HBs, and genuine breaking of such bonds, lasting for a time considerably
longer than a single oscillation. They also considered the time interval between
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successive formations of HBs between two neighbouring water molecules, called
“non-lifetime”. They applied the Poltev–Malenkov (Poltev et al. 1984) potential
model to 3,456 water molecules at 37 ◦C and found an average lifetime of a HB to
be < τHB > = 0.45 ps, and an exponential decay time of 1.48 ps, as well as an average
“non-lifetime” of 160 fs. Eaves et al. (2005) also found a very short relaxation time of
non-hydrogen-bonded configurations between adjacent water molecules, when they
can revert to hydrogen-bonded ones, of less than 200 fs. Xenides et al. (2006) in their
quantum mechanical/molecular dynamics simulations predicted a mean residence
time of the HB of 0.33 ps, adding that every 1.51 ps on the average a molecule leaves
the first coordination shell of a given water molecule or enters it and remains ≥ 0.5
ps in the new position, but only for one in 4.6 “attempts” the exchange is successful.
The rearrangement of the hydrogen bonding, as a function of the libration and other
kinds of relative movement of water molecules is on a ps time scale, and the local
HB relaxation time is around 1.5 ps (Kumar et al. 2007). The self-diffusion of
water indicates that water molecules tend to reside for an average of 3.1 ps near
their oscillating equilibrium positions before they move to a neigbouring position
(Novikov et al. 1994). Molecular dynamic computer simulations at 24 ◦C of several
water trajectories (Voloshin et al. 2007) showed that concerted movements of two
or more water molecules take place. They may reside at a distance apart of 0.28 nm,
at which a HB between them is formed, for ∼7 ps, and then move together, so that
the HB persists for at least 12.6 ps. The average lifetime of a correlated pair of
molecules is 6.8 ps, commensurate with the cooperative Debye relaxation time of
the permittivity τθ = 8.3 ps at 25 ◦C (see above).

The rotational dynamics have been simulated by Svishchev and Kusalik (1994)
at 25 ◦C by the SPC/E model with 256 water (H2O, D2O, and T2O) molecules. They
found different orientation self times of individual molecules rotating around the three
principal axes for each kind of isotopic water, i.e., the rotation is anisotropic. The re-
sulting Debye relaxation time τθ = 9.7 ps was somewhat larger than the experimental
value, 8.3 ps. Van der Spoel et al. (1998) compared several water potential models at
28 ◦C, including the SPC/E one, with 216 and 820 H2O molecules. The resulting τθ
values, 6.9 or 9.7 ps for SPC/E water, depended on the cut-off distance rco, but are
larger than those obtained with other models (≤ 5.5 ps). For the rotational correlation
times of the O–H and out-of-plane vectors of H2O they found τOH = 1.6 and 1.1 ps at
28 ◦C, compared with τOD = 1.94 and 1.24 ps with this model at 27 ◦C for D2

16O and
D2

17O obtained in simulations by Ropp et al. (2001). The former isotope effect (1.21)
is larger than that reported by Svishchev and Kusalik (1994) but the latter (1.13) is in
agreement with it. A new model, involving three molecule interaction, proposed by
Kumar and Skinner (2008) improves over the SPC/E model, bringing the calculated
values of τOD = 2.1 ps nearer to the experimental (NMR) ones of Ropp et al. (2001)
2.4 ps. Chang and Dang (2008) presented their computation results for the out of
plane vector rotational times, τOD, at five temperatures between −23 and 77 ◦C,
albeit only in a figure, claiming agreement with experimental values at ≥ 27 ◦C.
Schmidt et al. (2007) again compared various models for water, and found that the
SPC/E model provides the overall best agreement with experiment, considering the
Debye relaxation time τθ and the τHH reorientation time. Paesani et al. (2006) showed
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Table 1.8 Re-orientation times of water molecules for various processes involving the dynamics of
the hydrogen bonding: collective Debye relaxation time τθ1, individual Debye relaxation time τθ2,
OH vector rotational re-orientation time (in parenthesis for D2O) τr

OH, and mean hydrogen bond
life time τHB

Method t (◦C) τθ1 (ps) τθ2 (ps) τr
OH (ps) τHB (ps) Reference

Dielectric
spectroscopy

0 17.3 Collie et al. 1948
75 3.2
25 8.3 Haggis et al. 1952
25 8.32 1.02 Barthel et al. 1990
25 8.38 1.1 Buchner et al.1999
25 0.42 Fukasawa et al. 2005

−15 34 Malenkov 2006
25 9.0
85 3.5

NMR T1 0 3.63 (4.76) Jonas et al.1976
30 2.07 (2.51)
90 0.85 (0.86)
10 2.29 (2.87) Hardy et al. 2001
25 1.39 (1.85)
40 1.00 (1.41)
80 0.51 (0.62)

2 (5.8) Ropp et al. 2001
27 (1.94)
77 (0.86)

Infrared/
Raman

r.t. 1.4 2.5 (3.0) Bakker and Skinner 2010
31 0.2 Elsaesser 2009

Computer
simulation

25 9.7 Svishchev and Kusalik 1994
28 6.9–9.7 Van der Spoel et al. 1998
27 1.60 (1.94) Ropp et al. 2001
27 1.5 Lawrence and Skinner 2003
27 2.5 Laage and Hynes 2006a
27 1.5 0.33 Xenides et al. 2006
25 2.1 Kumar and Skinner 2008
25 8.3 1.95 Paesani et al. 2006
37 1.48 0.45 Voloshin and Naberukhin 2009

that a force-matched centroid MD calculation provided the best agreement with the
experimental values (at 25 ◦C) of τθ = 8.3 ps, and the second rank vector rotational
correlation times τ2

HH = 2.0 ps, τ2
OH = 1.95 ps, and τ2

μ = 1.9 ps, the latter for the
dipole vector. Malenkov (2006) showed that on following the MD trajectories long
enough then once in ca. 10 ps a water molecule would flip over by 180◦, keeping
its new orientation for 8 ps. The fully hydrogen bonded (and most probable) con-
figuration d2a2 (see above) has an average lifetime of 0.7 ps and a maximal one of
7.4 ps (Malenkov et al. 2003), those of less probable configurations are shorter.

Table 1.8 summarizes the re-orientation times of water molecules for various
process involving the HB dynamics.

Another kind of information concerning the dynamics in liquid water is the rate of
exchange of protons between water molecules, or in other words the mean “life time”
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or “residence time” of a proton on a given oxygen atom of a water molecule in bulk
neutral water. Lamb et al. (1981) used pulsed 1H-NMR in samples containing 3 %
H2

17O to obtain these life times that range from 0.53 ms at 0 ◦C through 0.37 ms at
25 ◦C down to 0.10 ms at 100 ◦C. In this time interval, at ambient conditions, diffusion
of the water molecule takes it away some 60 molecular diameters from its original
position (Soper 2010). Lagodzinskaya et al. (2002) reported the proton exchange rate
in neutral water (c(H +) = c(OH−) = 10−7 M) as 1100 s−1, i.e., a residence time of
0.91 ms at 25 ◦C, but did not explain the discrepancy with the Lamb et al. data shown
above. The mean life time between two hops in the process of structural diffusion
was reported as 1.7 ps, commensurate with the rotational correlation time, 2.7 ps
(Lagodzinskaya et al. 2002).

1.2 Water as a Solvent

The dissolution of a solute (subscriptS) in a solvent, in the present case water
(subscriptW), can be thought of as proceeding by means of the following steps.
(1) the solute molecule is freed from its neighbours (if in a condensed phase) and
transferred to a fixed position in the ideal gas state; (2) a cavity for the accommoda-
tion of the solute of proper size is created in the solvent at a fixed position; (3) the
solute is transferred from the ideal gas state into the cavity; (4) the solute interacts
with the solvent in its immediate surroundings by means of van der Waals forces,
ion-dipole, dipole-dipole or dipole-induced dipole and similar interactions, as well
as HBs and hydrophobic interactions; (5) the solvent molecules disturbed from their
normal dispositions in the bulk solvent are re-arranged to their new equilibrium state;
(6) the constraint to fixed positions in the ideal gas and solution phases is relaxed.

The solute is solvated by the solvent; the solvation process proper pertains to the
imagined steps (2)–(5) (Ben-Naim and Marcus 1984) and constitutes the so-called
‘unitary’ part of the solvation. Step (6) is the so-called ‘cratic’ part of the process,
which depends solely on the standard states in the gas and solution phases employed.
(The terms ‘unitary’ and ‘cratic’ are no longer commonly used).

The standard molar Gibbs energy of dissolution, �disG
◦, for a given solute in a

series of solvents depends mainly on the properties of the solvents for steps (2) and
(5). For a given solvent (here water) and a series of solutes it depends solely on the
properties of the solutes for step (1), whereas for steps (4) and (5) it depend on the
properties of both the solvent and the solutes. Since the dissolution step (3) takes place
from a fixed position of the solute (assumed an electrically neutral species) in the
ideal gas phase to a fixed position in the solution (Ben-Naim and Marcus 1984) there
is no contribution from this step to�disG

◦. This quantity,�disG
◦, then describes the

difference in the molar Gibbs energy between the neat solute and solvent on the one
hand and the solution on the other, that is the net solvation of the solute transferring
from and to its standard states.

The standard molar Gibbs energy of dissolution is related directly to the activity
of the dissolved solute in the saturated solution of a crystalline or liquid solute, aSsat,
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provided that the solvent does not alter the neat solute (solvate the crystalline solute
or mix with the liquid solute). Then the activity of the pure solute is unity, and:

�disG
◦(S in W) = −RT lnaS sat = −RT ln(xS satfS) (1.18)

The last quantity on the rhs contains the product of the mole fraction of the solute
in the saturated solution, xSsat, and its activity coefficient that describes the solute-
solute interactions. In the case of poorly soluble solutes the saturated solution is
very dilute so that the solute-solute interactions can be ignored and fS ≈ 1. Solu-
bilities are commonly presented as sS on the molar scale (M), so that �disG

◦
c(S in

W) = − RT ln(sSyS), subscriptc on the standard molar Gibbs energy of dissolution
denoting the molar scale. The solubility is sS = cSsat and yS is the activity coeffi-
cient on the molar scale. For poorly soluble solutes yS ≈ 1, hence �disG

◦
c(S in

W) = − RT ln(10) logsS. Conversion from the mole fraction to the molar scales in-
volves the number of moles of the solvent, water, per 1 dm3, and for poorly soluble
solutes in water at 25 ◦C this is 1,000ρW/MW = 55.35 M. Thus

logsS = logxS sat + log(55.34) = logxS sat + 1.74. (1.19)

1.2.1 The Aqueous Solubility of Gases

The solubility of gases in water is of importance especially for the atmospheric
gases, oxygen, nitrogen and carbon dioxide, and to a lesser extent also for argon and
other gases. Naturally, the solubility of oxygen in water, fresh as well as oceanic, is
important for aquatic life and the solubility of nitrogen in water (and blood) strongly
affects divers. Carbon dioxide reacts with water to form carbonic acid and eventually
carbonate salts, and the dissolution and possible equilibrium of CO2 with the oceans
will eventually determine the global warming, because CO2 is an important hothouse
constituent of the atmosphere. In the case of gases dissolving in water the virtual
step (1) in the thought process described above will be absent at low pressures
(typically ≤ 0.1 MPa ∼ 1 atm).

Data bases of aqueous gas solubilities have been published, among others, by
Wilhelm et al. (1977), Cosgrove and Walkely (1981), and Crovetto et al. (1982), the
latter over a very wide temperature range, 298 ≤ T/ K ≤ 548, and most recently by
Battino and Clever (2007).

The solubility of gases is generally described by the Ostwald coefficient
L =VS/VW, where subscripts S and W denote the solute and the solvent (water), and
VS denotes the volume of pure gas at a given temperature and pressure sorbed by (dis-
solved in) a volume VW of pure water. For the standard pressure of P ◦ = 0.1 MPa ≈ 1
atm (the Ostwald coefficient is not appreciably dependent on the pressure at moder-
ate pressures) the standard state molar volume of the gas is VS

◦ = RT/P◦ +BSS, the
second term is the second virial coefficient of the gas (describing interactions of the
gas molecules with each other) and generally BSS<<RT/P◦ and can be ignored.
The molar concentration (in VW = 1 dm3 of water) of the gas is then LP◦/RT (with
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R = 0.08206 dm3 atm K−1 mol−1), and its mole fraction (unless reacting with the
water so that its concentration is high) is:

xS = 1,000LMWP
◦

ρWRT
(1.20)

whereMW/ρW =VW
∗ is the molar volume of water (0.01807 dm3 mol−1 at 25 ◦C).

Cabani et al. (1981) were among those who related the solubility of gases in water
to their properties, namely in terms of group contributions of the solute molecules.
They reproduced the solubilities at 25 ◦C of 209 hydrocarbons and mono-functional
molecules in the gaseous state in terms of logL(S(g) in W) with a standard devia-
tion of 0.09. (Actually, they dealt with �hydG

◦ = − RT ln(10) logL, as well as with
derived enthalpies, entropies, heat capacities and volume changes.) The group con-
tribution approach, however, does not provide much insight into the factors that
affect the solubility of gases in water. Still, the authors recognized the importance of
hydrophobic interactions, because hydrophobic groups are contributing much more
than hydrophilic ones to increasing�hydG

◦ (hence, reducing the solubility). Among
hydrophilic groups, those capable of HB formation decrease �hydG

◦ (hence, lead
to increased solubilities) as could be expected. The entropy change on hydration
(dissolution) does not play an important role and its contribution is negative for all
the groups considered.

Abraham et al. (1994) have more recently applied the linear solvation energy
relationships (LSER) approach to the aqueous solubility of a large number of organic
compounds in the gaseous state:

logL = −1.00 + 0.58RS + 2.55π∗ + 3.81α + 4.84β − 0.0087VX (1.21)

Here RS is the “excess molar refraction of the solute over that of an alkane with
the same characteristic volume” (Abraham et al. 1990) (not further specified). The
Kamlet-Taft solvatochromic parameters of the solute (Kamlet et al. 1983) are: π∗,
the polarity/polarizibility, α the HB donation (electron pair acceptance) ability, and
β the HB acceptance (electron pair donation) ability. The volume of the solute is
represented by theAbraham-McGowan volumesVX (Abraham and McGowan 1987),
based on invariant atom and bond contributions. The parametersα andβ pertain to the
monomeric solutes (measured in dilute solutions thereof). The correlation coefficient
for Eq. (1.21) for 408 solutes is 0.998 and the standard deviation is 0.15.

This correlation does not apply to the noble gases and permanent gases, such as
oxygen and nitrogen. Their solubilities in water at 25 ◦C are shown in Table 1.9.

A quite different approach to gas solubilities in water was taken by Scharlin et al.
(1998). They considered the surface of the gaseous molecule accessible to the solvent,
ASAS, as the surface generated by the centre of a solvent molecule, considered as
a rigid sphere, as it rolls around the van der Waals surface of the molecule. The
number of water molecules adjacent to the solute molecule is thenNW =ASAS/(2rW)2,
where (2rW)2 is the effective area occupied by a water molecule. It was found that
linear correlations of the standard molar Gibbs energy of dissolution, �disG

◦/ kJ
mol−1 = − RT lnxSsat with NW could be obtained according to the classes of gaseous
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Table 1.9 The solubilities of
noble gases and some other
gaseous small molecules in
water at 25 ◦C (partial
pressure of the gas is 1 atm).
(From Wilhelm et al. 1977)

logL 104xS 104cS
b

Helium −2.024 0.0698 3.86
Neon −1.958 0.0813 4.50
Argon −1.468 0.252 13.95
Krypton −1.216 0.449 24.85
Xenon −0.978 0.776 42.95
Radon −0.644 1.675 92.71
Hydrogen −1.718 0.1413 7.82
Deuterium −1.73a 0.1461c 8.09c

Oxygen −1.507 0.2298 12.72
Nitrogen −1.799 0.1173 6.49
Nitrous oxide −0.23a 4.349 240.7a

Carbon monoxide −1.632 0.1724 9.54
Carbon dioxide −0.082 6.111 338.2
Methane −1.469 0.2507 14.13
Ethane −1.344 0.3345 18.84
Tetrafluoromethane −2.286 0.0382 1.705
aFrom (Abraham et al. 1994)
bcS = 55.35xS at 25 ◦C
cFrom (Scharlin et al. 1998)

compounds: 39 − 0.76NW for the noble gases, 24 + 0.09NW for alkanes up to n-
pentane, 32 − 0.74NW for halomethanes, 71 − 1.68NW for freons (fluorocarbons)
that have no hydrogen atoms, and 46 − 1.12NW for freons that have them. The
negative coefficients of NW (except for the alkanes) signify that the more water
molecules are involved with van der Waals interactions with the solute, the higher is
the solubility, but no reason for the opposite (though weak) trend of the alkanes is
apparent.

1.2.2 Water as Solvent for Non-Electrolytes

The solubility of non-electrolytes has been treated in several books, including those
of Hildebrand and Scott (1950), Gerrard (1976), Shinoda (1978), and especially for
water as a solvent byYalkowsky and Banerjee (1992). Several approaches have been
employed for relating the solubility to properties of the solutes and solvents.

If the interactions are confined to van der Waals ones and the solution conforms
to the restrictions of regular solution theory (Hildebrand and Scott (1950)) then the
well known Scatchard–Hildebrand solubility parameter expression can be applied:

lnxS sat = −VSϕW
2(δHW − δHS)2

RT
(1.22)

This has been done for the solubilities of many kinds of solutes in many kinds of
solvents, provided these are not highly polar. Here VS is the molar volume of the
solute, ϕW is the volume fraction of the solvent (≈ 1 for poorly soluble solutes) and
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the δH’s are the Hildebrand solubility parameters. The solubility, thus, diminishes on
increasing the molar volumes of the solutes, when direct solute-solvent interactions
are disregarded. Highly soluble solutes (in the case of liquid solutes, even those
miscible in all proportions) have in general solubility parameters near those of the
solvent.

In principle, the regular solution theory and Eq. (1.22) should not be applicable
to the polar and hydrogen bonded water as the solvent. Empirically, the solubility
parameter of water is 48 MPa1/2, whereas those of non-polar non-electrolytes are
≤ 20 MPa1/2, hence they are expected to be poorly soluble in water. All that can be
learned from Eq. (1.22) on solubilities of non-electrolytes in water is its counter-
active dependence on the molar volume of the solute. The latter is directly related
to the size of the cavity required for its accommodation, thought process step 2)
mentioned above.

For macroscopic bodies dispersed in water the cavity creation may be the most
important contribution. This could be related to the surface tension of water, γW,
which at room temperature is 72 mN m−1 (Table 1.2), much larger than those of
non-polar liquid solutes, γS ≤ 30 mN m−1, and to the surface area of the cavity ac-
commodating the solute,AS. The relevant expression for the mole fraction solubility
for solutes that are liquid in their standard state is then, in analogy to Eq. (1.22):

lnxS sat = −AS
(
γW

1/2 − γS
1/2

)2

RT
(1.23)

This approach was taken by Yalkowsaki and co-workers (Amidon et al. 1974, 1975;
Valvani et al. 1976) also for molecular-sized solutes. The surface area of the cavity
was calculated in their earlier papers on addition of an annular layer of thickness
0.15 nm (about the radius of a water molecule) to the actual van der Waals surface of
the solute molecule, in order to represent the exclusion region of the solvent around
the solute and obtain ASAS. Corrections have to be applied for the mutual surface
tension of the solute and water, γWS, using this quantity rather than (γW

1/2 − γS
1/2)2,

and for the curvature of the cavity (since the surface tension is measured for flat
surfaces of infinite radius of curvature). This approach was applied successfully to
various kinds of mono-functional aliphatic solutes.

In both the solute volume and surface area approaches the solute is considered
to be a liquid in its standard state, hence for crystalline solutes an important part
of the virtual step (step 1) in the thought process of dissolution dealt with above is
thereby disregarded. (Note that the solubility parameter in Eq. (1.22) takes care of
the vaporization of the liquid to the ideal gas state.) For solid solutes the term

lnxcryst = −�FH (TF − T )/RTFT +�Cp[(TF − T )/T − ln(TFT )]/R (1.24)

should be added on the right hand side of Eqs. (1.22) and (1.23), where �FH is the
molar enthalpy of fusion of the solute at its fusion temperature TF and �Cp is the
heat capacity change on fusion. The second term on the rhs of Eq. (1.24) is generally
much smaller than the first and can usually be ignored.
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According to the above two approaches, the outstanding property of water that
counter-acts the solubility of non-polar solutes is the large value of the relevant
property of water relative to those of the solutes: the solubility parameter δW and the
surface tension γW. These are consequences of the hydrogen bonded network of the
water, discussed above (Sects 1.1.2. and 1.1.3.).

In a subsequent paper Yalkowsky and Valvani (1980) related the solubility of
non-electrolytes in water, polar as well as non-polar, to their distribution quotients
between 1-octanol and water and, in the case of crystalline solutes, to their fusion
temperatures, TF, and entropies of fusion, �FS. This approach was taken for the
aqueous solubilities of drug molecules and places the burden of explaining the inter-
actions on the octanol/water distribution quotients, DO

W, or on PO
W = logDO

W,
that have been dealt with extensively by Hansch and Leo (1979) among others. The
empirical expression used for solubility at 25 ◦C was:

logsS = −1.00PO
W − 1.11�FS(TF/K − 298.15)/298.15ln(10)R + 0.54 (1.25)

Here sS is the solubility of a drug in water on the molar scale (M; at 25 ◦C
logsS = 1.74 + logxSsat for poorly soluble solutes, see above). The first term in Eq.
(1.25) assumes that the drug molecule has a molar cohesive energy similar to that of
1-octanol, so that the logarithm of the activity coefficient of the drug in water should
be equal to PO

W, the logarithm of the distribution ratio between 1-octanol and water.
This, in turn, can be related to the constitution and structure of the drug (Hansch
and Leo 1979). The second term, involving the molar entropy of fusion of the drug
molecule, is taken as zero for liquid solutes (at 25 ◦C) but non-zero for crystalline
drugs. In summary, Eq. (1.25) predicted the aqueous solubility of 167 drug and re-
lated organic solutes with a correlation coefficient of 0.994 and a standard deviation
of 0.24 in logsS.

A crucial component of this treatment is the value of PO
W for the distribution of the

solute molecules between 1-octanol and water. This could be estimated from group
contributions (Hansch and Leo 1979) but could also be related to other properties
of the solutes, namely, their solvatochromic parameters according to Kamlet et al.
(1984, 1988). Their equation was tested for 245 solutes of all kinds with a correlation
coefficient of 0.996 and a standard deviation of 0.13. Earlier, Kamlet, Taft and
coworkers (Taft et al. 1985, Kamlet et al. 1986) applied the LSER concept directly
to the solubility of non-electrolytes in water, independently of the octanol/water
distribution. Subsequently, important differences between aliphatic and aromatic
solutes were stressed (Kamlet et al. 1987). For liquid aliphatic solutes the expression:

logsS(aliphatic) = 0.05 − 0.0585VI + 1.09π∗ + 5.23β (1.26)

holds for 115 solutes with a correlation coefficient of 0.994 and a standard deviation
of 0.15. Eq. (1.26) was subsequently (Kamlet et al. 1988) modified for aromatic
solutes to

logsS(aromatic) = 0.27 − 0.0529VI + 3.93β − 0.0096(TF/K − 298.15K) (1.27)
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as applied to 139 solutes (including polychlorinated biphenyls and solutes with up
to six fused rings) with a correlation coefficient of 0.993 and a standard deviation of
0.29. In these equations VI is the computer-generated (Leahy 1986) intrinsic (van der
Waals) volume of the solute and the last term in (1.27) pertains only to solutes that
are solid at 25 ◦C. The solvatochromic parameters of the solute are as before: π∗ its
polarity/polarizibility and β its HB acceptance (electron pair donation) ability. The
solute molar volume, related to the cavity formation process in water, is the endoergic
contribution (for non-crystalline solutes) to the solubility. The parameters π∗ and β
are scaled to the same range (roughly between 0 and 1), so that the coefficients of
these variables in Eq. (1.26) mean that the HB acceptance ability dominates over
the polarity/polarizibility of the solute in determining its exoergic term (and the π∗
term is insignificant for aromatic solutes). Thus, the main properties of water as the
solvent are its stiffness, Eq. (1.5), resisting the creation of the cavity, and its ability
to donate HB to the solute.

In a critique of the LSER approach based on the solvatochromic parameters
Yalkowsky et al. (1988) produced a simplified form of Eq. (1.24), namely:

logsS = −1.00PO
W − 0.01(TF/K − 298.15) + 0.8 (1.28)

again based on the 1-octanol/water distribution constants that they claimed are much
more widely available (Dunn et al. 1986) and applicable than the solvatochromic
parameters.

Abraham and Le (1999) compared many methods for the description, estimation,
and prediction of the aqueous solubility of diverse compounds, some methods in-
volving a training set and a subsequent test set of solutes. Standard deviations of the
multi-parameter correlations of logsS were generally not smaller than 0.5 (a factor
of 3 in the solubility!). They then reverted to an LSER-type expression:

logsS = 0.57 − 0.0408VX + 3.39β + 1.23α + 0.98π∗

− 0.576RS − 0.010(TF/K − 298.15) (1.29)

The use of the computer-generated solute volumes, VI, rather than the molar volumes
VS, in the later formulations of Kamlet et al. (1988), Eqs. (1.26) and (1.27), is incon-
venient. Here the Abraham-McGowan molar volumes VX (Abraham and McGowan
1987) are employed, based additively on invariant atom and bond contributions. The
β and α are the summation solvatochromic parameters (for poly-functional solutes)
and the new solute parameter RS is an excess molar refraction (measuring solute po-
larizibility). Eqation (1.29) was applied to 411 solutes, liquids and solids, aliphatic
and aromatic, including drugs and environmentally important substances, with a
correlation coefficient of 0.957 and a standard deviation of 0.56. Abraham and Le
(1999) suggested that a cross term in α × β could be used for the self interactions in
both liquid and solid solutes, rather than incorporating the fusion temperature term.

Although the thought process for the dissolution of a solute in a solvent delineated
at the beginning of Sect. 1.2 is generally adhered to by investigators of solubilities,
this is not universally accepted. The mobile order theory of Huyskens and Siegel
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(1988) assumes a non-ergodic behaviour of the systems, i.e., that the time averages
are not the same as the ensemble averages of the molecules. The consequence of this
treatment is that the dissolution is at least as much entropy driven as enthalpy driven.
According to Ruelle and Kesselring (1998) the overall solubility expression for the
volume fraction of the solute in the saturated solution is:

lnϕS sat = −A+ B − F −D + (O − OH) (1.30)

The following contributions have to be considered additively, the letters in paren-
thesis designate the terms in Eq. (1.30): the solute must be fluidized (A), there is
a combinatorial entropy term (B), there is a solvophobic effect on a self-associated
solvent such as water (F), a change in non-specific forces (D) occurs, and hydrogen
bonding or donor–acceptor interactions take place (O and OH).

The aqueous solubility of hydrophobic compounds (aliphatic hydrocarbons and
polychlorinated diphenyl ethers) at 25 ◦C is then simply given by:

lnϕS sat = −0.02278(TF/K − 298.15) − 1.948 − 0.083VS + 0.5lnVS (1.31)

Here the first term corresponds to A (the coefficient is ln(10) times that in Eqs.
(1.27)–(1.29) and is zero for liquid solutes) and the other three terms correspond
to B + F, whereas − D + (O − OH) = 0 for such solutes that are devoid of specific
interactions. The molar volumes for solid solutes were estimated from group contri-
butions rather than from the densities of the solids. The full solubility expression was
applied to 150 solutes, including in addition to those above also polycyclic aromatic
hydrocarbons, halogenated hydrocarbons and various pollutants, drugs, and related
compounds, with an overall standard deviation in lnϕSsat of 0.45 (Ruelle and Kessel-
ring 1998). The hydrophobic contribution remains dominant even when hydrophilic
groups are present in the solute molecule, which reduce somewhat the counter-active
hydrophobic effect on the solubility.

More recently Yalkowsky and coworkers (Jain and Yalkowsky 2001, Yang et al.
2002) revived and revised their general solubility equation (GSE) (Yalkowsky and
Valvani 1980) to read:

logsS = −1.031PO
W − 0.0102(TF/K − 298.15) + 0.424 (1.32)

instead of Eq. (1.28). This accounts for the aqueous solubility of a large number
of non-electrolytes, including drugs and pollutants. This two (or three) parameter
approach was compared with that of Abraham and Le (1999), Eq. (1.30), requiring
six descriptors of the solutes, for 664 compounds, and very similar predictive powers
for the two treatments were found (Yang et al. 2002).

Still further expressions have been suggested for the description and prediction of
the solubility of non-electrolytes in water with emphasis on drugs and environmental
pollutants, e.g. very recently (Sprunger et al. 2007, 2009; Jain andYalkowsky 2010).
It is not the purpose of this section to present the best available solubility expressions,
but to show the properties of water as a solvent for such solutes. The emerging picture,
well known for many years, is that the solubility is governed by the hydrophobic-
hydrophilic balance of the solute. This is dominated by the former, except for small
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aliphatic solutes, and is the same whether called ‘cavity formation’and dominated by
the endoergic VX term in Eq. (1.29) or described by the entropic term of the ‘mobile
order theory’ in Eq. (1.31). The self-interaction of the solute, also endoergic, is given
by the (TF/K − 298.15) term, but does not relate to the solvent properties of water.
The exoergic hydrophilic effects are due to the ability of water to donate and accept
HBs, expressed in the LSER approach, Eq. (1.28), by the terms in solute β and α,
with a minor contribution of the polarity and polarizibility of water, expressed by
the solute RS and π∗, respectively. Similarly, the D + (O − OH) terms of the ‘mobile
order theory’, Eq. (1.30) involve modified solubility parameters (cf. Eq. (1.22)) for
non specific interactions, the number of protogenic and proton accepting groups of
the solute, and stability constants of their interactions with water.

1.2.3 Water as Solvent for Electrolytes

For the purpose of this section electrolytes (subscriptE) are considered as neutral
combinations of ions (Chap. 2) that are capable of ionic dissociation in water. It is
recognized that some electrolytes are gaseous (e.g. HCl) or liquid (H2SO4) at the
temperature range considered here (0–100 ◦C), also that they may be only partly
dissociated (NH4

+OH−) in dilute solutions or associate to ion pairs in more concen-
trated ones (Mg2+SO4

2−), or that they are surface active (C12H25SO3
−Na+) or are

polymeric (–[CH(CH3)CO2
−Na+]n–). However, typical electrolytes dealt with in

this section are salts, such as Na+Cl−, which are practically completely dissociated
in dilute solutions and consist of small ions.

Such salts are crystalline in the pure state and have very large lattice energies,
cohesive energies or solubility parameters. The values of δHE/MPa1/2 for salts hav-
ing melting temperatures TF > 470 K, are appreciably larger than that of water:
δHW/MPa1/2 = 48; they range between 79 (CsI) and 254 (LiF) (Marcus 2010), so
that according to Eq. (1.22) these salts should be completely insoluble on water.
Since this is not the case, this self-interaction must be counter-balanced for the salt
to dissolve in water by the strong hydration of the ions.

The molar lattice energy of a salt, UlatE, is the energy that has to be invested in
the crystalline salt at zero K in order to separate a mole of its ions from their near
proximity and mutual interactions in the crystalline phase to form individual ions
at infinite distance apart in the ideal gas state. The values of Ulat E of many salts
are available from the compilation of Jenkins and Roobottom (2002), the estimated
error in them being about ± 10 kJ mol−1, due to the various modes of obtaining
Ulat E. In order to obtain the cohesive enthalpy of a salt at 298.15 K it is necessary
to subtract [H298 −H0]E from Ulat E and add 298.15νER to it. Here [H298 −H0]E is
the tabulated molar enthalpy value (Wagman et al. 1982) for the crystalline salt at
298.15 K relative to its value at 0 K and νE is the total number of ions a formula unit
of the salt dissociates into.

The enthalpies of hydration of the ions transferring from the ideal gas state
into their standard state in the aqueous solution, �hydH

◦
I, have been tabulated for
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Table 1.10 The lattice
energies Ulat (at 0 K),
cohesive energies, VSδS

2 (at
T = 1.1TF) and the sums of
the standard molar enthalpies
of hydration of the constituent
ions − ∑

�hydH
◦ (at 298.15

K), all in kJ mol−1, of some
uni-univalent salts

Salt Ulat VSδ
2
S − ∑

�hydH
◦

LiF 1,030 956 1041
LiCl 834 825 898
LiBr 788 735 867
LiI 730 681 822
NaF 910 891 926
NaCl 769 694 783
NaBr 732 665 752
NaI 682 613 707
KF 808 725 844
KCl 701 622 701
KBr 671 594 670
KI 632 558 625
RbF 774 695 818
RbCl 680 614 675
RbBr 651 589 644
RbI 617 560 599
CsF 744 674 793
CsCl 657 590 650
CsBr 632 563 619
CsI 600 531 575
AgF 953 934 993
AgCl 810 880 850
AgBr 897 867 819
AgI 881 849 774
LiOH 1021 954 1051
LiNO3 848 790 843
LiBF4 699 629 758
LiCH3CO2 911 851 956
NaOH 887 826 736
NaSCN 682 672 727
NaNO3 755 693 728
NaBF4 657 563 643
NaCH3CO2 828 766 841
KOH 789 735 854
KSCN 623 583 645
KNO3 685 617 646
KBF4 611 490 561
KCH3CO2 749 684 759
RbOH 766 715 828
RbNO3 662 613 620
CsOH 721 678 803
CsNO3 648 574 595
AgNO3 820 772 795

298.15K(Marcus1997), derivedfor individual ionsbyusinganextra-thermodynamic
assumption, see Sect. 2.3. However, the sums of such values for complete salts,
�hydH

◦
E =

∑
�hydH

◦
I are independent from such an assumption, since they are

based on measurable values, and have estimated errors of about ± 6 kJ mol−1.
Table 1.10 shows the lattice energies, Ulat E, applicable at zero K, the molar

cohesive energies of the molten salts, i.e., the products of the molar volumes VE
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and δHE
2, recorded at T = 1.1TF, and the negatives of the sums of the standard molar

hydration enthalpies of the ions,
∑
�hydH

◦
I, measured at 298.15 K, for typical uni-

univalent salts. All these values are commensurate with each other for a given salt, but
should not be compared directly, because they pertain to different temperatures. The
lattice and cohesive energies and hydration enthalpies of salts involving multivalent
ions are typically 0.5

∑
νIzI

2 those of uni-univalent ones, where νI is the number of
zI-valent ions in a formula unit of the salt.

The solubilities of salts in water are, of course, related to the Gibbs energy changes
rather than to the enthalpies. The solubility product of a sparingly soluble salt, KSP,
the product of the ion concentrations in the saturated solution, is related to the Gibbs
energy changes by

logKSP = −RT�dissG
◦/ln(10) = −RT (G◦

lat +�hydG
◦)/ln(10) (1.33)

where �dissG
◦ ranges at ambient conditions from −80 to + 80 kJ mol−1. This

expression is valid as long as the activity coefficients of the ions are well ap-
proximated by unity, i.e., the saturated solution is very dilute. Thus, since the
lattice and hydration enthalpies are commensurate, the entropies of solution also
play a role in the determination of the solubility, in addition to the enthalpies
exhibited above. Since G◦

lat =H ◦
lat − TS◦

lat, conversion of the lattice enthalpy,
H ◦

lat =Ulat − [H298 −H0]E + νERT to the lattice Gibbs energy involves subtraction
of TSlat ≈ T �I(1.5RlnMI − 3.9 J K−1 mol−1), whereMI is the dimensionless relative
ionic (atomic) mass of the ions. The approximation is according to Latimer’s rule and
the logarithmic dependence on MI means that the variation of the lattice entropies
among various salts is minor. Consequently, also �hydG

◦ =�hydH
◦ − T�hydS

◦ is
required for the estimation of the salt solubility. Therefore, the hydration enthalpies
and hydration entropies are to be considered for assessing the role of water as a
solvent for typical salts. The details of the thermodynamics of hydration of ions are
discussed in Sect. 2.3.

In summary, the role of the water as the solvent for salts is to provide a medium
of high relative permittivity, εr = 78.46 at 25 ◦C, so the salt can dissociate into its
constituent ions. Cavities must then be created to accommodate the ions, with work
being done against the stiffness of the water (its large cohesive energy) and a concomi-
tant lowering of the entropy. The water molecules provide electron pairs to hydrate
cations and HBs to hydrate anions in a first hydration shell. Water has a moderate
propensity to donate electron pairs: its Kamlet-Taft β solvatochromic parameter in
bulk water is 0.47 and its Gutmann donor number is DN = 18.0, compared with a
solvent such as dimethylsulfoxide (β = 0.76, DN = 29.8) (Marcus 1998). However,
the small size of a water molecule, permitting several of them to hydrate the cations,
compensates for this. Water does have a pronounced ability to donate HBs to an-
ions: its Kamlet-Taft α solvatochromic parameter is 1.17 and its Gutmann-Maier
acceptor number is AN = 54.8, compared with a solvent such as N-methylformamide
(α = 0.62, AN = 32.1) that has an even larger relative permittivity, εr = 182.40 at 25 ◦C
(Marcus 1998). It turns out that the enthalpies of hydration of cations and anions
of the same sizes are similar, and as mentioned above, the sum of these values for
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complete salts are commensurate with the lattice energies. The hydrogen bonding
of water molecules beyond the hydration shell with those inside it, as well as the
disturbance of the water structure by the hydrated ion is a further aspect that water
as a solvent exhibits much beyond other structured solvents and must be reckoned
with. Further consideration of the quantities pertaining to ions and relevant to salt
solubilities are presented in Sect. 2.3, p. 64 ff.

1.2.4 Mixed Aqueous-Organic Solvents

For many purposes it is advantageous to add an organic solvent to water in order
to enhance or modify its solvent powers. For instance, formulations for drugs that
are poorly soluble in water may be optimized by the addition of a suitable organic
solvent. For other purposes the properties of water may be tuned as needed by such
an addition. There are many solvents that are miscible with water in all proportions,
such as the lower alcohols (up to C3, as well as tert-butanol), alkane-diols, glycerol,
certain ethers (tetrahydrofuran, dioxane), acetone, certain esters (ethylene carbonate,
γ-butyrolactone), lower and cyclic amines and pyridine, acetonitrile, various amides,
and certain sulphur compounds (sulfolane and dimethylsulfoxide), among others
(Marcus 1998). Although the properties of such mixed aqueous solvents are generally
in between those of the components, the possibility of preferential solvation of solutes
must be taken into account. This aspect complicates the situation considerably, so
that specification of the bulk properties of the mixtures (Marcus 2002a, b) requires
further information in order to be of use in assessing the solvent powers of such a
mixture.

The bulk properties are conveniently described by Redlich-Kister-type expres-
sions for binary mixtures of water (W) and a co-solvent (S):

Y = xWYW + xSYS + xWxS[y0 + y1(1 − 2xS)

+ y2(1 − 2xS)2 + y3(1 − 2xS)3 + · · · ]
(1.34)

Here Y denotes a general bulk property, YW that of pure water and YS that of the pure
co-solvent, and the yi are listed coefficients, generally up to i = 3 being required.
Annotated data are provided in (Marcus 2002) for the viscosity η, relative permit-
tivity εr, refractive index (at the sodium D-line) nD, excess molar Gibbs energy GE,
excess molar enthalpy HE, excess molar isobaric heat capacity CP

E, excess molar
volume V E, isobaric expansibility αP, adiabatic compressibility κS, and surface ten-
sion γ of aqueous mixtures with many co-solvents. These include methanol, ethanol,
1-propanol, 2-propanol, 2-methyl-2-propanol (tert-butanol), 1,2-ethanediol, tetrahy-
drofuran, 1,4-dioxane, pyridine, acetone, acetonitrile, N, N-dimethylformamide, and
dimethylsulfoxide and a few others.

The solvent powers of solvents and solvent mixtures are described by the solva-
tochromic parameters, see Sect. 1.2.2. The solvatochromic parameters of aqueous
mixtures with co-solvents, symbolized by Y, are generally in between those of the
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pure components, but usually in a manner non-linear with the mole-fraction composi-
tion. The parametersY considered are the Dimroth-Reichard general polarityET(30)
(YW = 63.3) and the Kamlet-Taft polarity/polarizibility π∗ (YW = 1.09), electron pair
donicity/HB acceptance β (YW = 0.47), and electron pair acceptance/HB donicity α,
(YW = 1.17). The deviations �Y from linearity may be positive or negative and are
listed (Marcus 2002) for xS = 0.15, 0.35, 0.50, 0.65, 0.85 as well as are the YS of pure
S for the above-mentioned co-solvents.

Binary mixtures of water with water-miscible solvents show a balance between
the self-association and the mutual association of the components. This aspect has
been studied by the use of many methods, but the most definite information is given
by the preferential solvation parameter δW(S) = xW(S)

L − xW, where xW(S)
L is the lo-

cal mole fraction of W around S. Obviously, what is excess in one component
must be deficiency in the other, so that δW(S) = − δS(S) and δW(W) = − δS(W). Also,
δW(S)(xW = 0) = 0 = δW(S)(xW = 1) and necessarily also δW(S) ≤ xW. The experimental
errors in the data required for the calculation of the preferential solvation parameters
lead to values |δW(S)| ≤ 0.010 to be insignificant, but larger values mean that water
is preferred around S rather than S molecules, i. e., self-associated S. Similarly,
δW(W) ≥ 0.010 means that self-association of water is preferred over mutual associa-
tion with the co-solvent S. Another manner of presenting this information is in terms
of the solvent sorting parameter Pss:

Pss = (xW(S)
L
/
xW(W)

L)/(xS
/
xW) = (xW(S)

L
/
xS)/(xW(W)

L
/
xW) (1.35)

When Pss > 1 mutual association of water with the co-solvent is preferred over their
self-association and vice versa when Pss < 1, and Pss = 1.00 ± 0.02 means absence of
preferential solvation.

The preferential solvation in binary aqueous–co-solvent mixtures leading to values
of the local mole fractions and the preferential solvation parameters has been studied
extensively by two methods. One is the quasi-lattice quasi-chemical (QLQC) treat-
ment of Marcus (1983) and the other is the inverse Kirkwood-Buff integral (IKBI)
treatment of Ben-Naim (1977). The former, QLQC, is approximate, in that it in-
volves several simplifying assumptions, and is confined to the first solvation shell of
a given molecule, but is less demanding on the accuracy of the input data. On the
contrary, the latter, IKBI, is rigorous and presents information also on more than one
solvation shell, but is highly demanding regarding the accuracy of the input data that
cannot in many cases be adequately met. For the present purposes only the working
expressions for these two treatments are shown here; further details can be obtained
from the original publications cited above and from (Marcus 2002).

In the QLQC treatment a lattice parameter is assigned for each component: ZW

and ZS, and for the mixtures the mean lattice parameter is:

Z(x) = wZW + (1 − w)ZS (1.36)

where the weighting factor w is given by:

w = xS
rexp(�)

[
xW

r + xS
1/rexp(�)

]
(1.37)
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with r =ZS/ZW and:

� = (
2/RTZW

2
) [
�VHW + r−2�VHS + (

r−2 − 1
)
RT

]
(1.38)

where�VH is the molar enthalpy of vapourization. The interaction energy of a water
molecule with a neighbouring water molecule (assumed independent of the nature
of its other neighbours) is given by:

eWW = �VHW − RT
ZWNA

(1.39)

Similarly, eSS and eWS are the corresponding interaction energies of two nearest
neighbour solvent molecules and nearest neighbour water-solvent molecules. The
neighbour exchange energy is:

�eWS = eWW + eSS − 2eWS = 2kBT ln
{

2exp
[
−2GE

(x=0.5)/Z(x)RT
]

− 1
}

(1.40)

and is obtained from the excess Gibbs energy of mixing at the equimolar composition.
The entire GE(x) curve can then be fitted by:

GE(x) = (Z(x)RT/2)
[
xWln

{
(xW − (1 −Q)/2P )/xW

2
}

+ xSln
{
(xS − (1 −Q)/2P )/xS

2
}]

(1.41)

where Q = (1 − 4xWxSP)1/2 and P = 1 − exp(−�eWS/kBT ). This is a check on the
correct assignment of the ZS and ZW values.

Finally, the local mole fraction of, say, water around S, is given by:

xW(S)
L = [

1 − {1 − 4xWxS(1 − P )}1/2
]

/2PxS (1.42)

The required input values are thus the vapourization enthalpies of the components,
�VHW and �VHS and their lattice parameters, ZW and ZS, and the excess molar
Gibbs energy at the equimolar composition, GE

(x = 0.5). The lattice parameter for
the binary mixtures, Z(x), is then given by Eqs. (1.36) to (1.38), the molar excess
Gibbs energy of the binary mixtures GE(x) is given by Eq. (1.41), and the local
mole fraction of W around S is given by Eq. (1.42) (Marcus 1983, 1989, 2002). A
simplification can be achieved provided the GE(x) curve is nearly symmetrical by
setting ZS =ZW = Z(x) (hence, r = 1). For water ZW = 4 was arbitrarily fixed, and
ZS was obtained (in the range 2.8–6.8) by fitting the experimental GE

(x = 0.5) with
Eq. (1.41). The treatment was applied to mixtures of water with the above mentioned
co-solvents and a few others, noting preferential mutual solvation in some cases,
preferential self-association in some others (Marcus 1989); representative curves are
shown in Fig. 1.4. Mutual interactions of water with deimethylsulfoxide and with
methanol are seen to prevail over the entire composition range, whereas in water-
rich mixtures self-association of water dominates over mutual association in aqueous
2-propanol, acetone, and acetonitrile.
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Fig. 1.4 The preferential
mutual solvation parameters
according to the QLQC
treatment in binary mixtures
of water with the co-solvents:
� dimethylsulfoxide,
• methanol, � 2-propanol,
� acetone, and � acetonitrile

The IKBI method requires, as said, highly accurate data, because it employs
derivative thermodynamic functions of the composition, see below. Following are
the working expressions for the Kirkwood-Buff integrals:

GWS = RT [kT − VWVS/VD] (1.43)

GWW = RT [
kT + (xS/(1 − xS))

(
VS

2/VD
)] − V /(1 − xS) (1.44)

GSS = RT [
kT + ((1 − xS)/xS)

(
VW

2/VD
)] − V /xS (1.45)

where κT is the isothermal compressibility of the mixture, VW and VS are the partial
molar volumes of the components in the mixture, and V is the molar volume of
the mixture. The partial molar volumes can be readily calculated from those of the
pure components, the excess molar volume of the mixtures, V E(xS), and its first
derivative with respect to the composition. The function D is calculated from the
second derivative of the excess Gibbs energy of the mixture, GE(xS):

D = RT + xS(1 − xS)
(
∂2GE/∂xS

2
)
T ,P (1.46)

For both the partial molar volumes and the function D the derivatives of the general
expression (1.34) and the coefficients listed in (Marcus 2002) can be used, but only
for the volumes with sufficient accuracy. An alternative expression for the function
D, assuming water to be the much more volatile component, requires only the first
derivative and should be preferred when the data are available:

D = RT [
1 + (1 − xS)(∂lnfW/∂(1 − xS))T ,P

]
(1.47)

Here fW =pW/(1− xS)pW
◦ is the activity coefficient of water, and pW and pW

◦ are
its fugacities above the mixture and pure water, respectively. Partial pressures can
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be used instead of fugacities, if they are sufficient low, otherwise they must be cor-
rected for the vapour virial coefficients. If the required isothermal compressibilities
of the mixtures, κT(xS), are not known, they can be estimated with sufficient accu-
racy from adiabatic compressibilities as 1.1–1.4 times κS(xS) or interpolated linearly
between κT(S) and κT(W) of the neat solvents. The Kirkwood-Buff integrals of many
binary aqueous solvent systems were reported by Matteoli and Lepori (1984) and
subsequently for many more by Marcus (1990, 1995, 2001, 2002a, 2003) among
others.

Preferential solvation occurs, if at all, in the correlation volume, where a central
molecule affects its environment. The correlation volume, Vcor/cm3 mol-1, can be
calculated for m consecutive spherical solvation shells, taking into account partial
penetration of molecules from farther shells into nearer ones as well as the preferential
solvation in these shells (Marcus 1990). The correlation volumes around W and S
molecules are:

Vcor W = 2522.7
{
(−0.085m) + (0.1363/2)VW1/3 +

0.1363(m− 0.5)
[
xWW

LVW + (
1 − xWW

L
)
VS

]1/3
}3 (1.48)

Vcor S = 2522.7
{
(−0.085m) + (0.1363/2)VS1/3 +

0.1363(m− 0.5)
[
xWS

LVW + (
1 − xWS

L
)
VS

]1/3
}3 (1.49)

The numerical coefficients arise from the relationship between the molar volume
and the mean molecular diameter, d, of the solvent, W or S. The calculation must
be carried out iteratively, because it uses the local mole fractions implicit in the
expressions (1.48) and (1.49) for xWW

L and xWS
L. The latter, in turn, depend on the

preferential solvation parameters presented in Eqs. (1.50) and (1.51) further below.
“Ideal” Kirkwood-Buff integrals,Gij

id, are based solely on the relative molar vol-
umes of the components and do not provide information on the molecular interactions
leading to preferential solvation. TheGij

id are obtained on setting GE(xS) = V E(xS) = 0
in Eqs. (1.43) to (1.45) and conform to GWW

id +GSS
id − 2GWS

id = 0. The “vol-
ume corrected” (Matteoli 1997) preferential solvation parameters are calcu-
lated using residual “volume-corrected” values of the Kirkwood-Buff integrals,
�Gij =Gij −Gij

id, which then describe the preferential solvation due to the molec-
ular interactions. The volume-corrected preferential solvation parameters are given
by:

δxWW
′ = xWxS

(�GWW −�GSW)

[xW�GWW + xS�GWS + VcorW]
(1.50)

δxWS
′ = xWxS

(�GWS −�GSS)

[xW�GWS + xS�GSS + VcorS]
(1.51)

The local mole fractions are then given by xWW
L = xW + δxWW

′ and xWS
L =

xS + δxWS
′. Representative curves of the water self-interaction volume-corrected
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Fig. 1.5 The water
self-preferential solvation
parameters according to the
IKBI treatment in binary
mixtures of water with the
co-solvents:
� tetrahydrofuran,
• ethanol,
� hexamethyl phosphoric
triamide, � formamide, and
� 2-aminoethanol

preferential solvation parameters δxWW
′(xS) are shown in Fig. 1.5. Formamide is seen

not to lead to appreciable self interaction of the water, contrary to tetrahydrofuran
that does so, while the mutual interactions with 2-aminoethanol prevent any strong
self association of the water.

Most of the solvents that are miscible with water eventually destroy its three-
dimensional hydrogen bonded network. In organic-solvent-rich mixtures water tends
to act as individual molecules or small clusters of them. However, in water-rich
mixtures the cooperative hydrogen bonding may be enhanced, and such mixtures
may have a greater extent of hydrogen bonding than pure water. One way to
see this is to note that the partial molar volume of water in water-rich mixtures
with some organic solvents is larger than the molar volume of pure water, or
VW

E =VW −VW* > 0 (Marcus 2011). Figure 1.6. shows this for aqueous dimethyl-
sulfoxide, N, N-dimethylformamide, and N, N-dimethylacetamide with data taken
from Torres et al. (2006). VW

E > 0 up to xS = 0.154, 0.138, and 0.124, respectively.
For the lower alcohols the data of Benson and Kiyohara (1980) lead to VW

E > 0
up to xS = 0.154 for methanol and xS = 0.014 for ethanol at 25 ◦C (but at 10 ◦C
VW

E > 0 for ethanol beyond xS = 0.09 according to Franks and Johnson (1962)), and
xS ∼ 0.11 (read from a plot) for 1,2-ethanediol (George and Sastry 2004) at 25 ◦C.
This phenomenon means that some water is transferred from compact domains to
bulky domains (having more hydrogen bonding and being more self-associating)
according to the two-domain concept of water of Robinson et al. (Sect. 1.1.3). This
can also be described in terms of the formation of the bulky and highly hydrogen
bonded form of water in cages around the molecules of the co-solvent (Onori and
Santucci 1996). However, VW

E > 0, does not occur with some other co-solvents such
as acetonitrile, dioxane, etc. Marcus 2011).
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Fig. 1.6 Excess partial molar
volumes of water in
water-rich mixtures at 25 ◦C
with: • dimethylsulfoxide,
� N, N-dimethylformamide,
and
� N, N-dimethylacetamide.
(From data of (Torres et al.
2006))

Another way to look at this enhanced hydrogen bonding in water-rich mixtures
with co-solvents is in terms of the adiabatic compressibilities. These show composi-
tion dependencies that differ in form up to and beyond “signpost” values, xS sp, of the
co-solvent (D’Angelo et al. 1994). The xS sp are 0.11 for methanol, 0.060 for ethanol,
0.035 for 2-propanol, 0.030 for 1-propanol, and 0.025 for 2-methyl-2-propanol. A
still further indication of the enhanced hydrogen bonding in water-rich aqueous alka-
nol mixtures is obtained from 17O NMR relaxation times (Yoshida et al. 2006). The
limits up to which such enhancement takes place are however larger: xS ∼ 0.3 for
methanol, ∼0.2 for ethanol, and ∼0.1 for 1-propanol co-solvents. The activation
energy for rotational correlation of the water molecules increases up to these limits,
then diminishes. Similar observations of enhanced hydrogen bonding in water-rich
mixtures of co-solvents were obtained also by other techniques mentioned in the
references provided in these papers.

It is appropriate here to deal briefly with the effect of urea, O = C(NH2)2, on the
structure and solvent properties of water. Although urea is not a solvent, since it
is solid at ambient conditions, its aqueous solutions have been widely discussed in
relation to the denaturation of proteins, possibly caused by its effects on the hydro-
gen bonding structure of water. A recent MD simulation study (Idrissi et al. 2010)
summarizes the current state by noting that over the years controversial views were
reported, based on the interpretation of experimental data and computer simulation
studies, concerning the effect of urea on the structure of water. Some authors con-
cluded that urea breaks the structure (it is chaotropic in analogy with certain salts,
Chap. 3), others that it is indifferent in this respect, being well incorporated in the
existing hydrogen bonded structure, and still others concluded that it enhances the
structure of the water.

Concerning computer simulations, it is important to note that the structure of
urea itself in aqueous solutions is rather indefinite—it reverts readily from planar



42 1 Water

to non-planar configurations (Hermida-Ramon et al. 2007). Some simulation results
(Stumpe and Grubmüller 2007) claim that urea strengthens the water structure in
terms of HB energies and population. However, it is difficult to see how such claims
are supported by the data, the number of HBs to water at 300 K (Fig. 7b in the
paper) diminish linearly from ∼3.5 in pure water to ∼2.5 as the urea mole fraction
increases to 0.29 while the total enthalpy due to hydrogen bonding per unit volume of
the solution decreases (Fig. 8 in the paper) from 1.60 to 1.11 kJ mol−1 nm−3. A more
recent MD simulation study reports, on the contrary, that the structured tetrahedral
arrangement of water molecules is reduced on increasing the urea mole fraction in
favour of an unstructured one (Idrissi et al. 2010). This means that urea is a water
structure breaker.
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Chapter 2
Ions

Ions, defined as particles that carry electrical charges, exist in condensed phases
(solids and liquids) as electrically neutral combinations of cations and anions: elec-
trolytes. The ions may be bound or relatively free to migrate. Ions may be monatomic,
such as K+or Cl−, they may consist of a few atoms, such as ammonium, NH4

+,
or sulfate, SO4

2−, or even considerably more than a few, such as nitrobenzoate,
O2NC6H4CO2

−, or tetrapropylammonium, (C3H7)4N+. They may even consist of
very many atoms and may carry many dispersed charges and are then referred to as
poly-ions, constituting the dissociated part of polyelectrolytes. Some biological moi-
eties, such as polypeptides, proteins, and nucleic acids, as well as suitable synthetic
molecules are examples of polyelectrolytes.

The treatment in the following deals mostly with ions in solution, though some
discussion of isolated ions is also required. In dilute solutions strong electrolytes,
such as NaCl, are those that are fully dissociated into their constituent ions, though
they may associate to ion pairs in more concentrated ones, e.g., Na2SO4, forming
Na++ NaSO4

−. Weak electrolytes are hardly at all dissociated into ions in solution,
but have the capability of doing so under special circumstances. They are ionogenic,
that is, capable of ionizing by reaction with some component of the solution, includ-
ing the solvent itself. A weak acid, such as benzoic acid, C6H5COOH, may donate a
hydrogen ion to a basic environment and turn into an anion, C6H5CO2

−. A weak base,
such as aniline, C6H5NH2, may add-on a hydrogen ion in an acidic medium and turn
into a cation, anilinium, C6H5NH3

+. Zwitterions may turn into anions or cations, de-
pending on the pH of the medium, an example being alanine:+H3NCH(CH3)COO−,
turning into+H3NCH(CH3)COOH in acidic media and into H2NCH(CH3)COO− in
basic ones. The properties discussed in this chapter pertain to the ions that have
been formed, either by strong electrolytes directly on their dissolution or by weak
electrolytes in suitable media.

The generalized symbol of an ion (but not of a poly-ion) of any charge sign is Iz±,
with an integral charge number z. As a part of the symbol for a quantity pertaining
to an ion the subscript I is used without the charge. As a part of the symbol for a
quantity pertaining to an electrolyte or to a neutral combination of ions the subscript E

is used. Subscripts + and − represent generalized cations and anions with no regard
to z.

Y. Marcus, Ions in Water and Biophysical Implications, 49
DOI 10.1007/978-94-007-4647-3_2, © Springer Science+Business Media Dordrecht 2012
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2.1 The Properties of Isolated Ions

When an ion exists in an ideal gaseous state, that is, when it is devoid of interactions
with other particles or its surroundings in general, it is termed an isolated ion. Com-
monly, isolated ions consist of relatively few atoms, but some quite large ones are
produced in mass spectrometers. They may also be the centers of clusters consisting
of the ion proper surrounded by a small number of solvent molecules.

The ionization process leading from an atom, a radical, or a molecule to a cation
may proceed in several stages of losing an electron. It requires the investment of
energy and is expressed by the ionization potential,

∑
Ip, the sum being over the

successive ionization stages. The electron capture by an atom, a radical, or a molecule
to form an anion releases energy that is expressed as the electron affinity, EA, of such
a moiety. However, the capture of an electron by an anion that already carries a
negative charge is an unlikely event. Therefore, only a single electron may generally
be added to a neutral species in the EA process. These energies,

∑
Ip and EA, in

electron-volt units (1 eV/particle = 96.483 kJ mol−1), have been reported for many
ions in the book by Marcus (1997).

The primary characteristics of isolated ions are the amount of electrical charge
they carry, their mass, their shape, and their size. The amount of charge is given in
terms of a multiple, zI, of the elementary units of the charge of a proton (positive) or
an electron (negative), namely e = 1.60218 × 10−19 C. Within the scope of this book
the absolute values of zI for isolated ions range from 1 to 4 for monatomic ones and
possibly somewhat larger for some complex ions. Highly ionized atoms that may be
produced artificially or result from nuclear reactions are not considered here.

The masses of ions are generally specified as their molar mass, that is, of Avo-
gadro’s number, NA = 6.02214 × 1023 mol−1, of ions. The units of the molar mass,
MI, are therefore kg mol−1, but generallyMI is given in g mol−1.

The shape of monatomic ions is, of course, strictly spherical when isolated, but
they may be deformed slightly by external forces (strong electrical fields). Ions that
consist of several atoms may have any shape, but common ones are planar (NO−

3 ,
CO3

2−), tetrahedral (NH+
4 , SO4

2−), octahedral (Fe(CN)6
4−), elongated (SCN−), or

more irregular (CH3CO2
−, HCO3

−).
The sizes of ions in the isolated state, however, are difficult to specify, be-

cause the electrons in their periphery extend indefinitely around the inner electronic
shells and the nuclei of the atoms. The sizes of monatomic ions may be com-
pared with the iso-electronic noble gases (of known collision diameters), e.g.,
O2−>F−>Ne>Na+>Mg2+. The sizes are expected to diminish in this series,
because of the increasing positive nuclear charge that pulls-in the electrons. Stokes
(1964) took up this idea with the quantum mechanical scaling principle, and cal-
culated radii for isolated monatomic ions, rIg = r(Iz±, g). These were then used to
calculate the self-energy of the ions, used for the estimation of their Gibbs energies
of hydration, see Sect. 2.3.3. However, such values of rIg have not been taken up by
other investigators since then.
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The self-energy of an isolated ion (Iz±, g) is due to its being charged and is

Eself(I
z±, g) = NAz2e2

4πε0rI
g

(2.1)

per mole of isolated ions. Here ε0 = 8.85419 × 10−12C2 J−1m−1 is the permittivity
of free space, and rg

I is the radius of the ion. As stated above, the size of an isolated
ion is an ill defined quantity, so must be its radius, hence the self-energy.

On the other hand, thermodynamic quantities that pertain to the formation of
isolated ions from the elements in their standard states are well defined. The standard
molar Gibbs energy and the enthalpy of formation, �fG

◦(Iz±, g) and �fH
◦(Iz±,

g), of many ions have been reported. The standard molar entropy and constant-
pressure heat capacity, S◦(Iz±, g) and C◦

P(Iz±, g), of isolated ions are also well
defined quantities and have been reported. Such data are generally available for the
standard temperature T ◦ = 298.15 K and pressure P ◦ = 100 kPa, and suitable
sources are the NBS tables (Wagman et al. 1982) and the book by Marcus (1997).
The standard molar volume of an isolated ion is trivial, being the same for all ions:
V ◦(Iz±, g) = RT◦/P◦ = 0.02479 m3 mol−1, where R = 8.31451 J K−1 mol−1 is the
gas constant.

Most ions are diamagnetic, that is, they are repulsed out from a magnetic field;
their molar magnetic susceptibilities, χIm, range from a few to several tens of
the unit (−10−12 m3 mol−1), as reported in (Marcus 1997). Ions that have one
or more unpaired electrons in their electronic shells are paramagnetic and are at-
tracted into a magnetic field. For a paramagnetic ion having n unpaired electrons
χIm = +1.676n(n + 2) × 10−9 m3 mol−1 at T ◦ = 298.15 K. Molar magnetic
susceptibilities, thus, have the dimensions of molar volumes.

The polarizibility, αI, of an ion also has the dimension of a volume, of the order
of 10−30 m3 per ion. The molar refractivity (at infinite frequency) is proportional to
the polarizability:

RI∞ =
(

4πNA

3

)
αI = 2.5227 × 1024αI (2.2)

The molar refractivity is obtained experimentally for neutral species, and generally
the refractive index at the sodium D line (589 nm), nD, is used to obtain the molar
refractivity RD in lieu of the infinite wavelength value R∞. The Lorenz-Lorentz
expression is used:

RD = V (nD
2 − 1)

nD
2 + 2

(2.3)

where V = (M/ρ) is the molar volume and M and ρ are the molar mass and the
density. The molar refractivities are not very sensitive to the environment in which
an ion is situate (in a condensed phase) nor to its concentration (when in solution).
In order to ascribe a molar refractivity (and a polarizability) to an individual ion, the
experimental values must be split appropriately between the cation and the anion.
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There is no theoretically valid way to do this, so an empirical expedient is resorted to,
namely RD(Na+) = 0.65 cm3 mol−1 at 25 ◦C (Heydweiler 1925). The temperature
coefficient of RD is rather small, approximately +0.01 cm3 mol−1.

A mild correlation of the polarizabilities exists with the ‘softness’ that can be
ascribed to the ions. The softness is related to the difference between the energetics
of formation of the ion from the neutral species on the one hand (loss or gain of
electrons) and its enthalpy of hydration (Sect. 2.3.1) on the other. In the hydration
process the charge on the ion itself is neutralized to some extent by the gain or loss
of pairs of electrons by coordination with the solvent. The softness parameter was
given normalized numerical values by Marcus (1986), for cations according to:

σ+ =

∑
Ip +�hydrH

∞(C z+)

z+
− Ip(H+) +�hydrH

∞(H+)

Ip(H+) +�hydrH∞(H+)
(2.4)

and for anions according to:

σ− =
−EA−�hydrH

∞(Az−)

z−
− (EA(H)) −�hydrH

∞(OH−)

−EA(H) −�hydrH∞(OH−)
(2.5)

The aqueous hydrogen and hydroxide ions are arbitrarily assigned softness values
of zero and the dimensionless values for cations and anions are then related to these
values. They have been listed for many ions (Marcus 1986, 1977); positive values
of the softness parameter denote ‘soft’ ions and negative values denote ‘hard’ ions.
As said, for soft ions there is some correlation with their polarizabilities but for hard
ions the correlation is much better with the electric field strength, zIe/rI

2, instead.
The properties of a selected list of ions in the isolated state are shown in Table 2.1.

2.2 The Properties of Aqueous Ions

The electrostatic interactions of the cations and anions making up an electrolyte
in aqueous solutions compete with the thermal movement of all the particles in
the solution, ions and water molecules, and are screened by the high dielectric
permittivity of the water. The overall interactions, involving ion hydration and effects
of ions on the water structure, in addition to ion-ion interactions and those of the
hydrogen bonded network of water, are quite complicated. Approximations have to
be applied in order to handle the resulting behavior of the ions theoretically or by
means of computer simulations.

The simplest approximation is the ‘restricted primitive model’ that considers the
ions as charged conducting spheres dispersed uniformly in a continuum fluid made
up of a compressible dielectric. The ions are characterized by their charges (sign
and magnitude) and sizes (radii), and are assumed to be spherical. The solvent,
whether single or a mixture, is characterized by its permittivity, compressibility, and
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thermal expansibility. The properties of the aqueous ions may then be estimated by
the application of electrostatic theory and compared with the experimental values.

However, there are very few experimental determinations that can be applied
unambiguously to individual ions in aqueous solution. Only as a thought process,
may a single ion Iz± be transferred from the ideal gas phase into water, but this
process involves the passage through the gas-water interface. Such a passage is
connected with not well defined consequences. Once an individual ion is in solution,
its properties depend in principle on its location with respect to the surface and
the walls of the vessel, due to its electric field. It is assumed that when such a
thought process is carried out simultaneously for ions of opposite matching charges,
the effects of the passage through the gas-water interface cancel out, so that valid
quantities can be derived from the process.

The more common process that can be carried out experimentally is to dissolve in
water an entire electrolyte, consisting of a matched number of cations and anions to
produce a neutral species. Conditions can be chosen for approximating infinite dilu-
tion as a limit of extrapolation from low, finite concentrations. This limit corresponds
to the dissolution of an infinitesimal amount of electrolyte in a finite amount of water
or a mole of electrolyte in a huge amount of water. It is then possible to deal with the
molar quantities pertaining to the aqueous electrolyte at infinite dilution. One must
still devise some means to deduce from the measured quantities those pertaining to
the individual ions.

At infinite dilution each ion is surrounded by solvent molecules only and is remote
from other ions and does not interact with them. The individual ionic quantities
contributing to the measured molar properties of the infinitely dilute electrolyte are,
therefore, additive. They are weighted by their stoichiometric coefficients in the
electrolyte: ν+ cations Cz+ and ν− anions Az−. For a 1:1 electrolyte such as KBr
v+ = v− = z+ = |z− |= 1 , for a 1:2 electrolyte such as CaCl2 v+ = 1, z+ =
2, v− = 2 and |z−| = 1. From the additivity follows that if the value for some one
ion is known, those of all other ions can be derived by subtraction of this value,
appropriately weighted, from the values for electrolytes containing it, and so forth
for other electrolytes. So-called ‘conventional’ values are obtained when the value
zero is assigned to the aqueous hydrogen ion, Y∞(H+, aq) = 0 at all temperatures,
Y∞ being any additive property. Sums of appropriately weighted conventional values
of cations, Y∞+conv, and of anions, Y∞−conv, represent the values for electrolytes,
even those not measured directly. Values of Y∞+conv of cations can be compared and
discussed among themselves, and similarly for anions among themselves, but they
may not be construed as representing the actual values that individual ions have these
properties.

The problem of the validity of methods for obtaining the so-called ‘absolute’
property values of individual aqueous ions was discussed by Conway (1978) and
more recently by Marcus (2008a) and by Hünenberger and Reif (2010). These issues
are treated in the following sections dealing with the properties of aqueous ions.

It is important to bear in mind the consequences of the electric charge on the
ion in aqueous solutions. The electric field at the boundary between the ion and its
hydration shell is huge, of the order of many GV m−1. For instance, the field right
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near the surface of a sodium ion, at 0.102 nm from its center, is 138.4 GV m−1. Such
fields surpass many-fold fields achievable experimentally in the laboratory, these
being of the order of 1 GV m−1. The two most important consequences of such large
fields are a high compressive pressure and dielectric electrostatic saturation at the
hydration layers around an ion. The permittivity of water at very high fields is given
by the non-linear dielectric effect:

εW(E) = εW(0) + βE2 (2.6)

with β = −1.080 × 10−15 V−2 m2 that is practically temperature-independent at
very high fields. Dielectric saturation prevails at a short distance from the center of
an ion, ∼ 0.40|z|1/2 nm, the relative permittivity diminishing to near the optical limit
of n2∞ (the infinite frequency refractive index squared) ≈1.95 at 25 ◦C. The dipoles
of the water molecules can then no longer be oriented by external fields and the
residual permittivity is due to the electronic polarization of the water molecules. The
other consequence is the large electrostriction produced by the compressive pressure
that the field exerts on the water near the ion. Bockris and Saluja (1972) calculated
the effective pressure in the middle of the first hydration shell of ions, the numerical
coefficient being valid at 25 ◦C with the radii in nm:

Peff

GPa
= 0.18305(rI + rW)−3 (2.7)

For the sodium ion the pressure is 13.2 GPa at this site, commensurate with the
highest experimental pressures that can be applied to water or electrolyte solutions
in the laboratory. At such large pressures the water in the hydration shell is highly
compressed, it is strongly electrostricted.

2.2.1 Hydration Numbers

A Cation has the water molecules oriented towards it with one of their lone pairs
of electrons, carrying a fractional negative charge, pointing at the cation. This may
result in a coordinate bond, the fractional charge penetrating an unoccupied electronic
orbital of the cation. Small multivalent cations, such as Mg2+, tend to form such
bonds with water, with definite coordination geometries and numbers of the water
molecules in the first hydration shell: 6 in a regular octahedron for Mg2+. These
water molecules are polarized by the charge of the cation and are therefore strongly
hydrogen-bond donors to water molecules in a second hydration shell that remains
with the cation as it moves in the solution.

An anion in aqueous solutions has the water molecules pointing one (or both in
some cases) of their hydrogen atoms towards it, resulting in hydrogen bonds. An-
ions tend to be large and have a relatively small electric field, and have no definite
coordination number of water molecules hydrating them. For singly charged anions
the average binding of water molecules is rather small (< 2). Multivalent anions,
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especially oxyanions, such as CO3
2− or SO4

2− bind more water molecules by ac-
cepting hydrogen bonds from them, and anions such as HSO4

− or H2PO4
− also

donate hydrogen bonds to adjacent water molecules.
Ions containing hydrophobic parts, such as C2H5CO2

− and C6H5NH3
+, arrange

water molecules differently around such parts, −C2H5 and −C6H5, compared with
the arrangement near the hydrophilic part, −CO2

− or −NH3
+. This behavior is

even more characteristic of ionic surfactants with long organic chains, such as
(C8H17)3NH+ or C12H25OSO3

−. These tend to associate in aqueous solutions form-
ing micelles or other structures. Ions with hydrophobic groups in their periphery
around a buried charge, such as (C6H5)4B− or (C4H9)4N+, are generally only poorly
hydrated.

Water molecules around ions are arranged in concentric shells: the nearest ones,
in the first hydration shell, are relatively strongly bound to the ion and move together
with it, as do at least some of the water molecules in a second hydration shell,
if present. Large monatomic ions (e.g., Cs+ and I−) lack a well-formed second
hydration shell. A second shell characterizes multiply charged small ions (e.g., Al3+),
the water molecules in it being hydrogen-bonded to those in the first shell more
strongly than are the hydrogen bonds in pure water. Large ions with a single charge
(e.g., (C2H5)4N+ and larger tetraalkylammonium ions) may not have a hydration
shell altogether, but have the water in clathrate-like or enhanced tetrahedral ice-like
structures around them as for nonionic hydrophobic solutes. Beyond the hydration
shells the water molecules are still affected by the electric field of the ionic charge
and the possibility of being hydrogen bonded to the inner water molecules. In this
region the hydrogen-bonded structure of the water is less ordered than in pure water
(see Sect. 1.1.3). Only further out from the ion does the water become bulk water,
having the properties of pure water.

Hydration numbers are the time-average numbers of water molecules residing in
the first hydration shells of ions (and in the second, if formed). When coordinate
bonds are formed between an ion and water molecules a definite integer (primary)
hydration number results, equaling the coordination number, (e.g., 4 for Be2+, 6 for
Mg2+ and Al3+). If only non-directional electrostatic association takes place, then
geometric constraints may occur, smaller ions having smaller hydration numbers than
larger ions, although the water molecules are bonded more energetically to the former.
Fractional average hydration numbers then reflect the probabilities of the temporary
localization of a certain number of water molecules around such ions. There is a
dynamic exchange of water molecules with the bulk water outside the hydration
shells. Over time, water molecules depart from the hydration shells and others come
in, resulting in a non-integer hydration number. The rate of such exchanges may be
as large as 109 per second when no coordinate bonds are formed (e.g., for Cs+) and
as small as 105.2 exchanges per second for Mg2+, and an even much smaller rate for
an ion such as Cr3 +.

Consideration of hydration numbers requires, of course, departure from the strict
primitive model (see p. 52) since it recognizes the molecular nature of the aqueous
solvent. This number must be defined operationally, since diverse methods are
sensitive in different ways to the number of water molecules in the hydration shells.
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In an infinitely dilute solution of an ion in water the electric field of the ion
causes compression of the water in its hydration shell, electrostriction. Independently
of the nature of the ion, the compression of electrostricted water at 298.15 K per
mole of water is �VWelec = −2.9 cm3 mol−1. This value is obtained from the
isothermal compressibility of pure water, κTW, and the pressure derivative of its
relative permittivity, (∂lnε/ ∂P)T (Marcus 2005, 2009).

The molar electrostriction of the water by an ion at infinite dilution, VIelec
∞,

is obtainable from a stepwise, shell-by-shell electrostatic calculation (Marcus and
Hefter 1999), see below, Sect. 2.2.2.

The ratio between the molar ionic electrostriction, VIelec
∞, and the molar

electrostriction of the water, �VWelec, is:

hIelec
∞ = VIelec

∞

�VWelec
(2.8)

and can be construed to represent the time-average hydration number of the ion.
Alternatively, the ion and the water in its first hydration shell may be considered

to be non-compressible by an external pressure, the electric field having already
produced the maximal possible compression. Then the hydration number is defined
by the standard molar ionic compression, (∂VI

∞/∂P)T , as:

hIcomp
∞ = 1 − (∂VI

∞/∂P )T
κTWVW

∗ (2.9)

Here (∂VI
∞/∂P)T is a negative quantity. Individual ionic values of (∂VI

∞/∂P)T are
obtained from experimental values for electrolytes by assuming a value for one ion.
The value (∂VI

∞/∂P)T (Cl−,aq) = −16.5 ± 1.5 cm3 GPa−1 mol−1 at 298.15 K was
suggested (Mathieson and Conway 1974). The hydration numbers from these two
methods are shown in Table 2.2 and are compared with the approximation h∞

I =
0.360|z|/(rI/nm) (Marcus 1997) (see also the end of Sect. 2.2.5), that can be used
for ions for which no other value of the hydration number is available.

Hydration numbers are expected to diminish as the concentration of the electrolyte
increases, mildly at low concentrations but strongly when the hydration shells of
oppositely charged ions start to overlap. This concentration can be estimated from
the average distance between ions in a solution that is inversely proportional to the
cube root of the concentration:

dav = NA−1/3
(∑

vIcI

)−1/3 = 1.1844
(∑

vIcI

)−1/3
nm (2.10)

The summation extends over all the ions present at concentrations cI in M multiplied
by their stoichiometric coefficients νI (Marcus 2009b). The radius of a hydrated ion,
rIhydr, may be taken as the sum of the ionic radius and the diameter of a water molecule
(see below), so that it is possible to estimate the concentration at which the hydration
shells start to overlap: dav ≤ rI +hydr + rI−hydr. It is as low as 1.43 M for aqueous
NaCl and is lower still for solutions of unsymmetrical multivalent electrolytes (1:2,
etc.). Below the overlap limit experimental values of (∂VI/∂P)T may be used for
the estimation of the hydration numbers at finite concentrations from the expression
(2.10) for hIcomp given above.
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2.2.2 Ionic Radii in Solution

The distances dI−O between the centers of ions and those of the oxygen atoms of adja-
cent water molecules have been measured by x-ray and neutron diffraction methods
and were summarized by Marcus (1988) and by Ohtaki and Radnai (1993). When
the radius of a water molecule, rW = 0.138 nm, is deducted from the dI−O values the
results correspond quite well with the set of Pauling radii, rIP, of the ions in crystals
(Marcus 1983). The electrostatic forces acting on ions in condensed phases, crystals
and solutions, are similar and the relevant energies, the lattice energies and energies
of solvation, are of similar magnitude. Hence, the conclusion that the rIP, derived
from measurements on crystals, are relevant for the radii of ions in solution is reason-
able. The values of dI−O reported by various authors for aqueous electrolyte solutions
and pertaining to different concentrations have a mean uncertainty of ±0.002 nm,
much worse than the values in crystals (Shannon and Prewitt 1969, 1970). Within
this uncertainty, the ‘selected’ (Marcus 1997) ionic radii rI, listed in Table 2.2, added
to rW do yield the experimental dI−O values, so that they validly represent the radii
of aqueous ions.

David and Fourest (1990) challenged the concept of a constant radius for the water
molecule, rW. The electric field of the ions polarizes the water molecules adjacent
to them and for multiply charged ions squeezes these molecules somewhat in the
direction of the ions. The values of rW decrease according to these authors from
0.143 nm for the alkali metal cations down to 0.133 nm for the trivalent lanthanide
cations. Therefore, using the mean value, rW = 0.138 nm, increases accordingly the
uncertainty of the ionic radii in solution from ±0.002 to ±0.005 nm.

The radii of multi-atomic ions was estimated as thermochemical radii by Jenkins
and co-workers (Jenkins and Thakur 1979; Jenkins et al. 1999; Roobottom et al.
1999) from the lattice potential energies Ulat of crystals containing them with a
monatomic counter-ion of known radius. The sum of the radii of the cation and
anion is:

rI+ + rI− =
121.4(v+ + v−)z+z−[1 + {1 − (0.138Ulat/121.4(v+ + v−)z+z−)}1/2]/2Ulat (2.11)

So, if rI+ is known rI− is obtained and vice versa.
The temperature dependence of the ionic radii of monatomic- as well as multi-

atomic ions is negligible within the temperature range of the existence of water as a
liquid at ambient pressures (Krestov 1991).

2.2.3 Ionic Volumes

The volumes that are to be assigned to ions in aqueous solutions are related to
the measurable concentration-dependent densities, ρ, of the electrolyte solutions at
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constant temperature and pressure. Consider a solution made up from nW moles of
water and nE moles of electrolyte. The apparent molar volume of the latter:

ϕVE = (V − nWVW
∗)

nE
(2.12)

is that part out of the total volume of the solution, V, remaining for the electrolyte per
mole of it, once the volume assigned to the water, nWVW

∗, is subtracted. The latter
quantity is the volume that the water would have occupied if there was no effect due
to the ions. In a solution of density ρ made up from nW = 55.51 moles of water (1 kg)
and nE =mE moles of electrolyte (i.e., at a molality mE) the apparent molar volume
is obtained from the densities as:

ϕVE = ME

ρ
+ 1000(ρ − ρW

∗)

ρρW
∗mE

(2.13)

where ME is the molar mass of the solute and ρW
∗ the density of pure water. This

apparent molar volume of the solute does not mean the actual volume that should be
assigned to the electrolyte, because the water near ions does not have the same molar
volume that pure water has. The water near the ions is compressed, electrostricted,
by the electrical fields of the ions. The volume to be assigned to the ions is the partial
molar volume, which for a solution of molality mE is:

VE=ϕVE +mE(∂ϕVE/∂mE)T (2.14)

Usually the second term of Eq. (2.14) is replaced bymE
1/2(∂ϕVE/∂mE

1/2)T , because
of the square root dependence of ϕVE on mE in dilute solutions according to the
Debye-Hückel theory. On extrapolation to infinite dilution ϕVE becomes equal to the
standard partial molar volume of the electrolyte: ϕVE

∞ = VE
∞.

At infinite dilution the properties of the cations and anions are additive as men-
tioned above, so that assuming the value of V∞(Iz±, aq) for just one ion permits the
splitting of the measured VE

∞ to the contributions from the individual ions. Con-
ventional values VI

conv, based on V∞(H+, aq)conv = 0 cm3 mol−1 at all temperatures,
have been listed by Millero (1971) at several temperatures (0, 25, 50 and 75 ◦C); some
of these values have since been revised (Marcus 2011). The temperature-dependent
value for the aqueous hydrogen ion was suggested by Millero (1971), valid to 200 ◦C:

V∞(H+, aq)/cm3mol−1 = −5.1 − 0.008(t/◦C) − 1.7 × 10−4(t/◦C)2 (2.15)

resulting in V∞(H+, aq)= −5.4 cm3 mol−1 at 298.15 K. The derived so-called ‘ab-
solute’ values are V∞(I±, aq) = VI

conv + zIV∞(H+, aq). Those at 298.15 K for some
ions are shown in Table 2.2. The steps that have led to Eq. (2.15) cause the ionic
values to have uncertainties of at least ±0.2zI cm3 mol−1, thus increasing with the
ionic charges. For some cations, and in particular for multivalent ones, the values of
V∞(Iz±, aq) are negative: these ions cause a large electrostriction of the hydrating
water.
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The values of the individual ionic VI at finite concentrations are not known as
accurately, contrary to those at infinite dilution, VI

∞. This is due to interionic inter-
actions causing the additivity of the individual volumes to breaks down. According
to Redlich and Meyer (1964) the apparent molar volumes of electrolytes can be
expressed as:

ϕVE=ϕVE
∞ + SVcE

1/2 + bEcE (2.16)

where cE is the molar concentration (in M), SV is the theoretical slope of the square
root term according to the Debye-Hückel theory (1.85 dm3/2 mol−1/2 at 298.15 K),
and bE is an empirical parameter specific for each electrolyte. Since ϕVE

∞ =VE
∞ is

known from additivity and SV is independent of the electrolyte, knowledge of the
bE parameters should permit the splitting of measured (Eq. (2.13)) values of ϕVE at
finite concentrations into the individual ionic contributions. Some progress in this
direction was made when it was demonstrated that linear relationships exist between
the bE values and theBη coefficients of the viscosities (Marcus 2006), the latter being
additive and established for individual ions (see Sect. 2.4.3).

The standard partial molar volume of an ion in aqueous solution, VI
∞, is the

actual volume to be assigned to the ion in the solution (at infinite dilution). It is the
sum of its intrinsic volume, VIIntr

∞, and the electrostriction that the ion has caused
in the water around it, VIelec

∞, the latter being a negative quantity. The volume of a
‘bare’ unhydrated ion, (4πNA/3)rI3, cannot represent its intrinsic volume and must
be enlarged to account for the void spaces between the water molecules and the ion
and among themselves in order to represent the intrinsic volume of the ion in the
solution. A factor of k = 1.213 was proposed by Mukerjee (1961) for the alkali metal
and the halide ions, producing:

VI Intr
∞ =

(
4πNA

3

)
(krI)

3 (2.17)

The sums of the cation and anion values according to Eq. (2.17) agree with the
intrinsic volumes obtained as the limits of VE at very high concentrations, where
all the water present is already completely compressed, so that VIelec → 0 (Marcus
2010).

The electrostriction caused by an ion has been estimated on the basis of the
electrostatic effects the very high electric field of an ion has on the water surrounding
it. This field exerts a large pressure on the water and sharply decreases its permittivity,
down to dielectric saturation. A stepwise shell-by-shell calculation (Marcus and
Hefter 1999) yields the desired quantity:

VIelec
∞ = −(8π2NAε0)

∑
j
(r(j )3 − r(j − 1)3)

×
{
εW(j )

[(
∂lnεW

∂P

)
T

− κTW

]
+ κT

}
E(j )2 (2.18)

The summation extends over the shell numbers j from 1 up to such a value that
the incremental change in VIelec

∞ is negligible. In expression (2.18) r(0) = rI,�r =
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r(j)−r(j−1) is fixed at some small value, say 0.005 nm, εW(j) = ε(j, E) is the electric
field-dependent (hence pressure-dependent) relative permittivity in the jth shell, and
E(j) = E(j, εW) is the electric field strength in the jth shell. An iterative calculation is
required due to the mutual dependence of E and εW.

The mutual dependences of the pressure, the compressibility, the permittivity,
and the field strength complicate the electrostatic calculations. Marcus has recently
calculated (Marcus 2009, 2012a) the VIelec

∞ for the alkali metal and alkaline earth
metal cations and the halide, perchlorate, and sulfate anions for aqueous solutions at
five temperatures between 273.15 and 473.15 K (0 − 200 ◦C), those for 298.15 K
being shown in Table 2.2. The corresponding intrinsic volumes are VI Intr

∞ = VI
∞ −

VIelec
∞, and, of course, all are positive.

2.2.4 Molar Heat Capacities of Aqueous Ions

When the heat of solution of an electrolyte in water to form a dilute solution is mea-
sured calorimetrically at several temperatures, the standard partial molar (constant
pressure) heat capacity of the electrolyte, CPE

∞, is obtained from the temperature
coefficient of these heats, extrapolated to infinite dilution. Alternatively, the differ-
ence between the specific heat of a dilute solution of the electrolyte and that of water
is obtained by flow microcalorimetry to yield the same quantity. Accurate density
data at the appropriate temperature are required for the use of this technique. A recent
description of the methods available for the determination of the heat capacities of
aqueous electrolytes is presented by Hakin and Bhuiyan (2010). Such determinations
are accurate to ± 1 to ± 4 J K−1 mol−1 (Hepler and Hovey 1996)

Values of CPE
∞ have been critically compiled by Abraham and Marcus (1986)

for many electrolytes. Some of the values have later been revised and supplemented
by Criss and Millero (1996, 1999) and by Hepler and Hovey (1996). As for other
pertinent quantities, it is necessary to assume a value for one ion in order to ob-
tain the so-called ‘absolute’ standard molar ionic heat capacities, CPI

∞, these values
being additive at infinite dilution. Criss and Millero (1996, 1999) presented val-
ues of the conventional standard molar ionic heat capacities at 298.15 K, based
CP

∞(H+, aq)conv = 0. The ‘absolute’valueCP
∞(H+, aq) = −71 ± 14 J K−1 mol−1 at

298.15 K has been suggested (Abraham and Marcus 1986) on the basis of the TPTB
assumption, equating the standard molar heat capacities of aqueous tetraphenyl-
phosphonium and tetraphenylborate ions. These cation and anion should have similar
values of CPI

∞, because they are chemically similar and have similar sizes, the
charges being buried well inside the tetraphenyl structure (Marcus 1987). However,
the CPI

∞ of these bulky ions are large, leading to a large uncertainty involved in
equating them, because of slight differences in their sizes. Unfortunately, no more
satisfactory method for splittingCPE

∞ into theCPI
∞ of the constituent ions has been

found so far. Values of the latter are shown in Table 2.2.
Criss and Millero (1996, 1999) used the Pitzer formulation for activity coefficients

(Pitzer and Mayoraga 1973) and presented the needed electrolyte specific parameters
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for the calculation of the partial molar heat capacities of electrolyte solutions at
appreciable concentrations. Hakin and Bhuiyan (2010) presented the semi-empirical
Helgeson et al. (1981) expression for similar calculations, useful in particular for
elevated temperatures.

2.2.5 Molar Entropies of Aqueous Ions

The standard molar entropies of aqueous electrolytes, SE
∞, are obtained from the

temperature coefficients of the electromotive forces of galvanic cells or of the solu-
bilities of sparingly soluble salts. The values for individual ions need an assumption
concerning the value of one ion, as in the cases of the standard molar volumes and
heat capacities. The standard molar entropy of the hydrogen ion S∞(H+, aq) can be
obtained from from thermocells or from the potential of a mercury electrode at the
point of zero charge. The assumption involved in the former method relates to the
entropy of transport across a boundary of similar solutions at different temperatures.
The corresponding assumption for the latter method is that the temperature depen-
dence of the surface potential of mercury in water is negligible. Consistent values
are obtained from both methods: S∞(H+, aq) = −22.2 ± 1.4 J K−1 mol−1 (Conway
1978), a value that has not been seriously challenged since. Still, a much smaller neg-
ative value was suggested more recently by Schmid et al. (2000). It depends on the
apparent similarity between the hydration and gas-phase clustering entropies of the
hydrogen and the hydroxide ions. However, the adoption of the Schmid et al. value,
S∞(H+, aq) = S∞(OH−, aq) = −5.45 J K−1 mol−1 would increase that of fluoride
anions to 25.1 J K−1 mol−1, much different from the hydroxide value. However,
all measures of the hydration of hydroxide and fluoride anions in aqueous solutions
lead to commensurate values. On the other hand,on the basis of Conway’s choice
(Conway 1978), the value of S∞(OH−, aq) = 11.3 J K−1 mol−1, is quite near that of
the fluoride anion, S∞(F−, aq) = 8.4 J K−1 mol−1, and is to be preferred. The derived
values for other ions are shown in Table 2.2.

Frank and Robinson (1940) suggested that partial molar entropy of the water
in an electrolyte solution could be used for deciding on the structure-making
or -breaking properties of the ions constituting the electrolyte. Gurney (1953) found a
linear relationship between the partial molar entropy of aqueous monatomic ions and
their viscosity Bη coefficients (see Sect. 2.4.3). Later investigators, such as Nightin-
gale (1959), preferred to deal with the standard molar entropy of hydration, because
it permitted the extension of such correlations to polyatomic ions due to cancellation
of internal mode entropies of these ions and configurational contributions.

2.2.6 The Polarizabilities of Aqueous Ions

The molar refractivity RD of an electrolyte is additive for the constituent ions if the
ions are in an infinitely dilute solution. The expression used for the determination
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of RD uses the refractive index nD at the sodium D-line (589 nm) for the solution
and for pure water, nDW. It is analogous to that for the apparent molar volume, Eq.
(2.13), with the ratio (n 2

D −1)/(n 2
D +2) replacing ρ−1 and similarly for ρW

−1 being
replaced by (nDW

2 − 1)/(nDW
2 + 2):

RD =

(
1000

ρ

)
(nD

2 − 1)

(nD
2 + 2)

− [(ρ/ρW)− cEMW/1000ρW]
(nDW

2 − 1)

(nDW
2 + 2)

(2.19)

Extrapolation to infinite dilution yields RD
∞ that has the dimension of a molar

volume. The reported individual ionic values (Marcus 1997) are based on the arbitrary
but reasonable value ofRD

∞(Na+) = 0.65 × 10−6 m3 mol−1, for the infinitely diluted
aqueous sodium ions, the same as for isolated ions (See p. 52), because of the
inappreciable dependence of the polarizability of the ions on their environment. The
values shown in Table 2.1 for isolated ions, RDI, are in fact those obtained for ions
in infinitely dilute solutions, independent of the solvent (though mostly for aqueous
ions). The polarizabilities of the ions are obtained from the RDI

∞ values by means
of Eq. (2.2) and correlate to some extent with the sizes of the ions.

2.2.7 Ion Effects on the Surface Tension of Water

The surface tension of water, γW
∗, is fairly large, 71.96 mN m−1 at 298.15 K, due

to its hydrogen bonded network. Ions affect the surface tension of their solution, γ ,
because they are either preferentially sorbed at the surface layer of the water or, more
commonly, desorbed from it, compared with their bulk concentrations. This subject
is fully discussed in Sect. 4.4.1 and is not further dealt with here.

2.3 Thermodynamics of Ion Hydration

Ions in aqueous solutions are characterized by several thermodynamic quantities in
addition to the molar volumes, heat capacities and entropies discussed above. These
are the molar changes of enthalpy, entropy, and Gibbs energy on the transfer of
an ion from its isolated state in the ideal gas to the aqueous solution. They pertain
also to the dissolution of an electrolyte in water, since they can be considered as
parts in a thermodynamic cycle in which the electrolyte is transferred to the gas
phase, dissociates there into its constituent ions, which are then transferred into the
solution. Contrary to thought processes, as described in Sect. 2.2., it is impossible
to deal experimentally with individual ions but only with entire electrolytes or with
such combinations (sums or differences) of ions that are neutral. The assignment of
values to individual ions requires the splitting of the electrolyte values by some extra-
thermodynamic assumption that cannot be proved or disproved within the framework
of thermodynamics. However, for a theoretical estimation of the individual ionic
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values a model is useful. Its success can be demonstrated if the calculated ionic values
for the cations and anions add up to the experimental values for the corresponding
electrolytes.

2.3.1 Experimental Enthalpies of Hydration of Ions

When an ion is transferred, in a thought process, from its isolated state in the ideal
gas phase into water at infinite dilution a large amount of energy is released due to
the interaction of the ion with the surrounding water, from which the work needed
for creating a cavity for the accommodation of the ion in the water is subtracted.
The molar volume of the ion is compressed in this process from RT/P◦ to the stan-
dard partial molar volume in the solution, VI

∞. The net relevant energetic amount
is the change in the enthalpy, �hydrHI

∞, but, as said, this cannot be determined
experimentally for individual ions.

The standard molar enthalpy of hydration of a complete electrolyte,�hydrHE
∞, is

obtained from its experimental heat of solution and theoretical lattice energy. It is also
the difference between the critically compiled standard molar enthalpy of formation
of the infinitely dilute aqueous electrolyte (Wagman et al. 1982) and the sum of
the standard molar enthalpies of formation of the ideal gaseous ions (Table 2.1),
weighted according to their stoichiometric coefficients.

�hydrHE
∞ = �solnHE

∞ −�lattHE
∞ = �fH

∞(E, aq) −
∑

νI ·�fH
◦(I±, i.g.)

(2.20)

In order to split the experimentally available �hydrHE
∞ values dealing with entire

electrolytes into the ionic contribution a value must be estimated for just one ion.
Conventional values are obtained on setting�hydrH∞(H+)conv = 0 at all temperatures.
The ‘absolute’ value �hydrH∞(H+, aq) = –1103 ± 7 kJ mol−1 at 298.15 K results
(Marcus 1987) according to the TPTB assumption, equating the standard enthalpies
of hydration of the tetraphenyphosphonium and tetraphenylborate ions:

�hydrH
∞(Ph4P+) = �hydrH

∞(BPh4
−) (2.21)

Contrary to the case of the heat capacities (Sect. 2.2.4), the values of �hydrHI
∞ for

these bulky ions are quite low compared with those of small ions. Therefore, the
uncertainty involved in equating the values for these reference ions is also small.
This estimate for the hydrogen ion is compatible with several other reliable values
suggested on the basis of other considerations, ranging from −1091±10 to −1104±
17 kJ mol−1 (Conway 1978). The values for a number of ions are shown in Table 2.3
and are expected to be accurate to within ±7zI kJ mol−1 (Marcus 1997). Since heat is
released on the hydration of the ions, the values are all negative as expected and are of
similar magnitude for singly charged ions, whether cations or anions. They become
less negative with increasing sizes for a given ionic charge, but become considerably
more negative, by a factor of the order of zI

2, for multi-charged ions.
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Table 2.3 Thermodynamic
quantities of ion hydration at
298.15 K. (Marcus 1997)

Ion �hydrHI
∞ �hydrSI

∞ �hydrGI
∞

kJ mol−1 J K−1 mol−1 kJ mol−1

H+ −1,103 −131 −1,064
Li+ −531 −142 −489
Na+ −416 −111 −383
K+ −334 −74 −312
Cs+ −283 −59 −258
NH4

+ −329 −112 −296
(CH3)4N+ −218 −144
Mg2+ −1,949 −331 −1,850
Ca2 −1,602 −252 −1,527
Ba2+ −1,332 −205 −1,258
Fe2+ −1,972 −362 −1,864
Fe3+ −4,462 −557 −4,296
La3+ −3,312 −455 −3,155
F− −510 −137 −472
Cl− −367 −75 −345
Br− −336 −59 −318
I− −291 −36 −280
SCN− −311 −66 −291
NO3

− −312 −76 −289
ClO4

− −246 −57 −229
CH3CO−

2 −425 −170 −374
HCO3

− −384 −137 −343
H2PO4

− −522 −166 −473
CO3

2− −1,397 −245 −1,324
SO4

2− −1,138 −249 −1,064
HPO4

2− −272
PO4

3− −2,879 −421 −2,773

At finite concentrations the molar enthalpy of hydration of an electrolyte may be
estimated by adding the relative partial molar heat content of the solute, LE, to the
sum of the cation and anion values of �hydrHI

∞. The value of LE is numerically
equal to and of opposite sign to the experimentally measurable (Harned and Owen
1958; Robinson and Stokes 1965) enthalpy of dilution of the electrolyte,�dIlHE. At
finite concentrations the heat content and the enthalpy of hydration may therefore
be smaller or larger than at infinite dilution, depending on the enthalpies involved in
the interactions between neighboring ions.

The partial molar heat content of an electrolyte at molalitymE is obtainable from
the temperature derivatives of the activity coefficient, γ±:

LE = −νRT 2

(
∂lnγ±
∂T

)
P, m

(2.22)

where v is the number of ions in a formula of the solute electrolyte.
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2.3.2 Experimental Entropies of Hydration of Ions

The standard molar entropy of hydration of an ion is:

�hydrSI
∞ = S∞(I±, aq) − S◦(I±, g) (2.23)

i. e., the difference between its standard molar ionic entropy in the aqueous solution
(Table 2.2) and the standard molar entropy of the isolated ion in the ideal gas phase
(Table 2.1). The former of these, the so called ‘absolute’ standard molar ionic en-
tropies, are based on the chosen value S∞(H+, aq) = −22.2 ± 1.4 J K−1 mol−1 at
298.15 K, as discussed in Sect. 2.2.5. With the value of S◦(H+, g) = 108.9 J K−1

mol−1 at 298.15 K shown in Table 2.1 this yields �hydrSI
∞(H+) = −131.1 ± 1.4 J

K−1 mol−1 at this temperature.
These standard molar entropies of hydration of ions are related to the effect

that ions have on the structure of water (Abraham et al. 1982; Marcus 1994), see
Sect. 3.3.3.

2.3.3 Experimental Gibbs Energies of Hydration of Ions

The standard molar Gibbs energy of hydration of an ion, �hydrGI
∞, can now be

obtained from a combination of the standard molar enthalpy and entropy of hydration:

�hydrGI
∞ = �hydrHI

∞ − T�hydrSI
∞ (2.24)

The value for the hydrogen ion,�hydrG∞(H+, aq) = −1, 064±7 kJ mol−1 is derived
from the values of�hydrH∞(H+) and�hydrS∞(H+) given above. The resulting values
of �hydrGI

∞ are shown in Table 2.3 for a number of ions.
The electrostatic component is the major contribution to the standard molar ionic

Gibbs energy of hydration as it is for the enthalpy of hydration. Hence,�hydrGI
∞ can

be estimated from the Born expression, resulting from the following thought process.
Let an isolated ion in the gaseous phase, Iz±(g), be discharged, to produce a neutral
particle, for which process the electric self energy Eself (Iz±, g) (Eq. (2.1)) must be
provided. The neutral particle is then transferred into the bulk of liquid water with
no electric energetic component for crossing the gas/liquid boundary being involved.
The neutral particle is then charged up to the original value, producing the infinitely
dilute aqueous ion, Iz±, aq∞. The energy of interaction with the surrounding water
is thereby released, depending on the permittivity of the water ε∗ = 4πε0εW

∗. Here
εW

∗ is the temperature- and pressure-dependent relative permittivity, and at 298.15 K
and ambient pressure εW

∗ = 78.4. The net effect of this thought process representing
the hydration of the ion is the Born expression:

�hydrGI
∞ =

(
NAe

2

4πε0

)
zI

2rI
−1

(
1 − 1

εW
∗

)
(2.25)

The problem with this mode of calculation is the use of the same value of the radius
rI for the ion in the aqueous solution and the isolated state (see p. 50) and the use
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of the relative permittivity of pure water for the description of the interaction of the
ion with its immediate surroundings, where dielectric saturation, due to the high
electric field of the ion, occurs. Various schemes have been proposed to counter
these problems, such as adding a quantity �r to the ionic radius and/or splitting the
process into two spatial regions: one adjacent to the ion, where dielectric saturation
occurs and ε

′ ≈ nDW
2 (the square of the refractive index) and the other beyond this,

where the bulk value εW
∗ prevails, as in the model described in Sect. 2.3.4. The use of

such devices permits the estimation of reasonably correct�hydrGI
∞ values (Marcus

1991).
The standard molar Gibbs energy of hydration of the hydrogen ion noted above,

�hydrG∞(H+, aq) = −1, 064±7 kJ mol−1 is compatible with the estimates −1, 056±
6 kJ mol−1 (Marcus 1991) and −1, 066 ± 17 kJ mol−1 (Conway 1978) but not with
−1, 113 ± 8 kJ mol−1 obtained from the cluster pair approximation used by Kelly
et al. (2006). The assumptions involved in obtaining the latter value lead to a surface
potential of water of �χ = 0.34 ± 0.08 V (Marcus 2008), which, in turn, is not
consistent with the recent estimate of �χ = 0.1 V (Parfenyuk 2002) deemed to be
the most nearly correct one.

So called ‘real’ standard molar Gibbs energies of hydration are obtained from the
electromotive force of specially constructed cells. These consist of a jet of aqueous
solution flowing downward in the middle of a tube, along the inner surface of which
another solution, concentric with the jet, flows with a narrow vapor gap between
them. The measurable ‘real’ standard molar Gibbs energy of hydration is:

�hydrGI
∞R = �hydrGI

∞ + zIF�χ (2.26)

where the algebraic value of the ionic charge zI is to be used, F = 96485.3 C mol−1

being the Faraday’s constant. The uncertainties connected with the value of �χ
make the use of the measurable ‘real’ standard molar Gibbs energies of hydration
unattractive for obtaining individual ionic values for the desired quantity,�hydrGI

∞.

2.3.4 A Common Model for Ion Hydration Thermodynamics

Marcus (1987, 1991) presented a model that is applicable to all the thermodynamic
functions of hydration. It follows the thought process of dissolution described at the
beginning of Sect. 2.2:

�hydY
∗ = �YNt(r) +�YEl1(z, r) +�YEl2(z, r) +�YSt(z, r) (2.27)

Here Y is, for the present purposes, H or S, Y∗ is the ‘unitary’ part, describing the
hydration process proper. At 25 ◦C �hydH∗ differs by 2.29 kJ mol−1 from the stan-
dard enthalpy�hydH

◦ and�hydS∗ differs by − 18.9 J K−1·mol−1 from the standard
entropy �hydS

◦ per mole of ions. These difference quantities pertain to step 6 in
the thought process: the relaxation of the fixed points in the ideal gas and solution
phases and turning on the full translational degrees of freedom. The numerical values
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depend on the standard states of the ions: 0.1 MPa pressure for the ideal gas state
and 1 M for the solution.

The term�YNt(r) is the contribution from the hydration of a neutral solute of the
same size of the ion (the r dependence), and is related to the cavity formation, step 2
in the thought process. For the enthalpy�HNt(r) = 35 − 267(rI/nm) kJ mol−1 and for
the entropy �SNt(r) = −22 − 600(rI/nm) J K−1 mol−1, obtained by Abraham et al.
from gas solubilities (Abraham and Liszi 1980; Abraham et al. 1983).

The interaction of the solute ion with the water in its surrounding (step 4 in the
thought process) is described by the electrostatic terms�YEl1(z, r) +�YEl2(z, r). The
first pertains to the first hydration shell of the ion and the second to water outside
this shell. For the Gibbs energy of hydration these two terms read:

�GEl1 +�GEl2 = −
(
NAe

2

8πε0

)
z2

[(
1 − 1

ε′

)
�rI

rI(rI +�rI) +
(
1 − 1

ε

)
(rI +�rI)

]
(2.28)

The second term in the square brackets is the Born expression applicable at distances
rI +�rI, i.e., beyond the first hydration shell of thickness�r. The first term describes
the electrostatic interaction inside this shell, characterized by a relative permittivity
ε’≈ nDW

2, approximated by the square of the refractive index of water at the sodium
D line. With the relevant dε’/dT and dε/dT values for water at 25 ◦C, the enthalpy of
hydration Eq. (2.28) is�HEl1+�HEl2 = −69.5z2[(0.35(�rI/rI)+1.005)/(rI+�rI)]
kJ mol−1. The entropy is then�SEl1 +�SEl2 = −4.06z2[(1.48(�rI/rI)+1.00)/(rI +
�rI)] J K−1 mol−1. The thickness of the first hydration shell, �r, depends on the
number of water molecules, hI, in it, the hydration number. According to the model
(Marcus 1987) hI = 0.36|zI|/(r/nm), that is, it is proportional to the charge number
of the ion and inversely proportional to its radius. The volume occupied by hI water
molecules is πhId

3
W/6, where dW = 0.276 nm is the diameter of a water molecule.

Hence the volume of the first hydration shell is given by:

(
4π

3

)
[(rI +�rI)3 − rI3] = πhIdW

3

6
(2.29)

from which the hydration shell thickness �rI is readily extracted.
The last term in Eq. (2.27), �YSt(z, r), pertains to the structural changes taking

place in the water around the first hydration shell of the ion, step 5 of the thought
process of dissolution. The hydrogen bonding in these surroundings is affected by
the enhanced hydrogen bond acceptance of the hydration water of anions and the
enhanced hydrogen bond donation of the hydration water of cations, and hydropho-
bic effects of ions such as the tetraalkylammonium ones also operate. The above
described model, unfortunately, is not capable of specifying this term directly for
the enthalpy of hydration, but it can be calculated from the experimental values. The
structural entropy of ion hydration is more fully discussed in Sect. 3.3.3 in relation
of the effects of ions on the structure of water.

Table 2.4 shows the various contributions to the enthalpy and entropy of hydration
according to this model, Eq. (2.27). The sizes of the hydrated ions, i.e. rI +�rI are
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seen to cover a narrow range only, from a minimum of 0.213 nm for K+ through not
much larger values for the alkali metal and halide ions up to 0.385 or 0.460 nm for
the bulky ions Pr4N+ and Fe(CN)6

4−, a factor of ∼2, compared to a factor of > 6
for the radii of the bare ions. The hydration numbers hI derived from this model
are similar to values obtained from diffraction or computer simulation studies or the
compressibility of the solutions (Marcus 1997).

The molar enthalpy of hydration is seen to be strongly dominated by the combined
electrostatic terms for all the ions, and increases (becomes more negative) sharply
with the ionic charge, zI. Except for the tetraalkylammonium ions the neutral and
water- structural contributions tend to cancel each other to an appreciable extent.
The hydrophobic effect �HSt is very marked for the tetrapropylammonium cation,
and bulky ions have fairly important contributions from the cavity formation term,
�HNt. The model does not distinguish between cations and anions, since the charge
enters the expressions squared or as the absolute value.

On the contrary, the molar entropy of hydration is not dominated by the sum of
the electrostatic terms except for small highly charged ions. The neutral and water-
structural terms are of opposite sign for the alkali metal and halide ions but of the
same, negative, sign for more highly charged ions. These two terms together are
responsible to the large molar entropy of hydration of the tetrapropylammonium
cation, but highly charged and highly hydrated small cations, such as La3+ and Th4+
also have large negative entropies of hydration, but for different reasons.

2.4 Ion Transport

Ions in solution move around spontaneously in an isotropic manner due to their ther-
mal energy and they may carry some of their hydration shells with them, depending
on how strong the bonding between the ion and the water of hydration is. The speed
of their movements is a quantity that can be determined experimentally for individ-
ual ions, contrary to the thermodynamic quantities dealt with above. The directional
movement of ions depends on the presence of fields, i.e., gradients in the forces that
cause the ions to migrate. An external field could be a pressure gradient, causing the
flow of the solution as a whole. It could be an electrical field, causing ions of opposite
charges to move in opposite directions. A directional concentration gradient at finite
concentration causes directional diffusion of ions. The inherent movement of ions
in the absence of a field is their self-diffusion and can occur at infinite dilution or at
finite ones in a homogeneous solution.

2.4.1 Self-diffusion of Ions

The rate of self-diffusion of ions is commonly obtained from other transport quanti-
ties, such as the conductivity. It may, however, be determined directly by labeling the
ions isotopically. It is then assumed that the slight mass difference between ions that
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Table 2.5 Transport properties of some ions at 298.15 K. (Marcus 1997)

Ion DI
∞ λI

∞ rISt BI

10−9m2 s−1 cm2 �−1 mol−1 nm M−1

H+ 9.311 349.8 0.026 0.068
Li+ 1.029 38.7 0.238 0.146
Na+ 1.334 50.1 0.184 0.085
K+ 1.957 73.5 0.125 −0.009
Cs+ 2.056 77.3 0.119 −0.047
NH+

4 1.958a 73.6 0.125 −0.008
(CH3)4N+ 1.196 44.9 0.205 0.123
Mg2+ 0.706 106.1 0.174 0.385
Ca2 0.792 119.0 0.155 0.298
Ba2+ 0.847 127.3 0.145 0.229
Fe2+ 0.719 107 0.172 0.42
Fe3+ 0.604 204 0.136 0.69
La3+ 0.619 209.1 0.232 0.582
F− 1.475 55.4 0.167 0.127
Cl− 2.032 76.4 0.121 −0.005
Br− 2.08 78.1 0.118 −0.033
I− 2.045 76.8 0.120 −0.073
SCN− 1.758 66 0.142 −0.032b

NO3
− 1.902 71.5 0.129 −0.045

ClO4
− 1.792 67.4 0.137 −0.058

CH3CO2
− 1.089 40.9 0.225 0.246

HCO3
− 1.185 44.5 0.207 0.13

H2PO4
− 0.879 33 0.279 0.34

CO3
2− 0.923 138.6 0.133 0.294

SO4
2− 1.065 160 0.115 0.206

HPO4
2− 0.439 66 0.279 0.382

PO4
3− 0.612 207 0.134 0.59

aCalculated from the molar conductivity
bFrom (Marcus 2012)

differ only by their isotopic composition does not affect their rate of diffusion. This
should be valid the more so for diffusing hydrated ions for which their mass includes
the mass of the water transported with them. A diaphragm cell is employed, with
equal concentrations of the electrolyte in the two stirred compartments, in one of
which ions of one kind are labeled by a radioactive isotopic tracer. Other methods of
measuring diffusion of ions, e.g. by NMR with non-radioactive isotopes, have also
been used. The rates of migration of the labeled ion truly measures self-diffusion at
the nominal concentrations employed. The value of the limiting diffusion coefficient,
DI

∞, of the order of 10−9 m2 s−1, is obtained on extrapolation to infinite dilution.
Values of the limiting self-diffusion coefficients of certain common ions at

298.15 K are shown in Table 2.5. It is seen that the more strongly hydrated an
ion is, the lower is its rate of self-diffusion, an exception being the hydrogen ion.
This ion does not diffuse in water by massive movement of the ion carrying its hydra-
tion shell but by the Grotthuss mechanism, according to which the positive charge
(i.e., a missing electron) is hopping from one water molecule in the hydrogen bonded
network to the next, hence is much faster.
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2.4.2 Ionic Conductivities

The most characteristic properties of ions are their abilities to carry an electric cur-
rent. They do so by moving in the direction of an electrical field gradient imposed
externally, cations towards the negatively charged cathode, anions in the opposite
direction to the anode. The rate of movement of ions in an electric field is expressed
by their mobilities uI, measuring their speed at unit field, so that the units of uI are
m s−1/V m−1 = m2 s−1 V−1.

When an external electric field is imposed on an electrolyte solution by electrodes
dipped into the solution, the electric current produced is proportional to the potential
difference between the electrodes. The proportionality coefficient is the resistance
of the solution, and its reciprocal, the conductivity, is readily measured accurately
with an alternating potential at a rate of ∼1 kHz in a virtually open circuit (zero
current), in order to avoid electrolysis at the electrodes. The conductivity depends
on the concentration of the ions, the carriers of the current, and can be determined
per unit concentration as the molar conductivity�E. At finite concentrations ion-ion
interactions cause the conductivities of electrolytes to decrease, not only if ion pairs
are formed (see Sect. 2.6.2) but also due to indirect causes. The molar conductivity
�E can be extrapolated to infinite dilution to yield �E

∞ by an appropriate theo-
retical expression. The modern theory, e.g., that of Fernandez-Prini (1969), takes
into account the electrophoretic and ionic atmosphere relaxation effects. The molar
conductivity of a completely dissociated electrolyte is:

�E = �E
∞ − ScE

1/2 + EcElncE + J ′(R′)cE − J ′′(R′′)cE
3/2 (2.30)

Here S, E, J’, and J” are explicit expressions, containing contributions from relaxation
and electrophoretic effects, the latter two depending also on ion-distance parameters
R.

The limiting molar conductivity �E
∞ of an electrolyte can be split into the ionic

contributions, the ionic limiting molar conductivities �∞
I :

�∞
E = ν+�+∞ + ν−�−∞ (2.31)

with the appropriate stoichiometric coefficients. This is done by using experimen-
tally measured (and extrapolated to infinite dilution) transference numbers, t+∞ and
t−∞ = 1 − t+∞, such that λ+∞ = t+∞�E

∞, etc. The commonly used units of the mo-
lar ionic conductivities are S cm2 mol−1 (S =�−1). Values of the limiting ionic molar
conductivities λI

∞ for many ions in water at 298.15 K are shown in Table 2.5; they
are accurate to ±0.01 S cm2 mol−1.

The mobilities of ions at infinite dilution, uI
∞, are directly proportional to the

limiting ionic molar conductivities:

uI
∞ = �I

∞

|z|F (2.32)

as are also the self-diffusion coefficients:

DI
∞ = RT λI

∞

z2F 2
(2.33)
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In fact, the latter have been obtained for most ions from the conductivities rather than
from isotope labeling. Ion mobilities (hence molar conductivities and self-diffusion
coefficients) increase with increasing temperatures. A five-fold increase in �E

∞
between 273 and 373 K has been noted. This is mainly because the viscosity of
the solvent diminishes in this direction (Table 1.1 and see below). The transference
numbers t+ and t− are temperature-sensitive too, though only mildly.

The mobility of an ion, hence its electric conductivity, depends on its size and on
the viscosity of the solvent, ηW

∗ for aqueous solutions. According to Nernst, Stokes,
and Einstein, a quantity called the Stokes radius may be assigned to an ion:

rISt =

(
F 2

6πNA

)
|zI|

ηW
∗�I

∞ (2.34)

The parameter 6 in the denominator arises from the assumption of perfect sticking
of the hydrated ion in the aqueous environment; otherwise, for perfect slipping, the
parameter would be 4. Ionic Stokes radii, shown in Table 2.5, are of the same order of
magnitude as the ionic radii rI measuring the sizes of ions in crystals and solutions,
shown in Table 2.2. However, the rISt are not directly related to the rI, except for
large tetraalkylammonium ions, for which they are substantially the same. In fact, in
many cases the Stokes radii are smaller than the crystal ionic radii, although they are
supposed to pertain to the hydrated ions and ought to be larger than the latter. Thus,
although the rISt can be calculated formally by Eq. (2.34) they have no physical
significance and their use ought to be discouraged (Marcus 2012b). The Walden
products of the viscosities of the solvents and the limiting ionic molar conductivities,
ηS*λI

∞, are approximately constant for the tetraalkylammonium cations (Marcus
2008). Hence, the Stokes radii of these ions are not sensitive to the solvents in which
the ions are dissolved.

2.4.3 Ionic Effects on the Viscosity

The fluidity of a liquid, its rate of flow under a pressure gradient, is the reciprocal of
its viscosity. The dynamic viscosity of water, ηW

∗, although rather small compared
with that of other liquids, is caused by the extensive network of hydrogen bonds
existing in it that must be partly broken for the water to flow (Jenkins and Marcus
1995; Marcus 2009a). Ions affect the dynamic viscosity of the solution, η, some
electrolytes enhancing it whereas others diminishing it. The effect is described up to
fairly concentrated solutions by the Jones-Dole expression (Jones and Dole 1929):

(
η

ηW
∗

)
= 1 + AηcE

1/2 + BηcE + · · · (2.35)
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TheAη coefficients can be calculated theoretically from the conductivities according
to Falkenhagen and Dole (1929):

Aη =
(
Aη

∗

ηW
∗ (εW

∗T )1/2
)
f (λ+∞, λ−∞, z+, z−) (2.36)

whereAη
∗ = 1.113×10−5 C2(m K mol−3)1/2 and the function f (�+∞, �−∞, z+, z−)

is for a symmetrical electrolyte (z+ = |z−| = z) approximately (Jenkins and Marcus
1995):

f = 0.0732z2 (λ+∞ + λ−∞)

λ+∞λ−∞ (2.37)

On the other hand, the Bη coefficients are empirical. The are obtained as the limit-
ing slopes of plots of [(η/ηW

∗) −1]c−1/2
E vs. c1/2

E . The Bη coefficients are additive
in terms of the constituent ions of the electrolyte and can be split into the ionic
values by means of some reasonable assumption. The generally accepted assump-
tion relates to the mobilities of the ions: Bη+/Bη− ≈ u+/u−. The equality Bη(K+,
aq) = Bη(Cl−, aq), valid over a narrow temperature range, has often been used, but
Bη(Rb+, aq) =Bη(Br−, aq) holds over a fairly wide temperature range and is superior.
The latter assumption differs by − 0.002zI M−1 from the former (Jenkins and Marcus
1995). Viscosity Bη-coefficients of selected ions at 298.15 K are listed in Table 2.5
(see also Table 3.1 for data on some other ions and on the temperature coefficients
dBη/dT ). They are positive for small and multivalent ions but negative for univalent
large ions. As the temperature is increased the negative Bη values become less neg-
ative and may change sign at a characteristic temperature. This is explained by the
diminishing extent of hydrogen bonded structure in the water as the temperature is
raised, so that structure-breaking ions have less structure to break.

These algebraic signs have led to the classification of ions into water-structure-
makers (BηI > 0) and water-structure-breakers (BηI < 0) (Gurney 1953), and such
effects are fully discussed in Sect. 3.1.

2.5 Ion-Solvent Interactions

At infinite dilution in water an ion is surrounded by water molecules and its inter-
actions with them are described in Sect. 2.2, 2.3, and 2.4 in terms of measurable
quantities. The dependence of these on the concentration is also briefly described
there. There are some further aspects of the ion-solvent interactions that merit
discussion, as is done here.

The preference of ions to be hydrated rather than be solvated by non-aqueous
solvents, as is manifested by the thermodynamic quantities of transfer from water to
such solvents has been recently reviewed (Marcus 1996, 2007; Kalidas et al. 2000;
Hefter et al. 2002). These quantities depend on the properties of the non-aqueous
solvents and are outside the scope of the present book.

The mutual interactions of ions are treated in Sect. 2.6.
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2.5.1 Salting-out and -in

Ions are hydrated and they bind water in their solvation shells, causing less ‘free’
water to be available to accommodate other solutes. Disregarding any direct ion-
solute interactions, the presence of ions in a solution then cause an elevation of the
activity coefficient yN of a non-electrolyte solute, marked by subscript N, in a cE

molar solution of an electrolyte by a factor 1/[1 − (VW/1000)hEcE] in molar units.
Here hE is the sum of the hydration numbers of the ions constituting the electrolyte.

A result of this is a diminution of the solubility of the non-electrolyte solute N in
a solvent containing the electrolyte E in order to maintain a constant activity of N
at equilibrium with the pure solute. This phenomenon is called ‘salting out’ and is
described up to fairly high cE by the Setchenov expression:

log

(
sN

∗

sN

)
= kNEcE (2.38)

Here sN∗ is the solubility of N in water in the absence of E and sN is that in its pres-
ence. The coefficient kNE is called the Setchenov salting-out constant and depends on
the natures of the non-electrolyte and of the electrolyte as well as on the temperature
at ambient pressures. The Setchenov expression is taken as the limiting expression,
valid for small solubilities, where self-interactions of the non-electrolyte can be dis-
regarded. Because of the proportionality of the left hand side of Eq. (2.38) to cE,
the Setchenov expression pertains also to infinite dilution of the electrolyte and is
additive with respect to the contribution of each ion, kNI, to the total kNE =�I νIkNI,
the index I pertaining to the individual ions of the salting agent (cations and anions,
including those in mixed electrolytes) and the νI being their stoichiometric coeffi-
cients. There are some systems where the solubility is enhanced by the presence of
the electrolyte so that kNE < 0 and salting-in then occurs, but as a rule kNE > 0 and the
solubility is diminished.

Salting-out and salting-in pertain not only to the solubilities of the non-electrolyte
solutes, but also to their volatility, their extractability by solvents immiscible with
water, to phase-transfer catalysis, and other phenomena. The salting is not confined
to aqueous solutions, where it was primarily studied and applied, but is found in all
kinds of solutions of electrolytes, whatever the solvent. Typical solutes to which Eq.
(2.38) pertains are non-reactive gases and organic compounds sparingly soluble in
water.

The magnitude of kNE for a given salt generally increases with the molar volume
of the non-electrolyte, VN, and for a given solute with the intensity of hydration of
the electrolyte. The latter can be described by the electrostriction that the ion causes
(Marcus 2011) and this leads to the McDevit and Long (1952) formulation for the
Setchenov constant, rewritten as:

kNE = −VNVE-elec

(ln10)RT κTW
(2.39)

where VE-elec is the (negative) molar electrostriction by the electrolyte. The direct
interactions of the ions of the electrolyte with molecules of the non-electrolyte are
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ignored in this approach. Actually, values of kNE predicted by Eq. (2.39) are about
three-fold larger than the experimental values (McDevit and Long 1952; Deno and
Spink 1963).

Salting-in cannot be described by this formulation and occurs with poorly hydrated
ions and/or with non-electrolytes that are more polar than the solvent (have a higher
permittivity). An earlier theory, that of Debye and McAulay (1925), related the salting
to the electrical work of charging the ions in water compared with that in the presence
of the non-electrolyte. This work is proportional to the difference (1/εr − 1/εrW).
When this difference is negative, that is, for highly polar solutes that increase the
permittivity, salting-in is predicted. Other early theories of salting-out and -in were
reviewed in the book by Marcus and Kertes (1969) and by Conway (1985) among
others.

Shoor and Gubbins (1969) applied the scaled particle theory (SPT) to the salting-
out and -in, specifically to the solubilities of non-polar gases in concentrated aqueous
potassium hydroxide. Masterton and Lee (1970) derived the Setchenov constants
from the SPT for more general systems. Their expression is the sum of three indi-
vidually calculated terms: kNE = kαNE + kβNE + kγE , where kαNE pertains to the work
required for forming a cavity of the size of the solute, kβNE pertains to the interactions
of the solute in the cavity with its surroundings, and kγE converts from molar to mole-
fraction units. The work kαNE for cavity formation in the electrolyte solution does
not equal that in the pure solvent, kαN, but is somewhat larger due to the increased
tightness of the solvent in the presence of the electrolyte. For the calculation of the
Setchenov constant for a particular system it is necessary to know the standard partial
molar volume of the electrolyte, VE

∞, the diameters σI and polarizabilities αI of its
ions, and the diameter σN, polarizability αN, and Lennard-Jones energy parameter
(eN/kB) of the solute. Fairly complicated expressions result from this theory for the
quantities kαNE, kβNE, and kγE. The values of kαNE are positive, those of kβNE are
negative, and salting-in would occur if kαNE + kβNE( + kγE) < 0. The values of kγE are
much smaller than the other terms, and may have either sign, depending on VE

∞ but
not on N. The SPT, essentially as developed by Masterton and Lee (1970), has since
been applied by other authors to describe and predict salting behavior, e.g., (Fromon
and Treiner 1979; Treiner 1981). Pawilkowski and Prausnitz (1983) showed that for
a given salt kNE follows the linear expression aE + bE(eN/kB) for non-reactive gases,
and listed the ionic aI and bI values (based on the convention that their values of
OH− are zero).

Ruckenstein and Shulgin (2002) used the Kirkwood-Buff fluctuation theory to
obtain an expression for the salting out (of gases, but applicable to any non-electrolyte
solute) in electrolyte solutions. The resulting expression can be re-written as:

kNE = −(2.303 × 2000)−1(GWW −GEE − 2(GWN −GWE)) (2.40)

whereGαβ = 0
∫ ∞(gαβ − 1)4πr2dr is the Kirkwood-Buff integral, gαβ is the pair cor-

relation function for species α and β (being water W, electrolyte E, or non-electrolyte
N) as a function of the distance r between the centers of their molecules. These in-
tegrals are related to the partial molar volumes and Eq. (2.40) can be transformed in
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dilute solutions to:

kNE = −(2.303 × 2000)−1 −(∂VN/∂cE)

VE
∞ + VE

∞ − VW
∗ (2.41)

The first term in the square brackets is generally small compared with the other two
and may be neglected. Salting-in then occurs in systems where VE

∞ >VW
∗, i.e.,

for bulky ions having a molar volume larger than that of pure water, but otherwise
salting-out occurs. Mazo (2006) in an equivalent derivation used the measured kNE

to evaluate the Kirkwood-Buff integral GNE not otherwise accessible.
On the practical level, another manner of looking at the salting-out, in the case

of non-reactive gases, has been proposed by Weisenberger and Schumpe (1996) by
means of the empirical expression:

kGE = �IνI

[
kI + kG25 + hG

(
t

◦C
− 25

)]
(2.42)

The index I pertains to the individual ions of the salting-out agent (cations and
anions, including mixed electrolytes), kI is an ion specific parameter that is rela-
tively independent of the temperature, and kG25 and hG are gas specific parameters.
The conventional numerical values for the kI are shown in Table 2.6, on the basis
k(H+)conv = 0. For the cations to a good approximation kI/zI = 0.080 ± 0.002 M−1,
with a small increase in the alkaline earth and divalent transition metal series with
the ionic radius, but for the alkali metal ions the opposite trend is observed, ex-
cept for Li+. The values of kI = 0.0648 for Cr3+ and kI = 0.1161 for Fe3+ appear to
be outliers. For the anions less clear charge and size dependencies are seen, with
kI/|zI| = 0.072 ± 0.007, and for the halides kI decreases with increasing size. The gas
parameters are normalized to k(O2)conv = 0, with some positive kI (e.g., 0.0120 for
ethene) and some negative (e.g., −0.0159 for ethane) values for different gases, for
most of which hG < 0 for 273 ≤ t/◦C ≤ 353.

The salting out properties of organic solutes, mainly hydrocarbons, were compiled
for many salts by Xie et al. (1997). The dependence on the molar volume of the solute,
predicted by Eq. (2.39), was confirmed. Conventional salting constants kI/M−1 on the
basis k(H+)conv = 0 for benzene are shown in Table 2.6, the value for HCl yielding the
Cl− value, that for NaCl then the Na+ value, and these served as secondary reference
ions. For SCN− the mean value for LiSCN and CsSCN was used, since otherwise
the anion value would be an outlier. There is good qualitative agreement between the
gas salting by the ions and the salting of benzene, but in the latter case instances of
salting-in (kI < 0) by large ions are noted.

2.5.2 Preferential Solvation of Ions in Aqueous Mixed Solvents

Different considerations are applied when the non-electrolyte is a solvent S miscible
with water and is present at an appreciable concentration whereas the electrolyte is
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Table 2.6 Ionic salting out parameters kI/M−1 of gases according to Eq. (2.42) from (Weisenberger
and Schumpe 1996) and of benzene from (Xie et al. 1997)

Cation kI(gases) kI(benzene) Anion kI(gases) kI(benzene)

H+ 0 0 F− 0.0920 0.115
Li+ 0.0754 0.094 Cl− 0.0318 0.048
Na+ 0.1143 0.137 Br− 0.0269 0.018
K+ 0.0922 0.108 I− 0.0039 −0.042
Rb+ 0.0839 0.092 OH− 0.0839
Cs+ 0.0759 0.040 HS− 0.0851
NH4

+ 0.0556 0.055 CN− 0.0679
Mg2+ 0.1694 0.174 SCN− 0.0627 −0.032
Ca2+ 0.1762 NO2

− 0.0795
Sr2+ 0.1881 0.176 NO3

− 0.0128 −0.018
Ba2+ 0.2168 0.238 ClO3

− 0.1348 −0.016
Mn2+ 0.1463 BrO3

− 0.1116
Fe2+ 0.1523 IO3

− 0.0913
Co2+ 0.1680 ClO4

− 0.0492 −0.041
Ni2+ 0.1654 IO4

− 0.1464
Cu2+ 0.1675 HCO3

− 0.0967
Zn2+ 0.1537 HSO3

− 0.0549
Cd2+ 0.1869 H2PO4

− 0.0906
Al3+ 0.2174 HCO2

− 0.029
La3+ 0.2297 CH3CO2

− 0.028
Ce3+ 0.2406 C2H5CO2

− 0.021
Th4+ 0.2709 CO3

2− 0.1423
(CH3)4N+ −0.303 SO3

2− 0.1270
(C2H5)4N+ −0.625 SO4

2− 0.1117 0.274
HPO4

2− 0.1499
S2O3

2− 0.1149
PO4

3− 0.2119
Fe(CN)6

4− 0.3574

present at a low concentration. The ions are then solvated by both components of the
mixed solvent: water (W) and the organic solvent (S). Its near environment generally
has a composition differing from that of the bulk mixture due to preferential solvation
of the ion by one of the components. If an ion I± has a favorable Gibbs energy
of transfer from water into the pure organic component of the mixture: �tG∞(I±,
W → S) < 0, then it will be preferentially surrounded by molecules of S, otherwise it
will be preferentially hydrated. This statement must be modified in view of the mutual
interactions of the solvent components of the mixture. When the preferential solvation
(hydration) in the mixture is practically complete selective solvation (hydration) is
said to takes place. It is of interest to enquire what fraction of the solvation shell of
the ion is occupied by each solvent component, and there are two approaches that
have been used in order to deal with this question (Marcus 2002).

The following model is employed in the quasi-lattice quasi-chemical (QLQC)
approach (Marcus 1983a). The ion I± and the molecules of the two solvents, W and
S, are distributed on sites of a quasi-lattice characterized by a lattice parameter Z that
specifies the number of neighbors each particle has, independently of the nature of the
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particles. Note the difference from the QLQC treatment of binary solvent mixtures
dealt with in Sect. 1.2.4. The total configurational energy of the system is determined
by the sum of the pair-wise interaction energies eIW, eIS, eWW, eWS, and eSS, weighted
according to the numbers of the corresponding nearest neighbors, NIW, NIS, etc.
These pair-wise energies are assumed to be independent from the other neighbors
the partners of the pair have. Ideal entropy of mixing of the particles on the quasi-
lattice sites is assumed. The quasi-chemical aspect relates to the relative strength
of the mutual interactions of the solvent molecules and those with the ion. A set of
equations is provided by this approach to determine the local mole fraction of each
of the mixed solvent components, made up from nW + nS moles of the components
around the ion present at infinite dilution. The relative interaction energy of the ion
with W and S is obtained from its standard molar Gibbs energy of transfer from W
to S:

�EI,WS = �tG
∞(I±, W → S)

Z
(2.43)

The mutual interaction of W with S is obtained from the molar excess Gibbs energy
at the equimolar composition in the absence of the ions:

exp

(
�EWS

RT

)
=

[{
2exp

(−GE
WS(x=0.5)

ZRT

)}
− 1

]2

(2.44)

leading to:

NWS

Z(nW + nS)
=

1 −
{

1 − 4xWxS

(
1 − exp

(−�EWS

RT

))}1/2

2

(
1 − exp

(−�EWS

RT

)) (2.45)

The ratio of the like pairs of solvent molecules is:

NSS

NWW
= xS −

NWS

Z(nW + nS)

xW − NWS

Z(nW + nS)

(2.46)

The local mole fraction of component W is:

xIW
L = 1 − xIS

L = 1

1 + (NSS/NWW)1/2exp(�EI,WS/2RT )
(2.47)

and the hydration number of the ion is then Z · x L
IW . The equilibrium constant for

the replacement of S by W is (Marcus 1988a):

KS
W = xIW

LxS

xWxIS
L

(2.48)



2.5 Ion-Solvent Interactions 81

The standard molar Gibbs energy of transfer of the ion I± from water to the mixture,
�tG∞(I±, W →W + S) serves to establish the lattice parameter Z within ±2 units
by fitting the data.

The inverse Kirkwood-Buff integral method (IKBI) does not involve a model
such as the QLQC method does, hence is rigorous (Ben-Naim 1988). Note, again,
the differences with respect to the treatment of binary solvent mixtures in Sect. 1.2.4.
It requires the derivatives of the Gibbs energy of transfer:

D = d�tG
∞(I±, W → W + S)

dxS
(2.49)

and of the excess Gibbs energy of mixing with respect to the mixed solvent
composition:

Q = RT + xAxBd2GE
A,B

dxB
2

(2.50)

These functions, however, may often not be known sufficiently accurately for obtain-
ing meaningful derivatives. The Kirkwood-Buff integrals need for their evaluation
in addition to these derivatives also the isothermal compressibility of the mixture,
κT,and the partial molar volumes of the ion, VI, and the two solvent components in
the mixture as a function of the solvent composition. These integrals are then:

GW,I = RTκT − VI + xSVSD

Q
(2.51)

GS,I = RTκT − VI + xWVWD

Q
(2.52)

The expressions yielding the local mole fraction of water around the ion xIW
L requires

furthermore an estimate of the correlation volume, i.e., the volume around the ion in
which it affects the composition of the local solvent mixture. This must be calculated
iteratively, because the volume occupied by the solvents around the ions depends on
the composition when the components differ considerably in their molar volume, as
is to be expected when one of them is water.

Vcor = 2522.5 [rI + 0.1363(xIW
LVW + xIS

LVS)1/3 − 0.085]3 (2.53)

The preferential hydration parameter is finally obtained as

δxIW = xIW
L − xW = xWxS(GWI −GS, I)

(xWGW, I + xSGS, I + Vcor)
(2.54)

There exists also the problem in obtaining the required information from experimental
data, in that the latter pertain to entire electrolytes, and their application to single
ions has some bearing on the meaning of the Kirkwood-Buff integrals. Application
of the TPTB assumption (see p. 65) to the splitting of the standard molar Gibbs
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Table 2.7 Aqueous solvent mixtures in which the preferential solvation of ions was stutied by the
QALQC and IKBI methods (Marcus 2002)

Co-solvent S Ions QLQC IKBI

Methanol Na+, Cl− � �
Ethanol K+, Cl− � �
Tetrahydrofuran H+, CH3CO2

− �
Dimethylsulfoxide Li+, Na+, Cs+, Ag+, Cl−, Br−, I− � �
Acetonitrile H+, Na+, Ag+, Cu+, Cu2+, Cl−, CH3CO2

− � �
Pyridine Zn2+, F−, Cl−, Br−, I−, C6H5CO2

− �

energy of transfer of an electrolyte into the ionic contributions has been employed
to circumvent this theoretical problem (Marcus 2002).

Both methods have been applied to several ions in aqueous solvent mixtures, with
fair agreement when they have been applied to a given system (Marcus 2002). Some
systems studied are presented in Table 2.7.

2.6 Ion-Ion Interactions

Beyond infinite dilution, at practical concentrations, ions in solution are sufficiently
near each other to interact electrostatically: ions of like charge sign repel each other
and those of unlike charge sign attract each other. The average distance apart of the
ions, Sect. 2.2.1., is constrained by their concentrations:

dav = NA
−1/3

(∑
νIcI

)−1/3 = 1.1844
(∑

νIcI

)−1/3
nm (2.11)

At 1 molar concentration and above dav is commensurate with the sizes of ions with
their hydration shells in solution: rI +2rW = dI-O +rW (Sect. 2.2.2) (Marcus 2009b).

The electrostatic interactions compete with the thermal movement of all the parti-
cles in the solution, ions and water molecules, and are screened by the high dielectric
permittivity of the water. The overall interactions, involving ion hydration in addition
to ion-ion interactions and the hydrogen bonded network of water are quite compli-
cated. Approximations have to be applied in order to handle the resulting behavior
of the ions theoretically.

The ‘restricted primitive model’ described at the beginning of Sect. 2.2. regards
the ions as charged conducting spheres dispersed uniformly in a continuum made
up of a compressible dielectric. Within this model and in very dilute solutions of
electrolytes the well-known Debye-Hückel theory describes the chemical potentials
of the electrolyte, μE, and that of the water, μW, sufficiently well.

2.6.1 Activity and Osmotic Coefficients

The chemical potential of the electrolyte, μE, is directly related to its activity and
to its mean ionic activity coefficient, γ E± (on the molal scale) or yE± (on the molar
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scale):

μE = μE(m)
∞ + νERT ln(mEγE±) = μE(c)

∞ + νERT ln(cEyE±) (2.55)

Here νE is the number of ions per formula of the electrolyte. The chemical potential
of the water, μW, is directly related to its activity aW:

μW = μW
∗ + RT lnaW (2.56)

The activity of the water is roughly equal to the ratio of its vapor pressure in the
solution to that of the pure water: pW/pW

∗ (when the vapor pressures are small and
the vapors can be considered to approximate ideal gases). The activity of water in
the electrolyte solution of molality mE is related to its osmotic coefficient ϕW by:

ϕW = −
(

1000

νEmEMW

)
lnaW (2.57)

where MW is the molar mass of the water (in g mol−1, 1,000/M1 = 55.51). The
osmotic coefficient is also related to the depression of the freezing point and elevation
of the boiling point of the water. The vapor pressures and these quantities are used
in order to obtain the water activity experimentally, and this, in turn, leads via the
Gibbs-Duhem relationship to the activity coefficient of the electrolyte:

−55.51dlnaW = νEmEln(mEγE±) (2.58)

The various methods to obtain the osmotic and activity coefficients experimentally
(the latter also from galvanic cells) are described in the classical books by Harned
and Owen (1958) and by Robinson and Stokes (1965).

Application of the restricted primitive model leads to the limiting Debye-Hückel
expression for the mean molal activity coefficient of an electrolyte that pertains to
very dilute solutions:

logγE± = −Az+z−I 1/2 (2.59)

where A depends on the temperature (A = 0.5115 in water at 298.15 K). The
logarithm of γ E± is thus proportional to the square root of the ionic strength:

I = 0.5
∑

ImIzI
2 (2.60)

the summation extending over all the ions in the solution that may contain a mixture
of electrolytes. This limiting expression is valid only in very dilute solutions, up to,
say, m = 0.01 m (∼0.01 M) for uni-univalent electrolytes.

Beyond this concentration, and still within the restricted primitive model, the
extended Debye-Hückel expression should be used:

logγE± = −Az+z−I 1/2

1 + BaI 1/2
(2.61)
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It is valid, in turn, up to, say, m = 0.2m (∼0.15 M). Beyond this concentration,
again, or for higher-valent electrolytes, a linear term in the ionic strength, bI, has
to be added, up to quite high concentrations. In these extended expressions, B is a
temperature-dependent constant 3.291 nm−1(mol/kg)−1/2 in water at 298.15 K and
a is the mean distance of closest approach of the ions. This ought to be at least the
sum of their radii: a ≥ r+ + r− or may be equated to their diameters, if considered
the same for cations and anions. On the other hand, the coefficient b of the linear
term is a completely empirical fitting parameter. For many purposes the universal
product Ba = 1.5 kg1/2 mol−1/2 at any temperature may be used in Eq. (2.61), leaving
the responsibility for fitting the experimental values of log γ E± to the parameter b.

The added empirical quantity bI was replaced by Stokes and Robinson (1948) by
an expression in the hydration number of the electrolyte hE = ν+ h+ + ν−h−, with
the stoichiometric coefficients ν+ + ν− = νE, according to:

log γE± = −Az+z−I 1/2

1 + BaI 1/2
− hE

νE
logaW − log[1 + 0.001MW(νE − hE)mE] (2.62)

Here, again, there are two fitting parameters, the distance of closest approach a and
the hydration number hE. The expression (2.62) accounts for the amount of solvent,
water, bound to the ions in the statistical part of the chemical potential.

A key quantity in the Debye-Hückel theory, leading to the values of the constants
A and B, is the screening length, κ , the average reciprocal of the radius of the ‘ionic
atmosphere’ surrounding an ion in the solution, made up essentially by ions of the
opposite charge. The square of this quantity is proportional to the ionic strength of
the solution and also to the reciprocal of the product εW

∗T :

κ2 = NA
2e2

1000ε0εW
∗RT

I (2.63)

The numerical value of the screening length is κ = 0.3556(εW
∗T/ K)−1/2(I/ M)1/2

nm−1 and for water at 298.15 K it is κ = 2.325 × 10−3(I/ M)1/2 nm−1. The dimension-
less product κa features in the denominator of the extended Debye-Hückel expression
for log γ E± and in the corresponding expression for the osmotic coefficient.

The logarithm of the water activity is given by the Debye-Hückel theory as:

lnaW = −ln
1 + νEmEMW

1000
+ VW

24πNA
κ3σ (κa) (2.64)

The function σ (κ a) is

σ (κa) = 3(κa)−3[(1 + κa) − (1 + κa)−1 − 2ln(1 + κa)]

≈ 1 − 1.5(κa) + 1.8(κa)2 − . . . (2.65)

where the approximation is valid for κa ≤ 1.
An alternative formulation for the activity and osmotic coefficients is that of Pitzer

(1979). It includes the Debye-Hückel limiting law, but treats differently its extension
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to practical concentrations for fully dissociated electrolytes up to several moles per
kg or per dm3. For 1:1 electrolytes the resulting expressions are:

lnγE± = fγ + BγmE + CγmE
2 (2.66)

and

ϕW = 1 + fϕ + BϕmE + CϕmE
2 (2.67)

The functions f are the electrostatic Debye-Hückel terms and the B and C coefficients
are electrolyte-specific fitting parameters. Factors involving the charge numbers and
stoichiometric coefficients have to be included for electrolyte types other than 1:1.
Two universal constants, b = 1.2 and α = 2.0 are employed in the full expressions
for B and C as well as the solvent- and temperature-dependent Aϕ arising from the
Debye-Hückel theory. For details the series of papers by Pitzer and coworkers should
be consulted, starting with (Pitzer and Mayoraga 1973).

For very concentrated solutions, in which the activity of the water is aW ≤ 0.5,
another approach has been found to be useful. This is the BET approach that assumes
that the water molecules are adsorbed on the ions of the salt. According to Stokes and
Robinson (1948) the expression relating the salt molality mE and the water activity
aW is:

mEaWMW

1 − aW
= 1

cBETrBET
+ (cBET − 1)aW

cBETrBET
(2.68)

A plot of the left hand side (with MW in kg mol−1) against aW yields the product
cBETrBET as the intercept and (cBET − 1)/(cBETrBET) as the slope, from which the two
parameters rBET and cBET can be extricated. The former, rBET, represents the number
of ‘binding sites’ for water molecules per formula unit of the salt and the latter,
cBET = exp(�Hsorb/RT ) involves the difference �Hsorb between the molar enthalpy
of ‘sorption’ of the water on the salt and the molar enthalpy of liquefaction of water
vapor (the negative of the enthalpy of vaporization). The parameters rBET and�Hsorb

depend only moderately on the temperature and are shown in Table 2.8 for a number
of salts for which aW data are available at high concentrations (Marcus 2005a).
Although the parameter rBET plays the role of a hydration number, it is noted from
the entries in Tables 2.3 and 2.8 that these two quantities do not correlate well, since
h pertains to dilute solutions and rBET to very concentrated ones, where hydration
shells overlap.

2.6.2 Ion Pairing

In electrolyte solutions consisting of relatively poorly hydrated ions the screening
of the charges by the aqueous solvent is inadequate to prevent ionic association at
sufficiently high concentrations. In most cases the association stops at ion pairing:
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Table 2.8 BET parameters
for concentrated salt solutions
at 25 ◦C (Marcus 2005a)

Salt rBET �Hsorb/kJ mol−1

LiCl 3.64 7.05
LiBr 3.82 9.32
LiClO4 3.18 7.50
NaOH 3.20 7.34
KOH 3.25 8.26
MgBr2 7.10 9.19
CaCl2 6.73 5.58
CaBr2 7.50 8.57
Ca(NO3)2 3.86 5.55
Ca(ClO4)2 6.83 8.68
ZnCl2 3.69 7.73
ZnBr2 4.01 7.40

one cation with one anion. The treatment of ion pairing according to Bjerrum, using
the restricted primitive model (see p. 52), can be formulated as follows (Marcus and
Hefter 2006). Ions that are nearer each other than the cut-off distance

q = z+z−NAe
2

8πε0εWRT
(2.69)

are considered to be paired, those at larger distances from each other are free. The
cut-off distance q is necessarily larger than the distance of closest approach a. Due
to the electrostatic forces, only ions of opposite charge signs are likely to approach
each other to a distance ≤ q.

The equilibrium Cz+ +Az−� Cz+Az− is governed by the equilibrium constant,
KA. If the fraction α of the cE molar electrolyte is dissociated and the fraction 1 −α
is paired, then:

KA = 1 − α
α2cE

(2.70)

The association constant arising from Bjerrum’s theory is:

KA = 4πNA

1000
b3Q(b) (2.71)

where b = q/a is a dimensionless parameter and the function Q(b) = ∫ b
2 x−4exp(x)dx,

with x as an auxiliary variable, is used, the integral being solved numerically. The
value of the key variable b at 298.15 K for any solvent (characterized by its εr) is
given by:

logb = 1.448 + log |z+z−| − logεr − log(a/nm) (2.72)

At other temperatures log(298.15 K/T ) should be added to the numerical constant,
with the appropriate value of εr being used. The distance of closest approach a is
taken as the mean diameter of the ions that should not be smaller than the sum of
their ionic radii: a ≥ r+ + r−. The values of log Q(b) have been tabulated (Marcus
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1977) and range from −1.358 at b = 2.1 (the lowest practical value) through zero
for b = 5.9 to positive values at large b, for which Q(b) ≈ exp(b)/b4. The association
constantKA is readily calculated from the parameters b and Q(b) and from it and Eq.
(2.70) the fraction associated, 1−α is obtained as a function of the concentration cE.

The dissociated fraction of the electrolyte, α, is commonly obtained from con-
ductivity data, although other techniques have also been widely employed. In the
case of the conductivities, expression (2.19) is replaced by:

Λ2 = Λ2
∞ − S(αc2)1/2 + E(αc2)ln(αc2) + J ′(R′)(αc2) − J ′′(R′′)(αc2)3/2 (2.73)

recognizing that the actual concentration of the ions is αcE instead of cE.
Ion pairing between univalent ions in aqueous solutions with its high relative

permittivity is rare, unless they are only poorly hydrated and can approach each
other to within q = 0.357 nm (at 298.15 K). The ion-ion interactions that may lead to
ion pairing of the alkali metal cations and halide anions were discussed by Collins
(1997) in terms of their surface charge densities and the competition between ion-
water and water-water interactions. He followed Morris (1968, 1969) who studied the
solubilities and heats of solution of such salts and Diamond (1963) who pointed out
the water-structure-enforced ion pairing that occurs when both cation and anion are
large and poorly hydrated. This has recently been demonstrated by Heyda et al. (2010)
using molecular dynamics simulations as well as experimental results concerning
NH4

+ ions on the one hand and for the poorly hydrated tetraalkylammonium ions on
the other associating with halide anions. Whereas for the small well hydrated NH4

+
the order of association is F− > Cl−≥ Br−≥ I−, the order is reversed for the poorly
hydrated R4N+ ions: F−< Cl− < Br− < I−.

For more highly charged ions appreciable ion pairing does occur in aqueous so-
lutions at concentrations of the order of 1 M for 1:2 or 2:1 type salts and even at
concentrations of 0.1 M for 2:2 or salts with more highly charged ions. The equi-
librium constants for association of the latter (e.g., MgSO4) are of the order of
100–200 M−1.

There is nothing in this formal electrostatic theory, based on the restricted primitive
model of the electrolyte solution, to indicate how intimately the cation and anion are
bound together in the ion pair. Water molecules penetrate the intervening space in
cases where the cut-off distance q is manifold larger than the mean ionic diameters a.
It is possible to specify how many solvent molecules separate the cation and the anion
if the ‘restricted’ is removed from the model. A ‘contact ion pair’ (CIP) is formed if
this number is zero, a ‘solvent shared ion pair’ (SIP) is formed if it is 1, and a ‘solvent
separated ion pair’ (SSIP or S2IP) is formed if it is 2. Several forms of such ion pairs
can exist at equilibrium with each other, depending on the electrolyte concentration.
Methods for ascertaining the situation with regard to these forms of ion pairs have
been reviewed (Marcus and Hefter 2006).
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2.7 Charged Macromolecules

Soluble polymers that carry ionically dissociable groups are called polyelectrolytes,
ionizing partly or completely to polyions. Synthetic polyelectrolytes generally have
a linear polymeric chain, the hydrophobic backbone, to which side groups with hy-
drophilic ionizable groups are attached. An typical example of a polyelectrolyte is
polystyrene sulfonic acid −[CH2CH(C6H5SO−

3 H+)]n−, a strong, practically com-
pletely ionized electrolyte. The covalently attached ions, −SO−

3 , are the ‘fixed
ions’ to which correspond mobile ‘counter ions’ of opposite charge, hydrated hy-
drogen ions. On the other hand, a weak polyelectrolyte, such as polymethacrylic
acid −[CH2C(CH3)(CO−

2 H+)]n−, is only partly ionized, depending on the pH of the
solution. Some polyions do not have a hydrophobic backbone but have long chains
of hydrophilic moieties that are ionized, an example being polyphosphate detergents.

Such synthetic linear polyelectrolytes have a regularly repeating structure, but
less regularity results from graft polymers, where randomly placed segments of dif-
ferent structures are connected in a row and may form polyelectrolytes having a
branched backbone. Synthetic polyelectrolytes may also be cross-linked to form
water-insoluble ion exchange resins and membranes that can exchange the counter
ions with other ones in the imbibed or adjacent solution. Biological examples of
polyelectrolytes are proteins and nucleic acids that share many features with syn-
thetic polyelectrolytes, but they too do not have the regular repeating structures of
the latter. However, synthetic polypeptides that mimic some of the properties of pro-
teins do have regular repeating structures and therefore are more readily dealt with
theoretically.

The special features exhibited by polyelectrolytes, when extensively ionized, com-
pared with individual ions are due to the proximity along the polymeric backbone
of charges of the same kind that repulse one another. The fixed ions attached to the
polyelectrolyte can never be said to be at infinite dilution, even if the polyelectrolyte
itself is at high dilution. Counter-ions with charges opposite to those of the fixed
ions tend to associate electrostatically to some extent with the fixed ions or even
may do so cooperatively to several fixed ions. The polymer chain itself is affected by
the presence of charges of like sign, resulting in its being extended, in contrast with
the coiling of uncharged linear polymers due to the entropic effect. If the degree of
ionization is low, the polyelectrolyte will take up a more coiled conformation that
maximizes the entropy.

Polyelectrolytes are characterized by their degree of polymerization, that is, their
average molar mass (MW ) and the dispersion of this average, the lengths, l, of
the segments along the backbone that carry the charged groups, and the degree of
ionization, 0 ≤ α ≤ 1. At low degrees of ionization (α → 0) the charged sites
are hydrated individually, but as α is increased the hydration water shells start to
overlap partly. A highly ionized (α → 1) linear polyion in aqueous solution may
then be modeled, e.g., according to Fuoss et al. (1951), as an infinitely long rod
with charges at its surface at a uniform charge density, with a cylindrical sheath of
water of hydration around the rod. Still, the arrangement of water molecules near



2.7 Charged Macromolecules 89

the hydrophobic polymer backbone differs from that near the ionic groups. Counter-
ions, attracted electrostatically to the fixed ions, bring with them their own hydration
shells, and if ion pairs are formed, the hydration shells of fixed and counter ions
overlap. The complicated picture of the hydration of polyelectrolytes that emerges
depends on the flexibility of the polymeric backbone, the segment length l, the extent
of ionization, α, the nature of the fixed ions and of the counter ions, and the presence
or absence of additional electrolytes in the solution containing or in contact with the
polyelectrolyte.

2.7.1 Electrostriction in Polyelectrolyte Solutions

The role played by electrostriction at biological polyelectrolytes, such as proteins
and nucleic acids, has already been considered long ago. Cohn and Edsall (1943)
concluded that due to the charged groups that ovalbumin contains, electrostriction re-
duces its specific volume by 2.43 % relative to the value calculated from its amino acid
content (McMeekin and Maeshall 1952). The specific volume of rabbit myosin, rab-
bit tropomyosin, and Pinna tropomyosin (three muscle proteins) in water measured
by Kay (1960) indicated a volume contraction by 0.028, 0.040, and 0.030 cm3 g−1,
respectively. These volume reductions were ascribed to electrostriction and were
proportional to the number of charged groups (Mauzerall et al. 2002) in the proteins:
270, 376, and 315 per 105 g.

Mauzerall et al. employed pulsed photoacoustic measurements on the proteins in-
volved in bacterial photosynthesis and applied the Drude-Nernst equation to estimate
the electrostriction:

�V = κTzI
2e2

8πε0εW
2rI

(
∂εW

∂V

)
T

(2.74)

However, they used the compressibility κT of the protein rather than that of water,
κTW that the equation requires. The calculated electrostriction of − 0.030 nm3/pair
of ions is compatible with an assumed compressibility of 0.170 GPa−1 (that of water
is 0.453 GPa−1) and a relative permittivity in the immediate vicinity of the protein
of 4 ± 1.

Experimental x-ray and neutron scattering data showed that the water in the
hydration shell of a protein is 5–25 % denser than bulk water, i.e., it is highly
electrostricted. The surface charge density of proteins (Mauzerall et al. 2002) is
σ = 0.08 − 0.48 Cm−2 and the related field strength is E = σ/ε0εW (Danielewicz-
Ferchmin et al 2003). The chemical potential of the water near the protein surface
is reduced by the lower dipole orientation work (reflecting the lower εW) compared
with pure water. In order for thermodynamic equilibrium to be established water
therefore must flow into this high-field region and thereby compressing it. These
aspects of protein hydration are further discussed in Chap. 5 (Sect. 5.3.2).

The charges on the walls of ion channels (see Sect. 5.3.3) and the ions passing
through them also cause electrostriction of the water, as discussed by several authors
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(Sancho et al. 1995; Duca and Jordan 1997; Krasilnikov et al. 2005; Danielewicz-
Ferchmin and Ferchmin 2006). The duplex structures formed from single strand
nucleic acids is also accompanied by volume changes and by the release of sodium
ions to the solution, and appreciable electrostrictive volume diminution was observed
for the B conformation of the duplex (Rentzeperis et al. 1993; Marky and Kupke
2000) in the presence of 0.1 M NaCl.

2.7.2 Ion Association of Polyions with Counter-ions

The drastic diminution of the permittivity of the water near the surface of biological
polyelectrolytes noted above, is, of course common also to synthetic polyelectrolytes.
The consequence of this diminution is association of the fixed ions with mobile
counter ions in the solution. Three types of polyelectrolyte solutions are briefly dis-
cussed here: a linear strongly acid polyelectyrolyte, such as polystyrene sulfonic
acid; a linear weakly acid polyelectyrolyte, such as (partly) neutralized polyacrylic
acid; and a polyelectrolyte gel, such as the crosslinked polymethacrylic acid ion
exchanger. In the latter, gel-type polyelectrolyte, two distinct phases exist in equi-
librium: the gel phase and the outer solution. The treatment of polybases, e.g.,
(partly) protonated polyvinylpyridine as an example of a linear weak polybase and
crosslinked polystryrene-benzyl-trimethyl-ammonium bromide as an example of a
strongly basic anion exchanger are completely analogous to the examples discussed.
A distinct class of polyelectyrolytes (polyampholytes), however, involves polypep-
tides and proteins that have both basic and acidic functions, such as arginine and
glutamic acid moieties, on the same polymer chain. These are discussed briefly too.

According to the degree of sulfonation of polystyrene, the density of fully ion-
ized groups along the chains can be varied from having only a few sulfonic groups
along the polystyrene chain to having a sulfonic group on every phenyl ring. The
variability of the relative molar mass M of the polystyrene chains is another pa-
rameter to be taken into account, even with fully sulfonated polystyrene. The
osmotic pressures Π of aqueous solutions of the acid and sodium salt of sulfonated
polystyrene of M = 2 × 104 to 1.06 × 106 were related by Wang and Bloomfield
(1990) to their mono-molarities cmono (the molar concentration of styrene sulfonated
groups) according to:

Π = RT ϕcmono (2.75)

where ϕ is the osmotic coefficient, Eq. (2.57). The latter quantity is related to the
charge density parameter ξ by:

ϕ = 1

2ξ
= 1

4(q/bl)
(2.76)

where q is the Bjerrum cut-off length (for univalent ions), Eq. (2.69), and bl is the
linear charge spacing along the polyelectrolyte chain (it corresponds to the segment
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length l for a fully sulfonated polymer). Agreement with measured osmotic pres-
sures of the calculated values was found with the value ξ = 4.0, corresponding with
bl = 0.25 nm, to q = 0.5 nm, and hence to εW = 56 in the near surroundings of the
polystyrenesulfonate rods.

The expression (2.76) for the osmotic coefficient was previously derived by Lifson
and Kachalsky (1954) and by Manning (1969) but shown by Manning to be valid
only when ξ > 1. For polyelectrolyte solutions free from added salt with ξ < 1 the
limiting value of the osmotic coefficient is ϕ = 1−1/2ξ . Only when the fixed charges
on the polyelectrolyte are densely spaced, that is, when the average distance bl
between them is smaller than 2q so that ξ > 1, would the electrical potential cause
the (univalent) counter-ions to bind to (“condense on” (Manning 1969)) the fixed
ions, thereby reducing the effective value of ξ to the critical value of unity.

The Donnan salt exclusion parameter Γ expresses a property of polyelectrolyte
solutions. It describes the bias when a salt is present in the bulk of the solution
against the presence of mobile ions in the vicinity of the polyelectrolyte. In the case
of the two phase system of a cross-linked ion exchange gel and an outer solution the
exclusion is directly measurable experimentally. If the concentration of the salt in
the external solution is cEex and that in the vicinity of the polyelectrolyte is cEnear,
then the limiting value of Γ for a concentration cpoly of the polyelectrolyte tending
to zero is formally defined by:

Γ = lim(cpoly → 0)
cEex − cEnear

cpoly
(2.77)

Manning (1969) showed that when ξ < 1 then Γ= ½ (1 − ½ ξ ) whereas if ξ > 1 then
Γ= 1/4ξ . He compared these expectations with experimental data available to him
for a variety of polyelectrolytes: sodium polyvinyl sulfate and sodium polyacrylate
(of various degrees of neutralization α) and potassium polyphosphate and DNA,
having ξ values ranging from 0.29 to 4.20, with good results. Also the expectations
for the osmotic coefficients of the sodium polyacrylate and polymethacrylate were
well vindicated.

Consider now an aqueous solution of polyacrylic acid that is being titrated with an
aqueous sodium hydroxide solution in the absence of added salt in the solution. The
degree of ionization of the polyelectrolyte, α, increases as the titration proceeds up
to the equivalent point. Polyelectyrolytes tend to be polydisperse, i.e., have polymer
chains of different lengths. It is therefore expedient to specify the concentration cpoly

in terms of the total number of monomeric titratable groups per unit volume, cmono.
There are three different types of “sites” on the polymer chain, of which the relative
abundance depends on the degree of ionization α and the concentration cmono. The
not-yet-neutralized protonated carboxylic groups constitute one type of “sites”, the
already ionized carboxylate groups constitute another, and carboxylate groups ion-
paired with the sodium counter-ions are a third. When the titration is carried out
in the presence of excess sodium chloride, the association of the sodium cations
with the polyelectrolyte is enhanced due to the common ion effect, but it may be
assumed that the chloride anions remain completely mobile. The environment of a
given sodium cation at an appreciable value of α, even in very dilute solutions of
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the polyelectrolyte, consists of many anions with which it can associate. The ionic
atmosphere does not become infinitely dilute with decreasing concentrations of the
polyelectrolyte, cpoly → 0.

The course of the titration is described by the following operative expression
according to Harris and Rice (1954):

pH + log aNa+ + log

(
1 − α
α

)
− logf = pKa − pKip (2.78)

Here f is the degree of binding of the sodium counter-ion, Ka is the intrinsic dis-
sociation constant for the acid and Kip is that of the ion pair (the reciprocal of its
association constant). This treatment assumes random distribution of the three types
of sites along the polyelectrolyte chain, but restrictions can be introduced, such as
requiring an ionized site to be adjacent to the one where ion pairing takes place. Lif-
son and Katchalsky (1948) took into account the mutual interaction of neighboring
ionized sites, but the final result was the same as Eq. (2.78), i.e., as for the case where
no such interaction was considered.

The interactions of the polyion with the counter-ions may not follow the mass
action law if the electrostatic potential around the polyelectrolyte is high. This quan-
tity was calculated for polyelectrolyte gels according to several models. The model
proposed by Gregor and Gregor (1977) involved a rod of infinite length of radius a,
the fixed charges being located along it at random intervals. The solution region in
which counter-ions are affected by the potential extended up to a distance R from
the center of the rod. Counter-ions of different sizes, a smaller one with radius rsm

at a concentration csm and a larger one with radius rla at a concentration cla, can
approach the rod to different distances. A selectivity constant (ratio of binding con-
stants) arises from this difference in the distance of closest approach. The quantity
1/bl is taken to be the average charge per unit length of the rod and leads to the pa-
rameter � = − 2q/bl , with q given by Eq. (2.69) for univalent ions. Another quantity,
α, is implicitly defined by:

2(α2 + 1)R−2

(
4πε0εkBT

e2

)
= cla + csm (2.79)

Then the selectivity coefficient between the two kinds of ions is:

K la
sm =

λ
(cla + csm)

csm

1 + αcot(αln)
(a + rla)

R
− tan−1α

− cla

csm
(2.80)

This expression was tested by Gregor and Greff (1977) with a completely ionized
polymethacrylate gel, cross-linked to various extents, 0.2–24 mol %, by ethylene-
glycol dimethacrylate (EGDM). They studied the exchange of the small cation K+
(assigned rsm = 0.175 nm) and the large cation Me4N

+ (assigned rla = 0.347 nm)
or Et4N+(assigned rla = 0.400 nm), on this rod-like cross-linked polyelectrolyte,
with a radius a = 0.21 nm and a charge density of 1/bl = 3.23 unit charges per
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nm. The experimental selectivity coefficient, K la
sm expt, has a contribution from the

osmotic pressure � and the difference in the partial molar volumes of the ions:
exp[�(Vla −Vsm)/RT ], a factor multiplying the electrostatic contribution expressed
by Eq. (2.80). The values of Π and R are obtained from the swelling of the
polyelectrolyte gels in water.

However, the permittivity εW of the water in the annular region around the poly-
electrolyte defined by R, which enters the distance q according to Eq. (2.69), cannot
be estimated independently. Considering Eq. (2.80) as valid, Gregor and Greff
(1977) derived a value of the permittivity in the vicinity of the polyelectrolyte rod
of εW = 30 ± 3 from the K+/Me4N+ exchange for cross-linking with 4–24 mol %
EGDM. However, when the data for the K+/Et4N+ exchange were employed instead
the even lower value εW = 15 ± 5 was obtained, for no apparent reason.

Lamm and Pack (1997) subsequently tackled the problem of the estimation of
the solvent permittivity near the polyelectrolyte. They employed the finite difference
Poisson-Boltzmann technique to calculate the permittivity of water at various dis-
tances from a charged cylinder. The effects of the surface boundary, the presence of
the fixed ions, that of the counter-ions, and eventually of added electrolyte were con-
sidered, all leading in some manner to dielectric saturation, due to electrostriction of
the water near the charges. They presented results for a cylinder of 1.0 nm radius and
a charge density corresponding to B-DNA, showing the surface effect to be minor but
both the fixed and the counter-ions causing a large decrease of the permittivity near
the charged cylinder. The total relative permittivity εW rose from ∼5 at the surface
of the cylinder to ∼28 at a distance of 0.5 nm, to ∼45 at 1.0 nm, and ∼58 at 2.0 nm,
when there was 50 mM added salt present. In the absence of added salt the values
at 0.5 nm (∼38) and at 1.0 nm (∼54) were appreciably larger. A low permittivity of
the solvent near the polyelectrolyte is obviously conducive to electrostatic binding
of counter-ions to fixed ions.

The association of multivalent ions may introduce complications at both low and
high charge densities along the polyelectrolyte chain. When the charge density is
low a z-valent cation associates with a single (univalent negative) fixed ion. This
causes the sign of the charge of the site to reverse from −1 to (z − 1)+ and the site
then interacts electrostatically with a neighboring (negatively charged) fixed ion.
This may lead to precipitation, if the electrostatic repulsion between the negative
sites becomes too small to keep the polyelectrolyte extended. However, when the
charge density along the chain is high, multivalent counter-ions associate with several
adjacent fixed ions and neutralize the charge. The multivalent counter-ions can also
act as cross-linking agents between adjacent chains, when the concentration of the
polyelectrolyte cpoly is large. This may cause precipitation of the thus crosslinked
polyelectrolyte. When the added z-valent ion concentration is increased beyond a
certain threshold, however, the screening of the electrostatic attractions permits the
polyelectrolyte to be soluble again.

Porasso et al. (2001) showed that coordinative bonding between multivalent
counter-ions and the fixed charges is possible beside electrostatic association. When
a solution containing Cd2+ and polyacrylic acid is titrated with KOH, both ‘terri-
torial condensation’ of the divalent cation and specific binding occur, whereas in
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the presence of Ca2+ only the former kind does. Similarly, both condensation and
specific binding occur on precipitation and re-solubilization of polyelectrolytes in
the presence of multivalent ions, as shown by Sabbagh and Delsanti (2000). Barium
ions were able to precipitate all kinds of anionic polyelectrolytes, whether carry-
ing carboxylate, sulfonate, or sulfate fixed ions, whereas other divalent metal ions
precipitated only the carboxylate-carrying polyelectrolyes.

Winkler et al. (1998) demonstrated by molecular dynamics the collapse of the
extended rod-like polyelectrolyte structure to a coil-like conformation when, in the
absence of added salt, the interaction energy of the fixed and counter-ions is increased
beyond a certain threshold. Multivalent ions provided sufficiently large interaction
energies for a given length of polyelectrolyte and distance between the fixed charges.
Polyelectrolytes of finite length had to be used for these simulations, contrary to the
infinitely long rods in the models considered above. The end-to-end extension or the
radius of gyration was the measure for the collapse of the chain.
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Chapter 3
Effects of Ions on Water Structure
and Vice Versa

The structure of liquid water was dealt with in detail in Sect. 1.1.2. Once a solute,
whether an ion or a neutral solute and whether hydrophilic or hydrophobic, is placed
in the water, it is reasonable to expect it to affect the structure around it. The effects
may be limited to a hydration shell surrounding the solute that has a structure differing
from that in pure water. For instance, around monatomic ions the water molecules in
the hydration shell are oriented towards the ion in a more or less spherical symmetry.
Around hydrophobic solutes cages of water molecules are formed, that may be ice-
like but also resemble the structure of clathrates or crystal hydrates. In many cases
the effects of the presence of an ion are manifested also beyond the hydration shell
or shells.

On the other hand, the hydrogen bonded structure of water affects the properties
of the ions. Large univalent ions of opposite charges may be forced to pair-wise
association by the water structure (cf. its tightness, Sect. 1.1.2) although they would
not do so on electrostatic grounds (see Sect. 2.6.2). Ions may be sorbed at or desorbed
from the surface layer of water, where its hydrogen bonded structure is not isotropic
and weaker than in bulk water. Thus, the reciprocal effects of charge density of the
ions and the water structure merit investigation.

Water structural effects of ions may be assessed by a variety of experimental
methods as well as by computer simulations. These methods lead to the recognition
that some ions enhance the native structure of the water whereas other ions destroy
it, up to some distance in the water away from the ion. The former ions are called
structure-makers, or cosmotropic, a term favoured in the biophysical literature, and
the latter kind of ions are structure-breakers or chaotropic. Naturally, there are also
ions that are borderline between these groups, neither structure-makers nor -breakers
to a significant extent.

Following are the results of several of the methods that have been used to cat-
egorize ions as belonging to the structure-making or -breaking groups, the subject
having been also recently reviewed (Marcus 2009, 2010).

Y. Marcus, Ions in Water and Biophysical Implications, 99
DOI 10.1007/978-94-007-4647-3_3, © Springer Science+Business Media Dordrecht 2012
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3.1 Effects on Solvent Dynamics

There are both macroscopic effects of ions on the dynamics of electrolyte solutions
relative to pure water and microscopic effects on the dynamics of the water molecules
themselves. The former include the effects of ions on the fluidity of the solution as a
whole, which is the reciprocal of its viscosity, and on the self-diffusion of the water.
The latter pertain to the movements of individual water molecules: their mutual
orientations, the rate of breaking or making of hydrogen bonds, etc. Such effects
have been measured experimentally, as discussed in Sects. 3.1.1–3.1.5, and are
complemented by computer simulations in Sect. 3.1.6.

3.1.1 Viscosity B-coefficients

Some questions arise from experimental facts pertaining to the relative viscosity,
η/ηW, of certain dilute aqueous solutions, where η is the dynamic viscosity of the
solution and ηW that of water at the same temperature. Jones and Stauffer (1936)
reported that for 0.09966 M of cesium iodide at 25 ◦C η/ηW = 0.98910, i.e., it is<1.
Laurence and Wolfenden (1934) reported that for 0.09393 M of lithium acetate at
25 ◦C η/ηW = 1.03938, i.e., it is>1. Essentially complete ionic dissociation of these
solute electrolytes takes place in such dilute solutions. The question then arises: why
do the cesium and iodide ions depress the relative viscosity of the solution whereas
lithium and acetate ions enhance it?

The terms “structure making” and “structure breaking” are attributed to Gurney
(1953), but Cox and Wolfenden (1934) were the first to mention the notion of “water
structure” in the connection of the viscosities. Furthermore, Frank and Evans (1945)
have already used the term “structure breaking” (but not “-making”) with regard to
effects of the alkali metal and halide ions, except Li+ and F−, on the partial molar
entropies of dilute aqueous solutions. The Jones-Dole B-coefficient, Eq. (2.35), is
the quantitative measure of this effect, and this equation may be recast in the form:

((η/ηW) − 1)

cE
1/2

= Aη + BηcE
1/2 + · · · (3.1)

The Aη coefficients can be calculated from the conductivity of the salts, Eq. (2.36),
but are generally obtained as the intercepts in plots of ((η/η∗) − 1)/cE

1/2 vs. the
square root of the electrolyte concentration, cE

1/2, and the Bη values are the limiting
slopes of such plots. The Bη thus pertain to infinite dilution, and are, therefore,
additive in the values for the constituent ions.

The splitting into individual ionic values is briefly described in Sect. 2.4.3. The
splitting according to the assumption that Bη(Rb+) = Bη(Br−) (Jenkins and Marcus
1995) over a wide temperature range around ambient is adopted here. It differs
in a negligible manner (± 0.002 dm3 mol−1) from the commonly used assumption
Bη(K+) = Bη(Cl−), valid over a much narrower temperature range. These authors
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(Jenkins and Marcus 1995) critically selected Bη values for over 70 aqueous ions
from published data. It is worth noting that the few data available for ionic Bη
values in heavy water are even more negative for structure breaking ions than in light
water, because D2O is more structured than H2O (see the end of Sect. 1.1.3) so that
there is more structure to break. Gurney (1953) assumed that loosening of the water
structure, thus enhancing the fluidity, occurs locally near ions such as Cs+ and I−
with Bη< 0 and deems them as “structure breaking”. Similarly, the tightening of the
hydrogen bonding near ions such as Li+ and acetate having Bη> 0 designates them
as “structure making”.

Notwithstanding several attempts to develop a theory to account for the observed
behaviour, no satisfactory theory has emerged so far. Not only the magnitudes and the
signs of Bη are of importance in this respect, but also the signs of their temperature
dependence, dBη/dT , which have not yet been predictable on the basis of known
ionic properties. Desnoyers and Perron (1972) showed that Bη in aqueous solutions
of alkali metal halides should depend on the sizes of the hydrated ions through
their partial molar volumes, but could not predict the structure making and breaking
effects.

The mechanism by which the ions, given their assumed water structure modifying
behaviour, affect the viscosity is not really known. For a macroscopic dispersion of
particles in a fluid the Einstein relation

(
η

η∗ − 1

)
= 2.5 v (3.2)

holds, where v is the volume of the solute particles per unit volume of the dispersion.
Taking this unit volume as 1 dm3, then v = cEVE where VE is the partial molar
volume of the electrolyte solute. Then, the larger the ion the larger the viscosity of
the solution becomes, but this is contrary to the observed behaviour. Positive Bη
could still be accounted for in principle by Eq. (3.2), but no plausible theory for
negative values has been proposed. The sphere-in-continuum approach of Ibuki and
Nakahara (1986) accounted partly for positive values ofBη only, but not for negative
ones nor for the changes of Bη on transfer to heavy water.

Feakins et al. (1974) applied the absolute rate theory of Eyring to the estimation
of the activation Gibbs energy, �G‡, needed to reach the transition state of the flow
process. This involves the creation of suitable cavities in the solvent and the jumping
of solute and solvent particles between them, severing existing bonds and creating
new ones. Applied to uni-univalent electrolytes rather than to individual ions this
approach yields:

Bη =
(
VW − VE

∞

1000

)
+ VW

(
�G‡

E −�G‡
W

1000 RT

)
(3.3)

Here the �G‡ are the corresponding Gibbs energies of activation for the elec-
trolyte solution and for water. The absolute rate theory yields for water �G‡

W =
RT ln(0.399(ηW/mPa s)(VW/cm3 mol−1)). However, there is no way for the inde-
pendent estimation of �G‡

E for electrolytes and ions, although a model for it was
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proposed later by Feakins et al. (1986). This approach, however, allows for Bη < 0 if
the first term in Eq. (3.3) dominates over the second and if the limiting partial molar
volume of the electrolyte is larger than the molar volume of water. The latter con-
dition occurs for electrolytes made up from large univalent ions. Jiang and Sandler
(2003) combined the absolute rate theory for the flow process with the mean spherical
approximation for ion-ion and ion-solvent interactions employing four empirical pa-
rameters to model the viscosities of electrolyte solutions. However, the emphasis was
not on explaining the structure-making and structure-breaking properties of the ions
in dilute solutions but rather on high concentrations and engineering applications.

The relatively high viscosity of water with its small molecules is due to its hydro-
gen bonded network that must be disrupted dynamically for the water or the solution
to flow. A rough consideration of the relative sizes of the average void spaces in
water, (VW − VvdW)/NA = 0.0094 nm3, and the sizes of ions is instructive. Cavities
to accommodate a moving ion need to be larger than this average void space, but
are created randomly by the thermal movement of the water molecules. If small
ions fit into such cavities and enhance the hydrogen bonding through their electric
fields they are ‘structure-makers’ and slow down the rate of flow. Large ions, too
large for moving into a randomly available hole near them, need to destroy some of
the hydrogen bonded structure of the water in order to create a cavity sufficiently
large to move into. They are ‘structure-breakers’ and should accelerate the flow
of the solution, accounting for negative Bη values. In fact, cations with volumes
(4π/3)r3

I > 0.010 nm3 have Bη < 0 and are structure-breaking and those with vol-
umes (4π/3)r3

I < 0.007 nm3 have Bη > 0 and are structure-making. For anions the
border between structure-making and -breaking is at (4π/3)r3

I /|z| ∼ 0.02 nm3, the
magnitude of the charge also playing a role (Marcus 2011).

The absolute magnitudes of the BηI-coefficients indicate the extents of the effects
of the ions on the structure of water in the solution. They agree with other measures of
such effects, e.g., those derived from the relaxation of NMR signals (BNMR) and from
the entropies of hydration of ions, see below. The values of Bη and of dBη/dT for
representative ions are shown in Table 3.1 and compared there with similar measures
obtained by different techniques.

3.1.2 Self-diffusion of Water Molecules

The rate of exchange of water molecules between the hydration shells of ions and bulk
water was considered by Samoilov (1957) to indicate the strength of the hydration
and indirectly the effects of the ions on the water structure. The ratio of the average
residence time of a water molecule near another one in the hydration shell of the
ion, τI, to that in the bulk (τW = 17 ps) was obtained from the activation Gibbs
energy of the exchange, �G‡

exch. This, in turn, was obtained from the temperature
coefficients of the self diffusion coefficient of water, DW, and of the ion mobility,
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uI (Sect. 2.4.1):

dlnuion

dT
+ T −1 − dlnDW

dT
= (�G‡

exch/RT
2)

(1 + 0.0655exp(�G‡
exch/RT ))

(3.4)

The ratio τI/τW of the average residence times is then given by:

τI

τW
= exp

(
�G‡

exch

RT

)
(3.5)

Some ions, such as Li+, Na+, Mg2+, and Ca2+, have �G‡
exch > 0 and τI > τW and

were called “positively hydrated”. For some other ions: K+, Cs+, Cl−, Br−, and I−,
�G

‡
exch < 0 and τI < τW and they were designated as “negatively hydrated”. These

terms are not in general use now, however, but the relation of the residence times to
the dynamic extent of hydrogen bonding in the solution is apparent. It should be noted
that the residence time of a water molecule in the vicinity of another one, τW = 17 ps
is considerably longer than the rotational reorientation of a water molecule, around
2–3 ps, or the mean lifetime of a hydrogen bond, 0.2–0.4 ps, see Sect. 1.1.4.

In the case of cations, the values of τI deduced from Eq. (3.5) are expected to
correspond with the unimolecular rate constants, kr, for water release from their
hydration shells, obtained from ultrasound absorption (Marcus 1985). These con-
stants depend on the competition between water molecules and anions for sites in
the coordination shell and need to be independent of the anion in order to be valid
characteristics of the cation hydration. So far this has not been demonstrated.

The self diffusion coefficients of water molecules in electrolyte solutions,DW(E),
were obtained by McCall and Douglas (1965) and by Endon et al. (1967) from NMR
measurements, the former at 23 ◦C and the latter mostly at 0 ◦C but for some ions also
at 25 ◦C, the reported data pertaining to 1 M, respectively m, alkali halide solutions.
More recent data, for 25 ◦C, at ≥1 m and including some divalent metal chlorides
are due to Müller and Hertz (1996). The quantity (1 −DW(E)/DW) is negative when
both cation and anion are structure-breakers, according to their being negatively
solvated by Samoilov’s criterion: KX, RbX, and CsX, where X = Cl, Br, and I.
Contrarily, (1 − DW(E)/DW) is positive when at least one of the ions is strongly
structure making: LiX and NaX, where X = Cl and Br, and LiI; MF for M = K,
Rb, and Cs; and M′Cl2 for M′ = Mg, Ca, and Zn, but is near zero when these
tendencies are opposite and of the same magnitude: NaI. Heil et al. (1995) added
data on 0.2–4.0 m aqueous NaClO4, LiClO4, and Mg(ClO4)2 at 25 ◦C, reporting
that the structure making properties of the cations predominate over those of the
structure-breaking perchlorate anion so that (1−DW(E)/DW) > 0 in the listed order.
The ionic (1 −DW(E)/DW) values, based on equating the values for K+ and Cl− and
taking DW = 2.27 × 10−9 m2 s−1 at 25 ◦C (Table 2.3) are shown in Table 3.1.

Nowikow et al. (1999) measured the self diffusion of water in 0.94 m Bu4NCl
at room temperature using quasi-elastic neutron scattering. The residence times of
water molecules in the hydration shell of the cation were twice longer than in bulk
water. Still, (1 −DW(E)/DW) > 0 and the salt is a net structure maker. Sacco et al.
(1994) measured the self diffusion coefficient of the water in aqueous CsCl in D2O
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and H2O and found the D/H isotope effect to be in agreement with the structure
breaking properties of both ions of this salt and with the more extensive (“stronger”)
hydrogen bonded network of the D2O (see Sect. 1.1.3).

3.1.3 NMR Signal Relaxation

Engel and Hertz (1968) measured the 1H NMR longitudinal relaxation times of the
water-proton, T1E, in many aqueous electrolyte solutions mainly at 25 ◦C and for
some salts also at 0 ◦C. An expression analogous to the Jones-Dole expression for
the viscosities, Eq. (2.35), described the results very well:

(
(1/T1E)

(1/T1W)
− 1

)
= BnmrcE + · · · (3.6)

They employed the convention thatBnmr(K+) = Bnmr(Cl−) to obtain the ionic values.
The rotational correlation times τr of the water molecules near ions are τrI/τrW =
1 + (55.51/hI)Bnmr, where the hI are the hydration numbers of the ions. When the
ions were classified according to the signs of their �G‡

exch values according to
Samoilov (1957), the ‘positively hydrated’ ones had Bnmr > 0 (i.e., for structure-
making ions) and the ‘negaively hydrated’ ones had Bnmr < 0 (i.e., for structure-
breaking ones). A good correspondence was noted by (Engel and Hertz 1968) and
by Abraham et al. (1982), among others, between these Bnmr values and the ionic Bη
values (Sect. 3.1.1, see Table 3.1).

Only diamagnetic ions can be studied by means of 1H NMR measurements of
longitudinal relaxation times, T 1. Other kinds of NMR measurements are required
for paramagnetic ones, e.g., transition metal cations. Yoshida et al. (1996) studied
the 17O NMR spin-lattice relaxation of D2O molecules in aqueous salt solutions
at five temperatures between 5 and 85 ◦C. They showed that splitting the salt data
according to Bnmr(K+) = Bnmr(Cl−) provides acceptable results, agreeing well in
sign and generally in magnitude with the 1H Bnmr values of Engel and Hertz (1968)
and the viscosity Bη values Table 3.1. The signs of the temperature coefficients
�Bnmr/�T from 0 to 25 ◦C (Engel and Hertz 1968) and from 5 to 25 ◦C (Yoshida
et al. 1996; Fumino et al. 1996) for the two NMR methods agree well. However,
these signs are in most of the cases of structure-breaking ions opposite to those from
viscosity, dBη/dT . The reason for this is difficult to understand.

The B-coefficients obtained from viscosity and NMR signal relaxation rates
pertain to dilute solutions (they are the limiting slopes towards infinite dilution).
However, an equation of the form of Eq. (3.6) for NMR spin-lattice relaxation rates
holds up to fairly large concentrations. Chizhik (1997) reported values of relative
water molecule reorientation times τrI/τrW at 22 ◦C, being <1 for Br−, I−, NH4

+,
NO3

−, and N3
−, ∼1.0 for K+, and >1 for Li+, Na+, Mg2+, Ca2+, Sr2+, Ba2+, F−,

Cl−, H3O+, SO4
2−, and CO3

2−, in more or less agreement with the signs of the Bnmr

in dilute solutions, Table 3.1.
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Table 3.2 Ratios of
reorientation times of
hydration water molecules in
1 M salt solutions at 25 ◦C,
τW(I), to that in pure water,
τW

∗, (Kaatze 1997)

Cation τW(I)/τW Anion τW(I)/τW

Li+ 2.41 F− 2.61
Na+ 1.53 Cl− 0.90
K+ 0.90 Br− 0.73
Rb+ 0.78 I− 0.41
Cs+ 0.68 OH− 2.44
H3O+ 1.62 NO3

− 0.73
NH4

+ 0.72
Me4N+ 1.59
Et4N+ 1.96
Pr4N+ 2.37
Bu4N+ 2.80

3.1.4 Dilectric Relaxation

Dielectric relaxation times in aqueous alkali halide solutions were obtained by Kaatze
et al. (Giese et al. 1970; Wen and Kaatze 1977; Kaatze 1997) from the complex
permittivities as a function of the frequency. The relaxation data were analyzed by
Kaatze (1997) in terms of the ratios of the cooperative reorientation times τθI of water
molecules hydrating the ions in 1 M solutions to that, τθW = 8.27 ± 0.02 ps, of pure
water at 25 ◦C. Individual ionic values are based on setting the values for K+ and
Cl− as equal. The ratios τθI/τθW are shown in Table 3.2, and are seen to follow the
pattern shown in Table 3.1, namely, that structure-breaking ions have τθI/τθW < 1
and structure-making ones have τθI/τθWW > 1.

Dielectric relaxation measurements by Buchner, Wachter et al. (Buchner et al.
1994, 2002, Buchner and Hefter 2009; Chen et al. 2003; Tromans et al. 2004; Wachter
et al. 2005, 2006, 2007) made mainly for studying ion association in aqueous solu-
tions, yielded also the reorientation times of the water molecules. The cooperative
reorientation time of bulk water, τθE, decreases with increasing salt concentration,
reflecting the weakening of the hydrogen bonded structure of the water. These mea-
surements were made at salt concentrations, cE < 1 M and yielded the coefficient b
of Eq. (3.7):

τθE = τθW + a(exp(−bcE) − 1) (3.7)

The values were not split into individual ionic ones, but for a series of sodium salts
(Wachter et al. 2005) clearly show the effects of the anions on the b values: NaOH 0,
Na2CO3 0.55, NaCl 0.79, NaBr 0.98, NaSCN 0.99, NaI 1.20, NaNO3 1.33, NaClO4

1.35, Na2SO4 1.8, and also sodium malonate 3.44, ranging from structure-makers
to structure-breakers. Consideration of the b-coefficient of Eq. (3.7) for NaCl, 0.79,
in conjunction with the values for KCl, 1.5, and CsCl, 2.1 (Chen et al. 2003) show
them to be in the expected direction. Asaki et al. (2002) studied the solvent relaxation
of aqueous lithium salts, and from their data the b-coefficients of Eq. (3.7) can be
derived: LiCl 0.62, Li triflate 0.86, and Li imide 1.27. The value for LiCl fits in with
those of NaCl, KCl, and CsCl.
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The dielectric relaxation times of water molecules near hydrophobic solutes
are some three times slower that of bulk water. This was established with so-
lutes such as the larger tetraalkylammonium ions. Hindered orientation of the
water molecules in the ice-like cages around the hydrophobic cations was said
to be responsible for this behaviour, the sizes of the cages (the number of wa-
ter molecules involved) increasing along the series (Barthel et al. 1998; Buchner
et al. 2002). Another interpretation (Buchner and Hefter 2009) of the slow-
ing down of the collective relaxation of the water molecules surrounding the
hydrophobic parts of the ions is their being shielded by these parts from ‘at-
tack’ by incoming water molecules that is responsible for the exchange of water
molecules (Kropman et al. 2002). The concentration dependence of the sol-
vent relaxation times, τθE, for inorganic salt solutions is negative, dτQE/dcE< 0,
but is positive for solutions of large hydrophobic ions such as the tetraalkylam-
monium halide, for which dτθE/dcE > 0. The values of dτθE/dcE increase in the
series: Me4NBr < Bu4NBr < Et4NBr ∼ Pr4NBr ∼ Pe4NBr < Et4NCl (note that
the position of Bu4NBr is out-of-line) (Barthel et al. 1998; Buchner et al. 2002). The
hydrophobic ions of aqueous Ph4PCl and NaBPh4 (Wachter et al. 2006) dominate
over the small counter-ions, hence these salts have positive slopes dτθE/dcE.

3.1.5 Fast Vibrational Spectroscopy

Ultrafast (femtosecond) pulsed two-color mid-infrared spectroscopy was used by
Bakker et al. in a series of papers to study the effect of ions on the structural dynamics
of their aqueous solutions as recently reviewed (Bakker 2008). The first intense pulse
(pump pulse) excites the O–H (or O–D) stretch vibration to the first excited state and
the second pulse (probe pulse), red-shifted with respect to the first, probes the decay
of this state. This technique has been applied to aqueous (0.1–0.5 M HDO in D2O)
solutions of LiX, NaX, and MgX2 (X = Cl, Br, I), KF, NaClO4, and Mg(ClO4)2

over wide concentration ranges, 0.5–10 mol dm−3.
The reorientation dynamics of water molecules in the electrolyte solutions are

related to the rotational anisotropy:

R = (�α‖ −�α⊥)

(�α‖ + 2�α⊥)
(3.8)

where �α‖ and �α⊥ are the absorption change for the probe pulse being parallel
and perpendicular to the pump pulse. The reorientation times are obtained from
τr = −t/lnR(t).After a delay of 3 ps between pump and probe pulses the reorientation
time of water molecules hydrogen bonded to the chloride anion in 3 M NaCl at
27 ◦C is 9.6 ps, compared with 2.6 ps in pure HOD/D2O (Kropman et al. 2002).
This time becomes faster as the temperature increases also for bromide and iodide
anions, in agreement with the Stokes-Einstein expression (2.15), being related to the
temperature-dependent viscosity. The rotational hydrodynamic radii of the anions are
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larger than their translational (Stokes) radii, showing that the rotational dynamics
involve the hydration shell, but they are smaller than the halide-OW distances.

In similar investigations, of 3 and 6 M Mg(ClO4)2 and 0.5–6 M NaClO4 in
HOD-D2O (with only ca. 0.25 M HOD), results specific to the O–H group hydrogen
bonded to the perchlorate anion were obtained (Omta et al. 2003). The relaxation
time of O–H stretch vibrations of perchlorate-bonded water molecules was 7.6 ± 0.3
ps (Kropman and Bakker 2003; Bakker et al. 2005). The orientational correlation
times for bulk water molecules were deduced from the decay of the anisotropy pa-
rameter. These parameters in 0.5–6 M NaClO4 as well as in 0.5 and 1 M Mg(ClO4)2

and 1 M Na2SO4 were independent of the salt concentration, 3.4 ± 0.1 ps, the same
as for pure water. When the O–D stretch anisotropy was studied in H2O with 4 %
HOD and 1 and 3 M Mg(ClO4)2, the orientational correlation time was 2.5 ± 0.1 ps,
as in pure HOD-H2O. There was no relation of these results to the increased viscosity
of the salt solutions. Only the firmly bound water molecules in the hydration shells,
leading to the bulkiness of the ions, according to the Stokes-Einstein relationship,
were in the view of the authors responsible for the enhanced viscosity of the solutions
(positive Bη values).

3.1.6 Computer Simulations

Geiger (1981), following a suggestion by Gurney (1953), computed by molecular
dynamics the self diffusion coefficient DW(I) of water molecules in the first and
second hydration shells around particles of the size of a xenon atom. These had
a Lennard-Jones diameter of 0.410 nm, i.e., between those of Cs+, 0.340 nm and
I−, 0.440 nm. The particles were assigned discretely varying charges: 0, +0.67, +1,
+2, and −1. Geiger found for lightly charged cations, + 0.67 and +1, that the self
diffusion coefficient ratios for water in the first hydration shell to that of bulk water,
DW(I1)/DW, are larger than unity, reaching 1.6 and 1.2, but for charges 0 (hydrophobic
effect) and +2 it is smaller than unity, 0.7 and 0.5. For the anion, this ratio is 1.4. The
effect persists to a smaller degree in the second hydration shell. A similar effect was
noted for the reorientation times of the intermolecular HW–HW and OW–HW vectors,
being shorter for the +0.67, +1, and −1 charged particles than for bulk water and
longer for the uncharged and +2 charged particles. These findings are in agreement
with the results of the measurements described in Sect. 3.1.2.

The results of early molecular dynamics simulations depend on the model potential
functions and the number of particles used for the computations. Geiger (1981)
employed the ST2-water model and 215 water molecules/charged particle.

Balbuena et al. (1998) studied the reorientation times of water molecules over
a range of temperatures including supercritical ones, employing semi-continuum
molecular dynamics by means of the SPC/E water model (500 water molecules per
ion). The reorientation times in bulk water relative to those in the first hydration shell,
assuming a coordination number ofNco = 6, are τrw/τrI = 0.20, 0.47, 0.65, and 0.90
for Na+, K+, Rb+, and Cl−, respectively, at 25 ◦C, showing faster reorientation as
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the water binding weakens. The authors were mainly interested in the results for
the higher temperatures and they did not discuss the discrepancy relative to Geiger’s
results.

The same water model, SPC/E at 25 ◦C was used by other authors too. Chowd-
huri and Chandra (2001) employed 256 water molecules per ion, as well as lower
ratios at increasing concentrations, and reported the average residence times of water
molecules near ions in ps: Na+ 18.5, K+ 7.9, and Cl− 10.0. Guardia et al. (2006) also
reported residence times in ps of the water molecules in the first hydration shells of
ions: Li+ 101, Na+ 25.0, K+ 8.2, Cs+ 6.9, F− 35.5, Cl− 14.0, and I− 8.5, compared
with 10 ± 1 for water molecules in the bulk. These values, resulting from detailed
considerations of the hydrogen bond dynamics in water and near the ions, can be
compared with experimental values derived from NMR. According to Bakker (2008)
these are: Li+ 39, Na+ 27, K+ 15, Cl− 15 (by definition the same as for K+), Br−
10, and I− 5 ps, and for water molecules in the bulk 17 ps, calculated from the self
diffusion coefficient.

In the last dozen years or so Rode and his coworkers published an extensive pro-
gram of study of the dynamics and structure of aqueous solutions of ions by means of
quantum- mechanical combined with molecular-mechanical computer simulations.
In the earlier studies the general methodology involved the quantum chemical treat-
ment of the first hydration shell of an ion, with methods that have been progressively
refined through the years. The water beyond the first hydration shell is then sim-
ulated by means of molecular dynamics methods, the interface between these two
regions being also carefully treated. In general, 499 water molecules were employed
at 298 K with one ion present as the solute. In later studies, employing the quan-
tum mechanical charge field approach, the nearest two hydration shells were treated
by quantum mechanics and 1,000 water molecules were employed. The mean resi-
dence times, MRT, of water molecules in the vicinity of ions, relative to those near
water molecules in the bulk (RMRTs for the relative quantities) are indicative of the
water structure-making (if they are longer) or structure-breaking (if they are shorter)
effects of the ions. This aspect was stressed by Hofer et al. (2004), who also compared
the methodologies employed and the results obtained by them. The computational
program employed has evolved over the years as was the minimal time t*, above
which a molecule is deemed to have left its position, from 2 ps in the earlier studies to
0.5 ps used in the later ones. Therefore, not all the numerical values are comparable,
Table 3.3.

The MRT of a water molecule near an F− anion is twice longer than near another
water molecule in the bulk, whereas for a Cl− anion it is only 10 % longer. This shows
F− anions to be marked structure-makers and Cl− anions to be only marginally so
(Tongraar and Rode 2005). For I− anions the corresponding RMRT is only 65 %
of that of water in bulk, so that it can be deemed to be a water structure-breaker
(Tongraar et al. 2010). For the oxo-anions: NO3

− (Tongraar et al. 2006), ClO4
−,

CrO4
2−, SO4

2−, and PO4
3− (Pribil et al. 2008; Hinteregger et al. 2010) the mean

residence times of water molecules near them are 88, 88, 135, 153 and 229 % of
those for water molecules in the bulk, again in agreement with their purported
dynamical water structure-breaking and -making properties.
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Table 3.3 The relative mean residence times, RMRT in %, for second shell water beyond t∗ =
0.5 ps, obtained from (charge field) quantum mechanical/molecular dynamics simulations, with 1.7
ps residence time for bulk water molecules. Values in parenthesis are the second shell MRT in ps
for t∗ = 2.0 ps

Ion Reference RMRT Ion Reference RMRT

Li+ Loefler and Rode
(2002)

? Al3+ Hofer et al. (2008a) 1060

Na+ Azam et al. (2009a) 107 Ti3+ Kritayakornupong
et al. (2004)

2180 (37)

K+ Azam et al. (2009a) 93 Cr3+ Hofer et al. (2004) 440 (22)
Rb+ Hofer et al. (2005) 88 Fe3+ Moin et al. (2010) 240, 1160e

Cs+ Schwenk et al.
(2004)

76 Co3+ Hofer et al. (2004) 650 (55)

Ag+ Blauth et al. (2010) 80 Sb3+ Lim et al. (2010a) 140
Au+ Armunanto et al.

(2004)
< 100 Bi3+ Durdagi et al. (2005) 500

Tl+ Vchirawongwin et al.
(2007)

76 La3+ Hofer et al. (2006) 490

Be2+ Azam et al. (2009a) 320 Tl3+ Vchirawongwin et al.
(2007a)

750

Mg2+ Tongraar and Rode
(2005a)

280, 240c Zr4+ Messner et al. (2011) 320

Ca2+ Hofer et al. (2004) 260 Hf4+ Messner et al. (2011) 910
Sr2+ Hofer et al. (2006a) 350 U4+ Messner et al. (2011) 480
Ba2+ Hofer et al. (2004) 320 UO+

2 Frick et al. (2009) 250
V2+ Hofer et al. (2004) 440 UO2

2+ Frick et al. (2010) 320
Mn2+ Hofer et al. (2004) 400 (24) F− Tongraar & Rode

(2005)
∼200

Fe2+ Moin et al. (2010) 320, 180d Cl− Tongraar & Rode
(2005)

110

Co2+ Kritayakornupong
et al. (2003)

400 (26) I− Tongraar et al. (2010) 65

Ni2+ Inada et al. (2002) ? HS− Kritayakornupong
et al. (2010a)

161, 142c

Cu2+ Hofer et al. (2004) 450 NO3
− Tongraar et al. (2006) 88

Zn2+ Fatmi et al. (2005) 190 ClO4
− Pribil et al. (2008) 88

Cd2+ Hofer et al. (2004) 270 (10) HCO2
− Payaka et al. (2009) 132

Hg2+ Hofer et al. (2004) 280 (13) CH3CO2
− Payaka et al. (2010) 172

Hg2−
2 Hofer et al. (2008) 180 HCO3

− Vchirawongwin et al.
(2010)

54, 76a

Ge2+ Azam et al. (2010) 120 HSO4
− Vchirawongwin et al.

(2010)
83, 167, 328b

Sn2+ Lim et al. (2009) 110 HAsO4
2− Bhattacharjee et al.

(2010)
109

Pb2+ Bhattacharjee et al.
(2009)

140 SO4
2− Pribil et al. (2008) 153

Pd2+ Hofer et al. (2009) 270 CrO4
2− Pribil et al. (2008) 135

Pt2+ Hofer et al. (2009) ? PO4
3− Pribil et al. (2008) 229

aRMRT = 54 % near the H atom and 76 % near the O atoms
bRMRT=83 % near three of the O atom and 167 % near the fourth, and 324 % near the H atom
cRMRT=115 % near the S atom and 161 % near the H atom
dRMRT = 180 % was estimated in (Remsungen and Rode 2004)
eRMRT = 240 % from (Schwenk and Rode 2003)
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The alkanoate anions, formate (Payaka et al. 2009) and acetate (Payaka et al.
2010) are both structure making, with mean RMRTs of 132 and 172 % respectively.
A notable difference between the two oxygen atoms of HCOO− is noted, the RMRTs
near them being 121 and 142 % but the difference in the case of acetate is negligible.
For HS− (Kritiyakornupong et al. 2010) there exists a difference in the RMRTs
near the hydrogen atom, 161 %, and near the sulphur one 115 %, but in any case,
this anion is a mild structure maker. Other protonated anions that were studied
were the hydrogen carbonate (Vchirawongkwin et al. 2010a), hydrogen sulphate
(Vchirawongkwin et al. 2010), and hydrogen arsenate (Bhattacharjee et al. 2010). In
the case of HCO−

3 different RMRTs could be discerned near the hydrogen atom and
the oxygen atom to which it is bound: 54 and 90 %, and the other two oxygen atoms:
69 %, but on the whole it is a structure breaking anion. For HSO4

−, the hydrogen atom
and the oxygen atom to which it is bound are strong structure making (RMRT = 328
and 167 %), but the other three oxygen atoms have structure breaking properties, their
RMRTs are 83 %. For the bivalent HAsO4

2− anion only the overall RMRT = 109 %
could be reported, making it a mild structure maker, in spite of its charge, but in view
of its large bulk than, say, the divalent sulphate anion (RMRT = 153 %).

Little can be said about the water structure-making and -breaking properties of the
hydrogen ion as derived from computer simulation. A recent quantum mechanical
charge field (QMCF)/molecular dynamics (MD) simulation of dilute HCl (498 water
molecules per HCl) (Kritiyakornupong et al. 2010) showed it to be simultaneously
a weak structure-making and a weak structure-breaking species. The former effect
should be attributed to the hydronium ion H3O+ ion and the latter to the Cl− one,
but the duration of the simulation, 10 ps, was too short to be definite on this point.
The simulation of Li+ hydration by similar methods (Loefler and Rode 2002) did not
provide information about its water structure-making properties. An earlier quantum
mechanical/MD simulation of Na+ and K+ hydration (Tongraar et al. 1998) showed
a transition between structure-making (Na+) and -breaking (K+) properties beyond
the first hydration shell. Recent re-examination of their hydration by QMCF/MD
simulations (Azam et al. 2009) indeed showed RMRTs to be (in a possible second
hydration shell) barely different from that in bulk water, 107 and 93 %, respectively
and within the methodical uncertainty (Azam et al. 2009a). On the contrary, the
water structure-breaking properties of Rb+ (Hofer et al. 2005), RMRT= 88 %, and
Cs+ (Schwenk et al. 2004), RMRT = 76 % (65 % in Table 2 of (Hofer et al. 2004))
are clearly manifested by quantum mechanical/MD simulations, with the effect for
Rb+ being more pronounced than for K+ but weaker than for Cs+, as expected. For
the latter cation a highly space-consuming second hydration sphere, disrupting the
hydrogen bonded structure of the solvent, was observed.

The dynamics of water molecules near Ag+ ions (Armunanto et al. 2003) showed
the hydration shells to be non-symmetric, irregular, and labile. The RMRTs noted
cannot be compared with those listed above because the RMRT value near a water
molecule was not reported and the minimal time t* above which a molecule is
deemed to have left its position was set to 1 or 2 ps rather than 0.5 ps used in
the other studies quoted above. This was amended in a subsequent paper (Blauth
et al. 2010), where the RMRT was reported as 80 %, hence considering the ion as a
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structure breaker. A similar problem is encountered with the study of the hydration
of Au+ ions (Armunanto et al. 2004), where absolute MRT values for t* of 2 and 0.5
ps are reported (unusually shorter for the first than the second hydration sphere), but
not the corresponding value for bulk water. The relative MRT values for the first and
second shells were reversed in a more recent study (Lichtenberger et al. 2011). Still,
also Au+ was considered to be a structure-breaking ion. The hydration dynamics of
Tl+ (Vchirawongkwin et al. 2007) share with those of Au+ the phenomenon that the
RMRT of the first hydration sphere (76 %) is shorter than that of the second sphere
(88 %) for t* of 0.5 ps, but the list of RMRT values given in this paper for Rb+, Cs+,
Ag+, and Au+ are at variance with their being classified as water structure breakers
in the papers quoted above. This point has not been explained so far.

Turning to divalent alkaline earth cations, the RMRTs (Azam et al. 2009a) in the
second hydration shell of Be2+ is 320 % and of Mg2+ is 280 % (240 % in (Tongraar
and Rode 2005)). The corresponding second hydration shell values for Sr2+, 350 %
(Hofer et al. 2006), and Ba2+, 320 % (Hofer et al. 2005a), are larger than those
for Be2+ and Mg2+, contrary to expectation from the sizes of the ions. For Ca2+
RMRT = 260 % was reported in (Hofer et al. 2004) and residence times in the first
shell, 16.1 ps at 298.15 K and 8.5 ps at 368.15 K (Lim et al. 2010) show the effect
of the temperature on the exchange rate of water molecules, hence on the effect of
the ion on the structure of water.

For the divalent transition metal ions V2+ and Mn2+ the RMRTs in the second hy-
dration shell are 280 and 160 % (Schwenk et al. 2003). However, the computational
method at the time did not include the charge field correction to the quantum me-
chanical simulations. For second sphere water molecules near Fe2+ an MRT = 10 ps
is reported in (Remsungnen and Rode 2004) but no corresponding value for bulk
water. In a later paper (Moin et al. 2010) MRT = 5.4 ps (the RMRT = 320 %) was
reported. For Co2+, too, only an MRT = 28 ps (26 ps in (Kritayakornuong et al.
2003)) was reported (Armunanto et al. 2003) for second shell water molecules, with
t* = 2 ps, but subsequently RMRT = 400 was reported (Hofer et al. 2004). For Ni2+
mainly a static structure was obtained by the simulations (Inada et al. 2002) and the
resources available at the time did not permit to obtain RMRT values comparable
with the above. In the case of second shell Cu2+ water the MRT = 7.4 and 9.6 ps
were reported for two acceptable computation methods, again for t* = 2 ps, and
a bulk water MRT = 2.9 ps by another computational method (Schwenk and Rode
2003). However, in unpublished work quoted in (Fatmi et al. 2005) the second shell
RMRT = 180 % for t* = 0.5 ps was obtained and for Zn2+ the corresponding value is
190 % (Fatmi et al. 2005), directly comparable with the values shown above. Again,
for Cd2+ an MRT value for t* = 2 ps was reported (Kritayakornupong et al. 2003b)
as 10 ps, near that for Hg2+ of 13 ps (Kritayakornupong et al. 2003a) (a value later
revised to be much shorter, 2.4 ps (Lichtenberger et al. 2011)) but two times shorter
than for Co2+ (26 ps) or Mn2+ (24 ps). For the mercury(I) dimer, Hg2+

2 , the water
binding is very weak, and for the first hydration shell a RMRT = 180 % was estab-
lished, lower than that for Ba2+ as shown above. The RMRT values for t* = 0.5 ps
were subsequently reported as 270 % for Cd2+ and 280 % for Hg2+, (Hofer et al.
2009). Aqueous Pd2+ has four firmly bound equatorial water molecules and two
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more labile axial ones. The MRT of the axial water molecule of Pd2+ was said to be
only 2.5 ps, whereas for aqueous Pt2+ the MRT of the axial water molecule is 3.9 ps
(Hofer et al. 2009).

The dynamics of aqueous divalent post-transition-metal ions have also been stud-
ied by Rode’s group (Lim et al. 2009; Bhattacharjee et al. 2009; Azam et al. 2010;
Rode and Lim 2010). Their peculiar behaviour is ascribed to the lone pair electrons,
so that in the proximal hydration hemisphere they are only slightly water structure
makers, but in the distal hydration hemisphere they are slightly structure breakers.
Even for the first hydration shell the RMRTs are much smaller than for the transition
metal cations, and for the second shell the RMRTs are 120 % for Ge2+, 107 % for
Sn2+, and 140 % for Pb2+. The non-monotonically varying values with the atomic
number should be noted.

For the trivalent cations, aqueous Al3+ has a RMRT = 1760 % for second sphere
water molecules, reduced to 1040 % for charge field quantum mechanical simulations
(Hofer 2008a; Azam et al. 2009). For aqueous Tl3+ the second sphere RMRT was
750 % (Vchirawongwin 2007a). For trivalent transition metals the second shell RMRT
for Ti3+, where the Jahn-Teller effect is involved, is 2180 % (but the same MRT of
37 ps was obtained for t* = 0.5 and 2.0 ps) (Kritaryakornupong 2004). This paper also
quotes MRT values for t* = 2.0 ps of 22.4 ps for Cr3+ and 39.7 ps for Fe3+, but given as
48 ps in (Remsungtnen et al. 2004) for the latter cation. Subsequently the MRT = 19.8
ps was reported (Moin et al. 2010), so the RMRT = 1160 % results. For aqueous Co3+
the MRT = 55 ps was reported for second shell water (Kritaryakornupong 2003).
Aqueous La3+ has a much shorter MRT, the relative value being 490 % (compare
Ba2+ 320 % and Cs+ 76 %) (Hofer et al. 2006a). Aqueous post-transition-metal
cations, for which the presence of lone pair electrons makes the hydration shells
asymmetric, have also been studied. For Sb3+ the second sphere RMRT = 140 %
(Lim et al. 2010a) and for Bi3+ it is 500 % (Durdagi et al. 2005).

Aqueous quadrivalent ions have also been studied with respect to the residence
time of water molecules in their second hydration spheres. The most recent publi-
cation (Messner et al. 2011) reports the RMRT values 320 % for Zr4+, 910 % for
Hf4+, and 480 % for U4+ (also 1060 % for Al3+). The non-monotonical variation of
the MRT with the atomic number of the ion is to be noted. Finally, for the uranyl
ions, the RMRT values 250 % for UO2

+ (Frick et al. 2010) and 320 % for UO2
2+

(Frick et al. 2009) were reported. The MRT values for second shell hydration of tri-
and tetravalent cations were recently summarized by Hofer et al. (2011).

The first hydration shell water molecules for the multivalent ions have practically
‘infinite’ residence times, much longer than the duration of the simulations (tens
of ps) can follow their movements. The relative mean residence times of water
molecules near the ions are roughly proportional to the surface density of the charge
on the ions. In fact, the RMRT = 0.22 + 1.14(σI/C nm−2), but exceptions are noted.
It must be stressed, though, that the relative residence times depend strongly on
the computational method. A further point to be noted is that the duration of the
simulation runs is much too short to allow for hydrolysis of the ions that certainly
takes place for tri- and quadrivalent cations.
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3.2 Static Spectroscopic Studies

3.2.1 Vibrational Spectroscopy

Kujumzelis (1938) was among the first to apply Raman spectroscopy to electrolyte
solutions with the express intent to study the alteration in the structure of water by
ions. He studied solutions of chloride, bromide, iodide, nitrate, chlorate, iodate,
perchlorate, carbonate, and sulphate salts of various cations. He concluded that
the hydrogen bonds between the water molecules are distorted by these anions and
that these effects differ from those produced by raising the temperature. Choppin and
Buijs (1963) studied aqueous electrolyte solutions at several temperatures and various
concentrations (mostly at 21–27 ◦C and 4.6 m). They used near-infrared spectro-
scopy and examined the resolved bands at 1.16, 1.20, and 1.25 μm, considering
a model where these bands correspond to water molecules with none, one, or two
hydrogen bonds. Water structure-making properties, i.e., shifts to more hydrogen
bonds per water molecule, were assigned to La3+, Mg2+, H+, Ca2+, OH−, and F−
according to the spectroscopic data. Structure-breaking properties, shifts to fewer
hydrogen bonds, were accordingly assigned to K+, Na+, Li+, Cs+, Ag+, ClO4

−, I−,
Br−, NO3

−, Cl−, and SCN−.
Kecki et al. (1968) studied the infrared spectra of solutions of HDO in H2O and

in D2O in the absence and presence of salts. The absorbance contours of OD and OH
stretching were split in the presence of salts, and it was concluded that ClO4

−does
not hydrate but breaks down the water structure, contrary to the hydrating anions:
Cl−, Br− and I−. Bonner and Jumper (1973) compared the 1.15 μm infrared band
of 1 M aqueous electrolyte solutions with that of water. The band consisted of two
components, corresponding to hydrogen-bonded and non-bonded water groups. The
fraction of the former (hydrogen- bonded water) was increased by cations relative
to that in pure water at the same temperature whereas anions decreased it. How the
observed changes were allocated to cations and anions is not clear, however.

Nickolov and Miller (2005) applied FTIR spectroscopy for analyzing the O–D
stretching vibration in 8 mass% HOD in H2O to study the water structure effects
of KF, CsF, NaI, KI, and CsCl. They inferred water structure breaking from the
narrowing and the blue-shifting of the peak of the non-deconvoluted 2380 cm−1

band and correspondingly structure making from the opposite trends. They required,
however, appreciable concentrations of the salts in order to observe the effects, with
water-to-salt ratios optimally < 20. Of the five salts, the two fluorides were deemed
to be structure makers, the others structure breakers, the effects of cation and anion
possibly compensating each other to some extent.

Walrafen (1970) studied Raman spectra of alkali metal perchlorate solutions in
H2O and D2O containing HOD and found pronounced splitting of the OD and OH
stretching bands in the presence of ClO4

−, in agreement with the earlier infrared study
of Kecki et al. (1968) mentioned above. It was concluded that the perchlorate anion
did not form directed hydrogen bonds with water, contrary to those formed by halide
anions, and that it was a strong water structure-breaker, reducing the fraction of fully
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hydrogen bonded water molecules, in the same manner as raising the temperature
does. The conclusion that the ClO−

4 anion is not hydrated is contrary to the results of
Omta et al. (2003) from double pulse ultra-fast infrared spectroscopy that the O–H
group in dilute HDO in D2O is hydrogen bonded to the perchlorate anion. Walrafen
(1970) also quoted unpublished Raman work of T. H. Lilley, who found that IO4

−
is also a structure breaking anion, possible more strongly than ClO4

−.
Holba (1982) also used Raman spectroscopy for studying the extent of hydrogen

bonding of water molecules in the presence of salts. The absorption intensities of
the 6427 and 7062 cm−1 bands of 6 M HOD in D2O were measured in the absence
and presence of 0.5–2.0 M salts. Positive values of 1 −RN, where RN is the ratio
of the band absorption for 1 M salt solutions to that in the absence of salt, denote
structure breaking effects and negative ones structure making ones, in the sense of
decreasing and increasing the amounts of hydrogen bonded water molecules. No
attempt to assign values to individual ions was made. The values for electrolytes are:
0.056 for NaCl, 0.068 for KCl, 0.061 for NaN3, 0.124 for NaSCN, 0.122 for KSCN,
0.234 for NaClO4, 0.275 for Na2S2O8, 0.356 for K3Fe(CN)6, − 0.016 for Li2SO4,
− 0.095 for Bu4NBr, and − 0.109 for MgSO4.

Li et al. (2004) used Raman spectroscopy more recently to study the hydrogen
bonded structure of water in the presence of sodium halide salts at various tem-
peratures. They resolved the Raman band for the O–H stretching vibration of H2O
to five Gaussians (!) at 3051, 3233, 3393, 3511, and 3628 cm−1 and assigned the
three lower wave-numbers to water molecules with all four ice-like hydrogen bonds
intact. The two higher wave-numbers were assigned to water molecules with fewer
than four hydrogen bonds, mainly in view of the temperature dependence of their
intensities between 0 and 100 ◦C for pure water. Li et al. then showed that at 20 ◦C
F− does not affect the Raman spectrum appreciably, but Cl−, Br−, and I− ions do
so in increasing manner, in the direction of further breaking the ice-like hydrogen
bonding, as expected.

3.2.2 The Structural Temperature

The concept of a ‘structural temperature’of electrolyte solutions was introduced long
ago by Bernal and Fowler (1933). This ‘structural temperature’, Tstr, of an electrolyte
solution at a given temperature T is that temperature, at which pure water would have
effectively the same inner structure. They suggested that Tstr could be estimated from
viscosity, x-ray diffraction, Raman spectroscopy, etc., but did not provide explicit
methods and values.

Bunzl (1967) used the shift of the 0.97 μm band of water in the infrared spectra
of aqueous tetraalkylammonium bromides at 10–70 ◦C to establish their structural
temperatures. The differences�T = T −Tstr for 1 m solutions at 35 ◦C are 11–14 K,
not showing a clear dependence on the nature of the cation, ranging from (CH3)4N+
to (C4H9)4N+. The temperature dependence of the differences does show cation size
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Table 3.4 The difference�T = Tstr − T between the structural and the actual temperature of aqueous
electrolytes, 1 m at 25 ◦C

Electrolyte �T/ K(IR) �T/ K(NMR) Electrolyte �T/ K(IR) �T/ K(NMR)

LiCl 5 Na2CO3 −4.0 −6
LiI 8.0 Na2SO4 0.6
NaCl 3.9 5 (NH4)2SO4 −1.8
NaI 6.5 MgCl2 −3
NaSCN 8.5 MgSO4 −8.6 −8
NaClO4 18.9 19 BaCl2 −6
KCl 4.6 3
KBr 5.8 8
KI 7a 6
KSCN 9.6
KNO3 8.0 8
aFrom (Worley and Klotz 1966)

effects: d�T/ dT > 0 for (CH3)4N+, it is ∼ 0 for (C2H5)4N+, and is < 0 for (C3H9)7N+
and (C4H9)4N+.

Luck (1965, 1975) used infrared spectroscopy to obtain the fraction of non-bonded
OH groups at the wavelength of the peak of free OH in water at 200 ◦C. He then
derived values of Tstr ranging from 10–85 ◦C for salt solutions at T from 20–65 ◦C,
but shown only in diagrams. Leyendekkers (1983) used these data at 25 ◦C to obtain
the�T = Tstr −T values shown as�T (IR) in Table 3.4. When the structure breaking
properties of a salt dominate over the structure making ones �T is positive but is
negative otherwise.

Structural temperatures of electrolyte solutions are unfortunately only opera-
tionally defined, i.e., in terms of the method used for their determination. The Raman
scattering intensity ratio I(2645 cm−1)/I(2525 cm−1) for 4 M NaClO4 in HDO/H2O
at 25 ◦C corresponds according to Walrafen (1970) to as much as�T ∼ 110 K. More
in line with Luck’s (1965)�T ∼ 19 K infrared spectroscopic result for 1 m NaClO4

in H2O at 25 ◦C are the infrared absorbance intensities of Worley and Klotz (1966)
corresponding to �T ∼ 12 and 37 K for 0.463 and 1.789 m NaClO4 in HDO/H2O
solutions at 9.9 ◦C. These authors also reported �T = 9 K for 1.033 m NaBr and
�T = −3 and −6 K for 0.641 and 2.151 m (C4H9)4NBr in HDO/H2O solutions at
5.0 ◦C.

NMR data of Milovidova et al. (1970) of 1 M electrolytes in H2O at 20 ◦C agree
with infrared�T data and are shown in Table 3.4. The concentration and temperature
dependences of �T do show differences between NMR and infrared results. Those
for KI increase more strongly with the concentration in the NMR than in the infrared
measurements whereas d�T/ dT < 0 for NaClO4 in the former but ∼ 0 in the latter
ones (Milovidova et al. 1970). The temperature dependence d�T/ dT (obtained from
both infrared and NMR data) was stressed by Abrosimov (1973). It was shown to
remain ∼ 0 for NaSCN, NaClO4, KSCN, and KNO3 but to be < 0 for NaCl, KBr,
Na2SO4 and (NH4)2SO4 at 1 M concentration over the temperature range 20–65 ◦C.
In fact, �T changes sign from positive to negative for NaCl near 43 ◦C and for KCl



118 3 Effects of Ions on Water Structure and Vice Versa

near 67 ◦C. Thus, the balance between the structure breaking and structure making
properties of the cation and anion, producing the sign and size of�T, is quite delicate.

The concept of structural temperature of aqueous electrolytes has more or less
been abandoned in recent years.

3.2.3 X-ray Absorption and Scattering

Experimental x-ray absorption spectroscopy (XAS) and x-ray Raman scattering
(XRS) at the oxygen K edge are able to probe the electronic structure of water
and indirectly its hydrogen bonding structure. XAS is mainly sensitive to donor hy-
drogen bonds of the water molecules, and its use for elucidation of the structure of
pure water has been discussed in Sect. 1.1.3. The absorption spectrum is character-
ized by a small pre-edge at 535 eV, a main peak around 538 eV and a post-peak
(shoulder) near 541 eV. Two groups conducted such measurements, one based in
Berkely (Cappa, Saykally, et al.) and the other in Stanford-Stockholm (Näslund,
Nilsson, Cavalleri, et al.). The former stressed changes in the electronic structure of
the unoccupied orbitals of the water molecules and the latter the hydrogen bonding
(free –OH groups characterized by the pre-edge and double hydrogen bonded water
molecules in the post-edge) as explanations of the observed results.

Both XAS and XRS have recently been employed in aqueous salt solutions by
Näslund et al. (2005), aimed at the direct investigation of the hydrogen bond network.
The main absorption or scattering edge is not sensitive to the presence of solutes,
but the pre-edge, at 534–537 eV is. The 535 and 536.5 eV peaks are enhanced in
1 m aqueous NaCl and KCl compared with water, and even more so in 4 m KCl.
On the contrary, in 2.7 m AlCl3 the absorption at these energies is considerably less
that in pure water. The authors attributed the changes in the absorption essentially to
the effect of cations, assuming that the chloride anion has little or no effect on the
hydrogen bonding of the water. On the basis of their experience with the hydrogen
bonded structure of water they concluded that the fraction of single hydrogen bond
donor water molecules increased by 2.3 % for KCl and 1.6 % for NaCl, relative to
the fraction that exists in pure water. This is equivalent to a significant decrease of
the fraction of tetrahedrally coordinated water, i.e., to water structure breaking by
K+ and Na+.

Similar features in the oxygen K edge XAS have been observed at the same time by
Cappa et al. (2005) in 0.8–4.0 M aqueous NaCl, NaBr, and NaI. Little enhancement
of the pre-edge at 535 eV was observed for NaCl, but some enhancement of the main-
edge at 537.5 eV was recorded for this salt. On the contrary, NaBr and NaI exhibited
also appreciable enhancements of the 535 eV pre-edge, increasing in this order. The
areas of the resolved pre- and main-edge features increase approximately linearly
with the concentration (25 % up to 4 M) whereas those of the post-edge (540.5 eV)
decrease similarly (10 % by 4 M) for all three salts. Cappa et al. (2006) proceeded
to examine the oxygen K edge XAS of aqueous 2 and 4 M chlorides of Li+, Na+,
K+, NH4

+, C(NH2)3
+ (guanidinium), Mg2+, and Ca2+. No profound differences
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in the x-ray absorption spectra of solutions with different univalent cations were
found, whereas the spectra of the divalent cations were quite different. Therefore, the
perturbation of the electronic structure of the water leading to changes in the spectrum
by the univalent cation salts is predominantly due to the Cl− anions. This is contrary
to the assumption of Näslund et al. (2005) that the chloride anion has little or no effect
on the hydrogen bonding of the water. Specifically, since XAS is mainly sensitive
to donor hydrogen bonds of the water molecules, these appear not to be differently
affected by the rather dissimilar univalent cations: Li+ is a strong structure-maker
and C(NH2)+3 is a mild structure-breaker. The divalent cation chloride spectra do not
only differ from the univalent salt spectra but also between Mg2+ and Ca2+. The
surface charge densities, z/ (r/ nm)2 of Mg2+(386) and Ca2+ (200) differ appreciably
and differ also from those of the univalent cations Na+ (96) and K+ (53) (but not for
Li+ (210!), offering a possible explanation of the observed behaviour.

The two groups of authors cited above have also tackled aqueous HCl solutions
(yielding protonated water species) by oxygen K edge XAS. Cappa et al. (2006a)
compared the spectra of 2 and 4 m HCl and 4 m NaCl solutions, the latter confirm-
ing the earlier results (Näslund et al. 2005; Cappa et al. 2005, 2005), of enhanced
pre- and main-edge absorption intensities and decreased post-edge intensities. On
the contrary, the HCl spectra showed a diminution of the pre-edge intensity, no ef-
fect on the main-edge, and an increase of the post-edge intensity, linearly with the
concentration. The formation of (hydrated) H3O+ in the HCl solutions counteracts
the absorption intensity changes induced by the Cl− anion. However, no conclu-
sions could be reached concerning whether the protonated water is in the so-called
Zundl configuration, H5O2

+ = H2O · · · H · · · OH2, with a proton shared between
two water molecules, or the Eigen one, H9O4

+ = O(H · · · OH2)3, with the central
H3O+ donating hydrogen bonds to three water molecules. Cavalleri et al. (2006)
reported the oxygen K edge XAS of 0.1, 1.0, 4, and 6 M aqueous HCl and found for
the two more concentrated solutions results similar to those found by Cappa et al.
(2006a): decreased intensity in the pre-edge and enhanced intensity in the post-edge
absorption. However, the two more dilute solutions behaved in a different manner,
0.1 M HCl showed enhancement of the pre-edge and the main peak and 1.0 M HCl
showed these effects as well as some enhancement of the post-edge. Cavalleri et al.
(2006) suggested that in 4 and 6 M HCl the Eigen form predominates, with only
one perturbed oxygen atom per proton (that of the central H3O+) and a hydrogen
bond length of 0.155 nm, whereas in 1.0 M HCl a larger fraction of distorted Zundl
forms with two perturbed oxygen atoms per proton and a hydrogen bond length of
0.170 nm exist.

Cappa et al. (2007) have also measured the oxygen K edge XAS of 4 and
6 M aqueous KOH solutions. They found a new spectral feature: a pre-pre-edge
at 532.5 eV, attributed to the OH− anions. The hydrated hydroxide anion shows a
strong enhancement of the pre-edge, a strong diminution of the main-edge intensity,
and an enhancement of the post-edge with a blue shift of its energy. The behaviour
of the hydroxide anion is thus fundamentally different from that of halide anions.

In conclusion it must be said that little new insight on the effects of ions on the
water structure has been gained by the XAS results. Most of these having been
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obtained in rather concentrated solutions (> 1 M) and controversial interpretations
between the two groups of researchers still hamper the understanding.

3.3 Evidence from Thermodynamic Quantities

3.3.1 Volumetric Properties

The effects of the ions on the structure of water have certain consequences for the
thermodynamic properties of aqueous electrolyte solutions. These had been em-
ployed for the deduction of the structural effects already around 70 years ago. Steward
(1939) found the rate of variation of the apparent molar volume of salts with their
concentration to correspond to the alteration in the minor x-ray diffraction peak of
their aqueous solutions. He argued that this indicated a lessening of the fraction of
four-coordinated water molecules. Fajans and Johnson (1942) too used the apparent
molar volume for the deduction of the water structural effects of ions. They consid-
ered that the ions of NH4Cl, each ion having at 35 ◦C the same molar volume as a
water molecule (18.1 cm3 mol−1), fit into the water structure without disturbing it.
The thermal expansibility of much smaller or larger ions should then indicate the
breaking of the water structure. Corey (1943) studied the adiabatic compressibility of
salt solutions, finding a remarkable correlation with the corresponding partial molar
volume of the water (not of the salt). He concluded that water had a liquid structure
that became more highly coordinated and compacted with the introduction of ions.

Some two decades later Hepler (1969) employed the thermal expansion of salt
solutions for the classification of ions as structure-makers or -breakers. He ar-
gued that positive values of (∂2V/∂T 2)P are characteristic of dilute solutions of
the lower alcohols in water, known to be structure makers (water structure enhance-
ment by the alcohols was later confirmed also by Marcus (2011a)). Positive values of
(∂2V∞(salt)/∂T 2)P were also quoted for tetraalkylammonium halide solutions, the
cations of which again are considered to be water structure makers (more than the
opposite effect of the heavier anions). Hence, negative values of (∂2V∞(salt)/∂T 2)P,

found inter alia for aqueous LiCl, MgCl2, and CaCl2, should designate these salts as
net structure breakers, as the negative values for KCl and CsCl indicate. However, for
the former three salts this classification is contrary to all other accounts of their prop-
erties (the chloride anions have only small effects on the structure). Therefore, this
use of the temperature derivative of the expansibility appears not to be substantiated.

These early studies, however, led to only qualitative views on the effects of indi-
vidual ions on the structure of water. In a much more recent study Chalikian (2001)
applied thermodynamic functions of hydration, in particular the partial molar volume
and adiabatic compressibility, to the two-state model of liquid water (Sect. 1.1.3).
According to this study, the fraction of high density domains in pure liquid water at
25 ◦C is 0.27, whereas it is raised to between 0.80 and 0.96 in dilute solutions of
the alkali halides, that is, a large amount of (tetrahedral hydrogen bonded) structure
breaking takes place. This conclusion is based on undefined ‘properties of water of
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hydration’Vh
◦ for which values are given in a table obtained from a misquoted refer-

ence, so that they cannot be traced. Within this range this fraction falls from sodium
to cesium salts and from chloride to iodide salts for given counter-ions (lithium chlo-
ride is out of sequence), but this is counter-intuitive. Therefore, the entire study, as
far as it concerns aqueous ions, is not valid.

3.3.2 Internal Pressure

The water structure-making and -breaking effects of salts, as obtainable from the
internal pressure of their aqueous solutions, was discussed by Dack (1976). The
internal pressure, Pi, is defined by the first equality:

Pi =
(
∂U

∂V

)
T

= T
(
∂P

∂T

)
V

− P ≈ T αP

κT
(3.9)

and is measured by the thermal pressure coefficient (the second equality), as preferred
by Dack (1976), or by the ratio TαP/κT of the isobaric expansibility and the isothermal
compressibility of the solution (the approximation neglects the vapour pressure or
the ambient pressure (≤ 0.1 MPa) compared with the internal pressure (> 100 MPa).
Dack argued (Dack 1975) that Pi measures the ‘non-chemical interactions’, or, in
the case of water, the interactions except the hydrogen bonding. Adopting the two-
state model of water (Sect. 1.1.3), Dack (1976a) suggested that the breakdown of the
large aggregates in water should manifest itself in a greater number of non-chemical
interactions and an increased Pi, as is observed when the temperature is raised. His
experimental Pi values for 1 M salt solutions at 25 ◦C, accurate to 4–8 MPa, are
shown in Table 3.5.

These values were compared with those of certain non-electrolytes (urea, for-
mamide, acetonitrile, dioxane, and piperidine) that establish the size effect of the
solutes as:

Pi vol

MPa
= 190 + 0.509V/cm3 mol−1 (3.10)

where V =Vc is the molar volume of the solute, whether a non-electrolyte or a
crystalline salt (molar mass divided by the density). The values of �Pi =Pi(1 M
salt) −Pi vol were shown in a figure (Dack 1976) to be either positive, for structure-
breaking salts, or negative for a few structure-making salts. However, assignment
of salts to these categories is problematic, in particular for non-uni-univalent salts,
see Table 3.5. The values of Pi are linear with the concentration of the aqueous salt,
hence, comparison of multivalent salts at 1 M concentration with uni-univalent ones
over-estimates �Pi. A (negative) correction for this effect, namely (Pi W −Pi salt)/2,
where Pi W = 168 MPa is the internal pressure of water at 25 ◦C, when applied to�Pi

in the fourth column of Table 3.5 appears to yield a more acceptable classification
of the salts, although some questionable assignments are noted.
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Table 3.5 The internal pressures, Pi, at 25 ◦C of aqueous salt solutions from Dack (1976) (1 M)
and Leyendekkers (1983) (1 m), their crystal molar volumes, Vc, the excess internal pressures,�Pi,
and their stoichiometry-corrected values, �Pi corr

Salt Pi/MPa Vc/cm3 mol−1 �Pi/MPa �Pi corr /MPa

LiCl 187 (194)a 20.1 −13 (−6)a

LiI 201 (204)a 38.3 (33.0)b −8 (−6)
Li2SO4 242 (251)a 49.5 27 (36)a −10 (−1)
NaOH 248 18.8 48
NaCl 234 (225)a 27.0 31 (26)a

NaBr 239 32.1 28
NaI 226a 40.8 15
NaSCN 218a 46.7 5
NaClO4 226a 48.6 12
Na2CO3 311 (299)a 41.9 100 (88)a 28 (14)
Na2SO4 306 (292)a 53.0 89 (75)a 20 (6)
KCl 229 37.6 21
KBr 231a 43.4 19
KNO3 223a 47.9 9
KSCN 226a 51.7 10
(NH4)2SO4 242a 74.7 14 −23
(C2H5)4NBr 246 150 −21
MgCl2 224a 41.0 13 −10
MgSO4 248 45.3 35 −5
BaCl2 281 (270)a 54.0 64 (53)a 7 (−4)
CuSO4 266 61.9 45 −4
CdCl2 257 45.3 44 0
aFrom Table 3 in (Leyendekkers 1983)
bVc calculated from the density, rather than the entry in (Dack 1976)

Leyendekkers (1983) obtained some additional internal pressure values, estimated
according to several models of the solutions, and her Pi values are also included in
Table 3.5, from which �Pi and �Pi corr values are derived as described above. In a
following paper Leyendekkers (1983a) expressed the internal pressure as a sum of 6
terms:

Pi = PW + Pvol + PWW + Pel + P2c + Pac (3.11)

with the following meanings. PW is the internal pressure of pure water, Pvol is the
pressure due to the inert volume of the solute, PWW is the pressure change associated
with the electrostatic effect of the change in hydrogen bonding, Pel is the pressure
associated with the deformation of the water molecules by the ionic charge, P2c is a
pressure due to intermolecular energy changes, and Pac is a pressure associated with
the relative orientation of the cations and anions and the adjacent water molecules.

Individual ionic values of the terms in Eq. (3.11) are calculated as follows.
Pvol +PWW = 1.173 (VTTG i/cm3 mol−1) MPa, where VTTG i = 2520(ri +�g +�el i)3

is the Tamman-Tait-Gibson ionic volume (Leyendekkers 1982) with the ionic radius
ri and the additives specified in nm. The geometrical factor �g = 0.055 nm is due to
the packing and �el i is an electric deformation term. Pel +P2c = − Ck(�el i +�2c)
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zi (mi/mol kg−1) with Ck = 529 MPa nm−1 and �2c = 0.08 nm. Note that in the last
expression the algebraic value of the charge zi is used, and that different signs are
obtained for �el i of cations (positive) and anions and tetraalkylammonium cations
(negative). This causes Pel and P2c to have opposite signs. Except Pac all the terms
are known and permit the calculation of the ionic contributions to the internal pres-
sure. Values of VTTG i are listed (Leyendekkers 1982, 1983a), and �el i values
can be derived from them by inverting the expression given above. However, Pac

can be calculated from tabulated pressure components (Table 1 in (Leyendekkers
1983a): Pac = PSv − Plr + PBorn). With this analysis, Dack’s �Pi should equal
Pi − (Pvol +PWW +PW) =Pel +P2c +Pac, but this yields positive values for all cations
(except Al3+) and negative ones for all anions, with no bearing on their water
structure effects.

A more direct correlation with such effects is obtained from the NMR chemical
shifts of the water protons, δi, of 1 m cations at 25 ◦C according to Davies et al.
(1971). Negative values of δi were obtained for Li+, alkaline earth metal ions, and
Al3+ whereas the other alkali metal cations have positive values. These are correlated
with two terms in Eq. (3.11), namely as:

δi

ppm
= 4.215 × 10−3

(
Pel

MPa

)
+ (2.11 ± 0.35) × 10−3

(
P2c

MPa

)
(3.12)

The range of the coefficient of P2c is due to that of the number of water molecules
in the second hydration sphere of the cations. The opposite signs of Pel and P2c and
their partial compensation then produce the observed signs of δi, in agreement with
the water structure-making and -breaking properties of the cations. For the anions
the correlation is:

δi

ppm
= c × 10−3

(
PWW

MPa

)
(3.13)

with c = 2.33 for the halides and SCN− and c = 0.70 for oxyanions. The values of
PWW were tabulated (Table 2 in Leyendekkers 1983a) and the resulting calculated
δi have the expected signs for water structure-making and –breaking anions due to
the signs of PWW.

3.3.3 Structural Entropy

Frank and Robinson (1940) suggested that the partial molar entropy of the water
in aqueous electrolyte solutions is affected by the structure-making or -breaking
properties of their ions. Frank and Evans (1945) suggested that rather the entropies
of hydration of the ions shed light on these properties. Gurney (1953) showed that a
linear relationship exists between the partial molar entropy of monatomic ions, Si

∞,
and their viscosity Bη coefficients (see Sect. 3.1.1). Nightingale (1959) reverted
to the Frank and Evans emphasize of partial molar entropies of hydration of the
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ions, �hydrSi
∞, in that these exclude vibrational and rotational contributions to the

entropies of the ions themselves, so that their relationship to the Bη coefficients may
be generalized to polyatomic ions. These and the following considerations, using
standard molar entropies, pertain to ions at infinite dilution in water.

The standard molar entropy of hydration of an ion, �hydrS∞, should contain
contributions from the formation of the ionic hydration shell and also from the limi-
tation of the ionic rotation of a multiatomic ion in the solution compared with the gas.
Hence, such contributions should be deducted, according to Krestov (1962, 1962a),
from �hydrS∞ in order to obtain the water structural effects of the ion beyond the
hydration shell, �strucS (�SII in the notation of Krestov):

�strucS = �hydrS
∞ − 0.615S◦

transl − ηSrot (3.14)

The hydration shell formation was estimated from the translational entropy loss,
0.615S◦

transl, of inert gas atoms isoelectronic with monatomic ions on dissolution
in water, but 0 ≤ η≤ 1 was an unknown numerical coefficient. Tables of values of
�strucS for many cations and anions, based on S∞(H+, aq) = −8.8 J K−1 mol−1, were
shown in Krestov’s book (Krestov 1991).

There are errors in this book: the reported signs of the �strucS values for K+,
Rb+, Tl+, Br− and At− are negative instead of positive and the numerical value for
Te2−, − 433.1, should be − 33.1 instead. Furthermore, the value S∞(H+, aq) = − 8.8
J K−1 mol−1, on which the reported data are based, is not acceptable and should be
replaced by the more probably valid S∞(H+, aq) = − 22.2 J K−1 mol−1 (Sect. 2.2.5).
This adjustment would change the values by − 13.4z units, where z is the charge
number of the ion. Positive values of �strucS resulting for K+, Rb+, Cs+, Tl+,
Cl−, Br−, I−, At− and Po2− among monatomic ions imply water structure breaking
properties. Positive values are also shown (Krestov 1991) for many multiatomic
ions, but the last term in Eq. (3.14) has been ignored in their derivation. The linear
correlation: Bη = 0.011– 0.007 �strucS resulted from Krestov’s data.

Positive values of �strucS at lower temperatures change over the temperature
range 15–65 ◦C to negative ones at a characteristic temperature, called the limiting
temperature (Krestov and Abrosimov 1964; Krestov 1991). The decreasing inherent
structure of the water as the temperature is raised (Sect. 1.1.2 and Table 1.6) was
offered as an explanation for the decrease in the structure breaking effect of those
ions that do so at the lower temperatures and the eventual change of sign, signifying
structure making properties at the higher temperatures.

The structural entropy according to Krestov (1991) was compared by Collins
(1997) to the entropy of pure water, and�S =�strucS − S∗(H2O) was plotted against
the ionic radius for the alkali metal and halide ions. Those with �S < 0 have large
surface charge densities and are called kosmotropes (water structure making) whereas
those with �S > 0 have small surface charge densities and are chaotropes (water
structure breaking). This view stresses the competition between the water-water
interactions and the ion-water ones, an approach that has been proposed by others
much earlier, e.g., by Diamond (1958).

Abraham et al. (Abraham and Liszi 1978; Abraham et al. 1982) derived in a
different manner that part of �hydrS∞ that is relevant to the effects of the ions on
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the structure of the water, �strucS (the notation used was �SI,II, with a calculation
involving two hydration layers). The contributions of a neutral part,�Sn, and of the
bulk water dielectric effect �Sel, were deducted from �hydrS∞. The former were
equated with the values for non-polar solutes of sizes (radii) similar to those of the
ions:�Sn = 5.0 + 291(rI/ nm) J K−1 mol−1, to be compare with the term 0.615S◦

transl

in Eq. (3.14). The bulk water dielectric effect beyond the distance of one water
molecular diameter, dW, from the surface of the bare ion, i.e., beyond the first
hydration shell, was calculated according to the Born expression,:

�Sel =
(
NAe

2

8πε0

)
z2(r + dW)−1εr

−1

(
∂lnεr

∂T

)
P

(3.15)

The unusual mole fraction scale for the solution, with S∞
x(H+, aq) = −68.2

J K−1 mol−1, was used for the calculation of values of�strucS for the alkali metal and
halide ions as well as Ag+ and ClO−

4 (Abraham et al. 1982). However, the choices of
the value of S∞(H+, aq) and the mole fraction scale caused K+ to appear as a struc-
ture making ion. This unacceptable result is corrected by adjustment to the molar
scale with S∞(H+, aq) = − 22.2 J K−1 mol−1. Linear correlations of�strucS with the
viscosity Bη coefficients and with the NMR Bnmr coefficients (Sect. 3.1.3) and also
with the ionic partial molar volumes or their electrostricted volumes were noted by
Abraham et al. (1982).

Yet another model for obtaining�strucS values from�hydrS∞ ones was suggested
by Marcus and Loewenschuss (1985) and Marcus (1986). An irrelevant entropy of
compression of�compS = − 26.7 J K−1 mol−1 is included in the absolute�hydrS∞ val-
ues, based on S∞(H+, aq) = − 22.2 J K−1 mol−1 using the standard state of 0.1 MPa
for the ideal gaseous ions and 1 M for the aqueous ones. The electrostatic effect be-
yond the first hydration shell is:�Sel = (NAe

2/8πε0)z2(ri + dW)−1εr
−1(∂lnεr/∂T )P

from the Born expression, as in Eq. (3.15). However, the h water molecules within
this hydration shell are translationally immobilized with a reduction of their entropy.
This contribution to �hydrS∞ is:

�tr imS(Xz) = 1.5Rln

(
M(X(H2O)h
M(X)

)
− 26.0hI (3.16)

The first term denotes the change of translational entropy due to the larger mass
(M) of the hydrated ion and 26.0 is the molar translational entropy of water in its
liquid form, that does not pertain to the water structural effects (Marcus 1986). On
the supposition that sodium ions are indifferent with respect to the water structure-
making and -breaking:

�strucS(Na+) = �hydrS
∞(Na+) −�compS −�Sel(Na+) −�tr imS(Na+) = 0

(3.17)

the value of h was obtained as hI = A|z|/(rI/nm) with A = 0.355. The assignments
of ions to structure-making and -breaking categories conformed to those by other
methods, such as the signs of Bη and Bnmr.
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A subsequent development by Marcus (1994) of this concept for �strucS is based
on a model common for various thermodynamic functions of ion hydration (Marcus
1987) (Sect. 2.3.4). The width �rI of the electrostricted hydration shell is the key
quantity of this model. The water molecules in this shell have a volume πdW

3/6
each rather than VW/NA, that is, they are fully compacted, and dW = 0.276 nm is the
diameter of a water molecule. The value of �r is obtained from the volume of the
hydration shell with hI water molecules:

(
4π

3

)
((rI +�rI)3 − rI3) = hIπdW

3

6
(3.18)

Here, as before, hI = A|z|/(rI/nm) with A = 0.36 (it is slightly different from the
value 0.355 resulting from Eq. (3.17)).

The entropic effects of the creation of a cavity in the water to accommodate the
ion (similar to �Sn in (Abraham et al. 1982)) and of the compression from the gas
to the solution (similar to �compS in (Marcus 1986)) are taken care of together in a
neutral term, �Snt. It is calculated from the entropies of hydration of small neutral
molecules or rare gas atoms, interpolated for a radius rI the same as that of the
ion: �Snt = −3 − 600(rI/ nm) J K−1 mol−1. In the electrostricted hydration shell the
permittivity and its temperature derivative are assumed to have the infinitely large
field values. Using for this purpose nD, the refractive index of water at the sodium
D line, ε′ = nD

2 = 1.776 and (∂ε′/∂T )P = 2(∂nD/∂T )P = −1 × 10−4 K−1 (at
298.15 K). Then, in analogy with Eq. (3.15), the electrostatic entropic effect in this
shell is:

�Sel 1 =
(
NAe

2

8πε0

)
z2

(
�r(r +�r)−1

)
ε′−2

(
∂ε′

∂T

)
P

(3.19)

In the water layer beyond this shell the entropic effect is:

�Sel 2 =
(
NAe

2

8πε0

)
z2(r +�r)−1εr

−2

(
∂εr

∂T

)
P

(3.20)

The structural entropy is then obtained from:

�strucS = �hydrS
∞ − (�Snt +�Sel 1 +�Sel 2) (3.21)

Cumulative errors incurred in such calculations mean that only values of
�strucS(Xz) > 20 J K−1 mol−1 indicate that the ion Xz is definitely water structure-
breaking and only values < –20 J K−1 mol−1 indicate it to be structure-making.
In between values designate the ions to be borderline cases. This treatment could
be applied to nearly 150 aqueous cations and anions, monatomic and polyatomic,
with charges − 4 ≤ zI ≤ 4. The linear correlation with the viscosity Bη (except for
tetraalkylammonium cations) is:

�strucS/J K−1 mol−1 = 20(zI
2 + |zI|) − 605(Bη/dm3mol−1) (3.22)
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Table 3.6 Water structural entropy �strucS/J K−1 mol−1 and heat capacity �strucCP/J K−1 mol−1

effects of representative ions according to three treatments. Adapted from (Marcus 2009) with kind
permission of ©The American Chemical Society

Ion Krestov (1962, 1991) Abraham et al. (1982) Marcus (1994)
�strucS �strucS �strucS �strucCP

Li+ −69 −81 −52 147
Na+ −19 −27 −14 83
K+ 21 40 47 0
Rb+ 39 50 52 −38
Cs+ 46 76 68 −83
Ag+ −13 −20 −15 47
NH4

+ −8a 5 28
Me4N+ 41 −30
Ca2+ −159 −59 215
La3+ −300 −113 355
F− −57 −87 −27 20
Cl− 20 −2 58 −62
Br− 41 21 81 −88
I− 68 52 117 −113
OH− −51 −187
NO3

− 23 66 −59
SCN− 83 −33
ClO4− 44a 68 107 −87
CH3CO2

− −32 −138
CO3

2− −160a −52 68
SO4

2− −100a 8 −14
PO4

3− −319a −131 103
aThe contribution from hindered rotation, Eq. (3.14), could not be explicitly included in the�strucS
of the polyatomic ions

Values of �strucS of representative ions, adjusted where applicable to the molar
scale for �hydrS∞ and based on their absolute values with S∞(H+, aq) = − 22.2
J K−1 mol−1. obtained according to the treatments of Krestov (1962) as reported in
(Krestov 1991), Abraham et al. (1982), and Marcus (1994) are shown in Table 3.6,
adopted from (Marcus 2009). The values of�strucS are positive for large ions of low
charge and negative for highly charged small ions.

The same model (Marcus 1987), but dealing with the structural heat capacity,
�strucCP, was also presented by Marcus (1994). Here CP replaced S in Eqs. (3.19) to
(3.21), and �CP nt = − 48 + 1380(rI/ nm) J K−1 mol−1 on the same basis as before.
The expressions T (∂2ε′/∂T 2)P and T (∂2εr/∂T

2)P replaced the corresponding factors
in Eqs. (3.19) and (3.20). Due to the choice of CP

∞(H+, aq) = − 71 J K−1 mol−1

(Marcus 1994), a negative bias occurred in�strucCP calculated in this manner. In order
to show the structure-making and -breaking properties of the ions, 175zI J K−1 mol−1

were added to yield the values shown in Table 3.6, with positive values for structure
making ions and negative ones for structure breaking ones, but allowing for a wide
borderline region of ± 60 J K−1 mol−1.
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3.3.4 Transfer from Light to Heavy Water

In principle, the best estimation of the effects of ions on the structure of water is in
terms of the changes in the average number of hydrogen bonds that characterize this
structure (Sect. 1.1.3). According to Ben-Naim (1975), the pair potential between
water molecules is written as a sum of two terms: one that describes the short range
(repulsion) and long range (multipole) interactions and another that describes the
hydrogen bonding. The latter is the product of the hydrogen bond energy eHB and the
geometrical factor 0 ≤GHB ≤ 1, specifying whether a hydrogen bond exists or not.
The difference in the standard chemical potentials �μS

∞ HD of a solute particle S
introduced into H2O and into D2O depends solely on changes in the hydrogen bonding
structure of the water. This is based on the very similar properties of molecules of
these two kinds of water with respect to solute-solvent interactions (Table 2.1). This
difference can therefore be written as:

�μS
∞ HD = �HDeHB ·�GHB (3.23)

Here �HDeHB is the difference in the strengths of the hydrogen bonds in D2O and
H2O and �GHB is the change caused by the introduction of a particle of S in the
average geometrical factors over all the configurations of the N water molecules of
either kind:

�GHB =
(

2

N

) (
<

∑
N
GHB>S− <

∑
N
GHB>0

)
(3.24)

Experimentally measurable quantities, such as solubilities, EMF data, etc., yield
�μS

∞ HD of Eq. (3.23) and the sublimation enthalpies of the D2O and H2O ices
yield �HDeHB values. Hence, �GHB, the effect of the solute S on the (hydrogen
bonded) structure of water, can be determined. Non-ionic solutes, such as argon
or methane, have positive values of �GHB (Ben-Naim 1975) and are known from
several approaches to enhance the structure of water, diminishing with increasing
temperatures. This is expected from the structure of water being diminished in this
direction (Table 1.6).

Marcus and Ben-Naim (1985) applied this approach to ionic solutes S. Unfortu-
nately, the �μS

∞HD data for electrolytes are rather unsatisfactory and there are no
definite data for ascribing�μS

∞HD to individual ions. The available�μS
∞HD values

for various electrolytes are small and are comparable to their uncertainties, even in a
recent electrochemical study (Gulaboski et al 2004). The ‘best’ available �μS

∞HD/
J mol−1 values at 25 ◦C range from −950 for Bu4N+ to 1200 for Ba2+ with probable
errors of ±100, as summarized by Marcus (2008). According to Eq. (2.11) a rather
wide range is provided for�HDeHB, but the value�HDeHB = − 929 J mol−1 has been
previously employed (Marcus 1986, 1994, 2008). For the nine alkali metal and halide
ions the values of �μS

∞HD are established better than for other ions, based on the
assumption that they are equal for K+ and Cl−. Incidentally, this assumption also
equalizes the values for Ph4 As+ and BPh4

−, for which no preference for hydration
by H2O or D2O is expected. The ratios �GHB =�μS

∞HD/�HDeHB are according to
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Table 3.7 Ions arranged according to their effects on the structure of water at infinite dilution.
Reproduced from (Marcus 2009) with kind permission of ©The American Chemical Society

Ions �GHB

Structure breaking ions
I−, I3

−, ClO4
−, BrO4

−, IO4
−, MnO4

−, TcO4
−, ReO4

−, AuCl4−,
Ag(CN)2

−, Au(CN)2
−, S2O8

2−, S4O6
2−, Cr2O7

2−, PdCl62−,
PtCl62−, Fe(CN)6

3−, Co(CN)6
3−, Fe(CN)6

4−

≤ −1.1

Br−, Br3
−, SCN−, BF4

−, SiF6
2− −1.1 to −0.9

K+, Rb+, Cs+, Tl+, Cl−, SH−, CN−, N3
−, OCN−, NO2

−, NO3
−,

ClO3
−, Al(OH)−, S2−, Se2−, S2O6

2−
−0.9 to −0.7

CH3NH+
3 , (CH3)4N+, Ra2+, she−, HF−

2 , ClO−
2 , BrO−

3 , HCO−
2 , HSO−

3 ,
HSO−

4 , SeO4
2−, CrO4

2−, S2O3
2−, S2O4

2−, P2O7
4−

−0.7 to −0.4

NH4
+, B(OH)4

−, SO4
2−, MoO4

2−, WO4
2−, C2O4

2− −0.4 to −0.1

Borderline ions
Na+, Ag+, (C2H5)4N+, Ba2+, Pb2+, F−, IO3

−, HCO3
−, H2PO4

− −0.1−0.1

Structure making ions
Li+, Cu+, Au+, (C6H5)4As+, Sr2+, Sn2+, Al3+, Cr3+, Bi3+, OH−,

CH3CO2
−, B(C6H5)4

−, CO3
2−, SO3

2−
0.1–0.4

Ca2+, Eu2+, Hg2
2+, Sc3+, Co3+, Tl3+, Pu4+, HPO4

2− 0.4−0.7
(C3H7)4N+, V2+, Cr2+, Mn2+, Cu2+, Cd2+, Sm2+, Yb2+, Gd3+, V3+,

Fe3+, Ga3+, Rh3+, U3+, Pu3+, AsO4
3−

0.7−0.9

Mg2+, Co2+, Ni2+, Zn2+,Y3+, La3+ to Eu3+, Tb3+ to Lu3+, Th4+, U4+,
PO4

3−
0.9–1.1

(C4H9)4N+, Fe2+, UO2
2+ ≥1.1

Eq. (3.23) the geometrical hydrogen bonding parameters for the ions that describe
their effects on the structure of the water. These may be taken for correlations
with other quantities that describe the water structural effects of ions that are bet-
ter established, such as Bη and �strucS. The resulting expressions, calculated with
�HDeHB = − 929 J mol−1 are:

�GHB = −(0.54 ± 0.11) + (4.75 ± 1.39)(Bη/M
−1) (3.25)

and

�GHB = −(0.14 ± 0.06) − (8.16 ± 1.01) × 10−3(�Sstruc/JK−1mol−1) (3.26)

with standard errors of the fits of 0.2 units. Values of �GHB can be generated by
means of Eqs. (3.25) and (3.26) for a large number of ions, which do not describe, of
course, the ionic water structural effects any better than the viscosity Bη coefficient
and the structural entropy �Sstruc, themselves. They do have the theoretical basis in
terms of the effect on the extent of hydrogen bonding in the dilute solution that was
provided by Ben-Naim (1975). The water structure effects of ions according to this
criterion are shown in Table 3.7.
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3.3.5 Other Thermodynamic Evidence

A comparison of the activity coefficient of water in aqueous electrolytes on the
molar scale: yW = aW/cW with that of pure water: 1/55.51 = 0.0180, was suggested
by Dutkiewicz and Jakubowska (2002) to indicate the structure-making or -breaking
effects of the ions. They obtained the data at fairly high concentrations, up to 2 M,
in a round-about manner from the hydration of aldehydes. They assumed that Cl−
anions have a negligible effect on the structure of the water, and concluded that Na+,
NH4

+, and Mg2+ are structure making, and K+ and ClO4
− are structure breaking.

This conclusion does not produce any new insight.
A more refined examination of the water activity can be made (Marcus 2011)

by a comparison of the osmotic coefficient ϕ at two electrolyte concentrations:
�ϕ =ϕ(0.4 m) −ϕ(0.2 m) at 25 ◦C, the values being taken from (Robinson and
Stokes 1959). A combination of structure-making cations with structure breaking
anions yields �ϕ > 0 whereas structure-breaking cations combined with structure-
making anions yields �ϕ < 0. Other combinations lead to very small �ϕ values.
Salts of multivalent cations have�ϕ > 0 even with structure-breaking anions such as
I − or ClO4

−. Salts of a multivalent anion, SO4
2−, have�ϕ < 0 even for multivalent,

structure-making cations such as Mg2+ and Zn2+. Such observations, however, do
not provide more insight into the inherent properties of the ions with respect to their
effects on the structure of water.

3.4 Computer Simulations of Structural Ionic Effects

Since the mid-1990s computer simulations have been directed at the elucidation of
the effects of ions on the structure of the water in their aqueous solutions. They have
several advantages over the many other methods: they consider individual ions and
they can be applied to quite dilute solutions (water-to-ion ratios up to 500:1 in typical
cases, corresponding to ∼ 0.1 M solutions). A further advantage of such simulations
is that their duration is on the ps time scale, before a reaction such as the hydrolysis
of multivalent cations can take place, so that their hydration can be studied. How-
ever, in some cases sufficiently long simulation times were employed that described
also the rate of the hydrolysis process, as, for example, for As(III) (Bhattacharjee
et al. 2009a) and the group IV cations (Lim et al. 2010b). Computer simulations have
often been applied in conjunction with diffraction studies in order to model the struc-
tures properly. The merits and disadvantages of the various computational methods
employed cannot be discussed fully here. There are several potential functions for
water, rigid and polarizable, that have been used: SPC and its extended form, SPC/E,
as well as TIP3P and TIP4P among others. Classical molecular dynamics (MD) has
been criticized for ignoring many-body interactions. Semi-empirical methods based
on density functional theory also differ with respect to the functional used, e.g., Car-
Parrinello, BP86, or B3LYP. Quantum mechanical simulations employed different
levels of theory and base, e.g. Hartree-Fock ab initio or various approximations.
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In a relatively early study, the ST2-water model was used by Szasz et al. (1981)
with only 25 water molecules/pair of charged particles, Li+I− to study the hy-
dration structure around these ions. Heinzinger’s group subsequently studied other
electrolytes by MD simulations (Heinzinger 1985; Heinzinger and Palinkas 1987)
with the ST2 and later with more advanced water potential models (Kiselev et al.
1993; Heinzinger and Schäfer 1999). Monte Carlo simulations by Bernal-Uruchurtu
and Ortega-Blake (Bernal-Uruchurtu and Ortega-Blake 1995) of Mg2+ at water-
to-ion ratios up to 480:1 showed a well-formed second hydration shell, the water
molecules being oriented not only by those in the first shell but also by those outside
it. This is an indication of the presence of a third hydration shell, demonstrating the
structure-making properties of this small doubly charged ion.

The major advance in this field resulted from the application by Rode and his group
in Innsbruck since the late 1990s of quantum mechanical calculations to the first
hydration shell (eventually also the second) and molecular mechanics calculations to
the water beyond this shell, with attention paid to the interface between these regions.
Their methods developed over the years to more and more sophisticated application
of this basic approach. The results of the simulations are pair correlation functions
involving the relevant atoms, g(X-O, r), g(X-H, r), g(O-O, r), g(O-H, r), and g(H-H,
r), where X is the ion under investigation. From these functions inter-atomic distances
and angles between groups of three atoms can be deduced, hence the structure of the
water in the vicinity of the ion X. Further information from this approach include
coordination numbers, vibrational and librational frequencies of the water molecules
near the ion, strength (energy) of the water binding by the ion, and the dynamic
aspects of the water molecule rotations and exchange between the hydration shell
and the bulk water, already discussed fully in Sect. 3.1.6. These dynamics results
show clearly the structure-making properties of multi-valent ions, both cations and
anions, in that the exchange rate is retarded relative to water molecules exchanging
positions in bulk water. Therefore, here the static evidence from the simulations
concerning structure-breaking ions is mostly dealt with.

In an earlier paper Tongraar et al. (1998) showed that the configuration of the
water molecules around Na+ is due to the ability of this cation to order the structure
of water molecules in its surroundings to a considerable extent and that this effect
still finds some continuation beyond the first hydration shell, so that it is a structure-
making ion. On the contrary, in the case of K+ the unfavourable arrangement of a
large portion of first-shell water molecules permits to regard the insertion of the ion
as a perturbation of the hydrogen bond network structure, so that it is a structure-
breaking ion. The hydration of these two ions was later re-considered by Azam et al.
(2009) by means of the more sophisticated quantum mechanical charge field method
and confirmed the earlier results, but stressed the dynamics of the water exchange.

In the case of Rb+, the angular distribution functions showed a high degree of
flexibility and a distorted hydration structure based on the large ionic radius and the
low surface charge density, and is thus typical for structure breaking ions (Hofer et al.
2005). The g(O-O, r) functions for Cs+ give clear indication for its structure breaking
behaviour: the broad asymmetrical first-shell peak, the very flat but recognizable
second shell, and numerous small inter-shell peaks, all typical for a very flexible
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and irregular structure (Schwenk et al. 2004). The univalent gold ion, Au+, features
a broad distribution of coordination numbers of the first hydration shell and a very
bulky second hydration shell that represents a far-reaching perturbation of the water
structure (Armunanto et al. 2004), leading to a quite specific picture of a structure
breaking effect. Finally, for Tl+ too a second hydration shell exists, which is not the
case for both K+ and Cs+, and this shell enables the structure-breaking effects to be
extended beyond the first shell and thus to influence a larger space within the solution.
It was deemed the strongest structure breaking cation in water (Vchirawongwin
2007).

Among the anions a study of F− and Cl− (Tongraar and Rode 2003) showed a
preference for linear hydrogen bonds between F− and water molecules in the first
hydration shell, compared with no preference between linear and bridging hydrogen
bonds in the case of Cl−. A fluoride anion clearly forms its own framework of
hydrogen bonds and is a structure maker, whereas Cl− perturbs the solvent hydrogen
bond network in its neighborhood without creating a specific new order and is a
mild structure breaker (Tongraar and Rode 2005). In the case of I−, the observed
broad distribution of the I− · · · H−O angle clearly indicates the flexibility of the weak
iodide-water hydrogen bonds. The shape and height of the g(O-O, r) and g(O-H, r)
reflect well the “structure-breaking” behavior of this anion (Tongraar et al. 2010).

For more quantitative information concerning the water structure making and
breaking of these and other ions obtainable from the quantum mechanical/molecular
mechanical computer simulations see Sect. 3.1.6.
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Chapter 4
Water Surfaces

Water as we know it, being a liquid in a gravitational field, has a flat free surface.
When water is cooled down from ambient conditions to super-cooled conditions the
surface persists, and of course also when it turns into the glassy state. When water
is heated, the surface persists up to the critical point (Sect. 1.1.1), where it vanishes.
Supercritical water has no free surface, although, of course, it has a surface with
respect to its confining vessel. Due to the gravitational field, the surface of liquid
water is horizontal and flat, except at the contact regions with the confining vessel,
where it becomes curved, due to interaction with the wall.

Unconfined water, that is, water drops, have spherical surfaces when stationary,
but the shape of drops varies when in motion. The spherical shape is due to the
tendency of an unconfined liquid to minimize its surface area, because the surface
has a higher energy than the bulk liquid. The surface of a liquid is maintained by
the surface tension, γ , which is the energy that has to be applied in order to enlarge
the surface area by one unit, and is thus measured in J m−2 or more commonly in
mN m−1 units.

4.1 Surface Between Water and its Vapor or Air

The surface tension of water with respect to water vapor is listed as a function of the
temperature at the standard pressure (0.1 MPa) in Table 1.2. The value with respect
to air is lower by 0.03 % at room temperature (Richards and Carver 1921). Compared
with other liquids the value is quite large: γ = 71.96 mN m−1 at 25 ◦C, exceeded
only by that of hydrogen peroxide, 73.7 mN m−1, and approached only by other
highly hydrogen bonded liquids: such as glycerol, 63.3 mN m−1, ethylene glycol,
γ = 48.0 mN m−1, and formamide γ = 58.2 mN m−1. Other common liquids have
definitely lower values, mostly in the range of 20–40 mN m−1 (Marcus 1998).

The temperature dependence of the surface tension of liquids is expressed well
in terms of an empirical equation involving the critical temperature Tc (Guggenheim
1945):

γ (T ) = γ0

(
1 − T

Tc

)11
9

(4.1)
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The proportionality coefficient γ0 is a function of the critical temperature Tc, the
critical density ρc, and the acentric factor ω. For water, however, this expression
is only approximate between 0 and 100 ◦C (with γ0 = 157.7 mN m−1) and a more
accurate description is in terms of a linear dependence on (1 −T/T c)11/9:

γ (T )

mN m−1
= 22.93 + 104.02

(
1 − T

Tc

) 11
9

(4.2)

One way to deal with the molecular aspects of the surface tension of a liquid is via
the scaled particle theory (SPT) of Reiss et al. (1960). Mayer (1963) obtained an
expression from this treatment, reformulated here as follows:

γ =
(
kBT

4πσW
2

) (
12y

(1 − y) + 18y2

(1 − y)2
)

− PσW

2
(4.3)

In this expression σW is the hard sphere diameter of the molecules of the liquid (in the
present case of water) and y = (πNAv/6)σW

3/V is the packing fraction of the liquid. The
second term on the right hand side is generally negligible. The problem with this for-
mulation is that the temperature dependence of this SPT value for the surface tension
of water does not agree with the experimental values if a temperature-independent
value of the diameter σW is used. The expedient of using σW = f(T ) derived from the
experimental viscosity of the vapor which is proportional to T 1/2σW

−2 was suggested
by Mayer (1963). This yields values of γ that decrease with increasing temperatures
in agreement with experimental values (tested in the range from 10 to 60 ◦C). The
required large temperature dependence: σW varying from 0.293 nm at 10 ◦C down to
0.271 nm at 100 ◦C (Mayer 1963a), was criticized by Pierotti (1967), who found a
much milder dependence to be consistent with the compressibility of the water and
with gas solubilities calculated by means of the SPT. He pointed out that the implicit
assumption that the macroscopic surface tension of a liquid with respect to its vapor
is the same as the microscopic one of a cavity in the liquid with respect to a hard
sphere surface need not be correct.

Still, assuming that the SPT is applicable to macroscopic quantities, Mayer
(1963a) related the surface tension of a liquid to its isothermal compressibility. He
reformulated Eq. (4.3) again as:

γ = σWRT (2 + y)

4V (1 − y)2 (4.4)

and the compressibility as:

kT = V (1 − y)4

RT (1 + 2y)2 (4.5)

Hence, the product of the surface tension and the compressibility becomes:

γ · kT = σW(2 − 3y + y3)

4(1 + 2y)2 (4.6)
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Knowledge of the one quantity and the density then allows the calculation of the other.
The diameter σW that features also in y is obtained from either γ or κT, whichever
has been measured.

The macroscopic surface tension is defined with a flat surface between the liquid
and its vapor, that is, a surface with an infinitely large radius of curvature, rC. Tolman
(1949) considered the dependence of the surface tension on the radius of curvature
of droplets and arrived at the approximate expression:

γ (rC) = γ (rC = ∞)

1 + 2δ

rC

(4.7)

Here δ is the thickness of the surface layer of the liquid that has a density differing
from the bulk liquid density. It was estimated for water by Tolman (1949), increasing
from 0.096 nm at 10 ◦C to 0.106 nm at 50 ◦C. This is only some 40 % of the molecular
diameter of water, a value that appears to be too low.

The usual explanation given for the high surface tension of water is that at the
surface a water molecule cannot form four tetrahedrally directed hydrogen bonds with
other water molecules but only three, hence water tends to minimize the surface area
in order to minimize the energetic expense of the loss of hydrogen bonds. Therefore,
a value of δ of Eq. (4.7) of the order of two molecular diameters, 0.5 nm, should have
been expected. Anyway, only very tiny droplets would have a surface tension smaller
than that of bulk water with a flat surface. However, with regard to the application
of the scaled particle theory, Eqs. (4.3) to (4.6), the question of the finite curvature
of the cavity remains.

An approach alternative to the SPT, namely the domain model derived from the
significant structure theory, was applied by Jhon et al. (1967) to the surface tension
of water. According to the model, the water molecules at the surface layer are in
an asymmetric field, having no neighbours in a direction perpendicular and outward
from the surface. Water domains, the molecules of which are favourably oriented
with respect to the field, then grow till equilibrium is reached. The surface tension is
due to the orientation of molecules in the top layer and partly to changes in density
within a few molecular diameters from the surface. The details of the calculation
are, unfortunately, not provided in that paper. The values of γ calculated by this
approach agree within 1 % with the experimental ones from 0 to 100 ◦C and provide
also correct values for the surface entropy.

Still another approach to the theoretical estimation of the surface tension is the
application of the gradient theory of Carey et al. (1978) to water by Guerrero and
Davis (1980). According to this approach an equation of state is applied to the liquid,
yielding the molecular interaction parameter a(T ), the excluded volume parameter
b = 2/3πσW

3, and the Helmholtz energy density. An ‘influence parameter’ c(ρ,T ) is
introduced, which determines the density gradient response to the local deviation in
the chemical potential from its bulk phase value, ρ being the number density. The
value c(ρ,T ) = Kab2/3, where K is calculated from the molecular properties of water
and its pair correlation function. However, such values of K yield incorrect values
when the resulting c(ρ,T ) is introduced into the expression for γ (T ) at T ≤ 500 K.
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A semi-empirical value, 0.888 K, does allow values of γ (T ) to be estimated
adequately for 380 ≤ T /K ≤ Tc.

The problem of the number density profile at the liquid/vapor interface, ρ(z, θ ),
along the direction z perpendicular to the surface and as function of the molecular
orientation θ , has been dealt with by Yang et al. (1991) in the case of water. It was
concluded that there is a slight preference of the water dipoles at the surface to be
directed downwards (i.e., with the hydrogen atoms towards the bulk liquid). This
confirms earlier conclusions of Stillinger and Ben-Naim (1967), among others, who
stressed the importance of the permanent quadrupole moment of the water molecules
for the breaking of the symmetry in the direction of the dipole moment.

This issue is related to the surface potential difference between water and its
vapor, �χ , and to the electrical double layer at the surface caused by the preferred
orientation of the water dipoles. Parfenyuk (2002) has recently reviewed the values
of �χ proposed by many authors, ranging from −1.1 to +0.5 V. His experiments
involved an electrochemical cell and a non-aqueous solvent S:

Ag,AgCl |HCl(W,m) |air |HCl(W + xS,m) |AgCl,Ag (4.8)

A double extrapolation to zero molality of HCl (m → 0) and of the S content (x → 0)
in the right hand half-cell was performed. This should yield �χ of the water/air
interface, and is obtained as +0.10 V at room temperature. This value is in agreement
with the estimate by Randles (1977): +0.08 V, by Trasatti (1974, 1987): +0.13 V,
and by Krishtalik et al. (1992): 0.06 V, and also by several other authors as reported
in the latter reference. However, an uncertainty of ±0.05 V must be reckoned with
for any of these estimates. The value of �χ is of importance in the estimation
of the standard chemical potentials of individual ions in aqueous solutions, μI

∞
(Marcus 2008). Experimentally measurable ‘real’ chemical potentials, μi

∞real or
electrochemical potentials differ from the thermodynamic but unmeasurable μI

∞ by
the quantity ziF�χ, where F is the Faraday constant:

μI
∞real = μI

∞ + zIF�χ (4.9)

The probable error of ±0.05 V in�χ then causes a probable error of ± 5 kJ mol−1 in
the values of μI

∞estimated from Eq. (4.9) and accurate experimental μI
∞real values

(Marcus 2008).
Computer simulations have over the years contributed to our understanding of the

liquid water/vapor interface. A fairly early study by Wilson et al. (1987) used the
TIP4P water model with 342 molecules at a rather high temperature, 52 ◦C. They
confirmed the preferred dipole orientation at the surface with the positive end (hy-
drogen atoms) towards the bulk liquid and considered the interfacial region to extend
0.75 nm into the liquid. However, the calculated surface tension, 132±46 mN m−1, is
nearly twice the experimental value, so that the implementation of the model needed
revision. Subsequent work by others improved on this situation. Taylor et al. (1996)
used the SPC/E model of water with 526 molecules at several temperatures from −5
to 100 ◦C (and also with 1,052 molecules at 25 ◦C) at 0.1 MPa. A main conclusion is
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that the interfacial region is not smooth. The density profile of the interfacial layer
along the z axis perpendicular to the surface follows the hyperbolic tangent relation:

ρ(Z) = 1

2
(ρL + ρV ) − (ρL − ρV )/2 tanh

(
Z − Z0

d

)
(4.10)

where ρL and ρV are the densities of the liquid and vapor, z0 is the locus of the Gibbs
surface, where ρ(z) = 1/2(ρL + ρV), and d = 0.4551t9/1 is a thickness parameter.
The thickness t9/1 is that of the surface layer, over which the density falls from
0.9ρL to 0.1ρL, and increases from 0.267 nm at −5 ◦C through 0.357 nm at 25 ◦C
to 0.450 nm at 100 ◦C. The calculated surface tension values are, however, 10–20 %
lower than the experimental ones over the temperature range tested, and have a more
negative slope with respect to the temperature. The use of the same water model,
SPC/E, but a different long range summation method (for coulombic interactions)
for the molecular dynamics simulations by Alejandro et al. (1995) yielded the same
thickness values, t9/1, but a better agreement of the computed surface tension with
the experimental values.

The surface water molecules, being less strongly hydrogen bonded to their neigh-
bours, have larger self-diffusion coefficients in the plane parallel to the surface than
those of molecules in the bulk of the liquid and the residence time of a molecule in
the surface region is estimated as 2 ps (Taylor et al. 1996). Wang and Zeng (2009)
reviewed computer simulation methods for the calculation of the surface tension of
water, and arrived at values of γ at 55 ◦C of 53 ± 2 mN m−1 some 20 % below the
experimental value, contrary to the earlier achievement of Alejandro et al. (1995).

The hydrogen bonds are longer, more bent, and weaker in the interfacial region
than in the bulk, as was found by Jedlovszky (2004) from Monte Carlo simulations,
but the structure of the water is more tetrahedral in the vicinity of the surface. Partay
et al. (2008a) suggested a method (identification of truly interfacial molecules, ITIM)
for the identification of the molecules residing at the liquid/vapor interface of water.
A probe sphere of a definite size is moved in the vapor phase perpendicularly to the
surface and the first water molecule it hits is noted. This systematic scanning of the
surface thus determines the ‘roughness’of the surface, the measure of which depends
on the radius RP of the probe sphere, since smaller probes can penetrate deeper into
the surface layer before they are stopped by a water molecule. The simulations were
carried out at 25 ◦C with 4000 TIP4P-model water molecules and a probe sphere
radius RP = 0.20 nm was chosen as being most appropriate. The value of the 0.9ρL

to 0.1ρL thickness parameter was t9/1 = 0.423 nm. The second layer is located at one
molecular diameter below the interface on the average, indicating a strictly organized
layering structure in the interfacial region. The probability of a molecule to belong
to a two-dimensional percolation cluster in the bulk is 0.28, but that for a molecule
in the first interfacial layer is nearly three times as large, 0.82, and is negligible
for the second layer below the surface (Partay et al. 2008a). There occurs thus a
strong lateral hydrogen bonding in the surface layer. This analysis was subsequently
extended to a third sub-surface layer (Hantal et al. 2010). The thicknesses of the
second and third layers are 6 and 10 % smaller than that of the first layer (0.415 nm)
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and the residence time of a water molecule are 5.07, 1.89, and 1.77 ps in the 1st, 2nd,
and 3rd layers. The roughness of the surface, d(l) at large distances l parallel to the
surface, can be described by means of two parameters: a, the saturation value of the
mean vertical distance along the z axis between two surface points, and the slope ξ
of the dependence of d(l) at small l values:

d(l) = aξl

a + ξ l (4.11)

The larger these parameters are, the rougher is the surface. For the free water surface
a = 0.304 nm and ξ = 11.2 nm−1.

4.2 Surface Between Water and Another Liquid

The surfaces between water and a variety of immiscible solvents have been stud-
ied experimentally, theoretically, and by computer simulations. Volkov and Deamer
(1996) edited a collective volume dedicated to liquid-liquid interfaces with some em-
phasis on the electrochemical aspects. 1,2-Dichloroethane (DCE) and nitrobenzene
(NB) feature conspicuously in such studies, because they have reasonably large rel-
ative permittivities (εrDCE = 10.36 and εrNB = 34.78 at 25 ◦C) permitting electrolyte
dissociation, and rather low miscibilities with water (xDCE = 1.48 × 10−3 in water
and xW = 1.02 × 10−2 in DCE, and xNB = 2.78 × 10−4 in water and xW = 1.62 × 10−2

in NB). These liquids have been the basis of electrodes based on the interface be-
tween two immiscible electrolyte solutions (ITIES). Watts and VanderNoot (1996)
briefly reviewed experimental methods for dealing with liquid-liquid interfaces, in-
cluding surface tension (drop weight and drop time, Wilhelmy plate, drop profiles),
electrocapillarity (thermal riplons and capillary waves), electro-chemical transient
techniques (pulse and impedance methods), and spectroelectro-chemistry (laser scat-
tering, ellipsometry, non-linear optics, Raman spectroscopy, fluorescence, and x-ray
and neutron reflectivity).

An important quantity in this regards is the interfacial tension between the two
liquids. Freitas et al. (1997) compiled a comprehensive list of γWS values for the
surface tension between water and immiscible liquids S mostly at 20 ◦C or excep-
tionally at temperatures between 19 and 26 ◦C. Representative values are shown in
Table 4.1. The larger the mutual solubility of water with the liquid S the smaller is
the interfacial tension, until it vanishes, of course, for water-miscible liquids. Tri-
ethylamine is a case in point, since at 20 ◦C with γWS = 0.1 mN m−1 it is just 2 ◦C
above the upper consolute temperature.

The interfacial tension is related to the work of adhesion between the two phases
per unit surface area,WWS, by:

γWS = (γW + γS) −WWS (4.12)

This work, on the other hand, is empirically related to the Ostwald coefficientLSW for
the solubility of the organic liquid as a gaseous solute in water,LSW = cS-in-W/cS-gas,
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Table 4.1 Interfacial tension, γWS/mN m−1, between water and some immiscible, but mutually
saturated, organic liquids S at 20 ◦C (Freitas et al. 1997) (γW 72.75 mN m−1)

Liquid S γS γWS Liquid S γS γWS

n-Hexane 18.41 51.1 Hexanoic acida 27.49 4.9
n-Octane 21.61 50.8 Ethyl acetatea 23.39 6.8
n-Decanea 23.89 51.2 Ethyl butyratea 24.46 15.7
Tetradecane 26.56 52.2 Dichloromethane 27.84 28.3
Benzene 28.88 35.0 Chloroform 27.32 32.8
Toluenea 27.93 36.1 Tetrachloromethane 27.04 45.0
p-Xylene 28.55 37.7 1,2-Dichloroethanea 32.23 28.4
1-Butanola 24.95 1.8 Bromoethane 24.20 31.2
1-Hexanola 25.81 6.8 Iodoethanec 29.10 40.0
1-Octanol 27.50 8.5 Chlorobenzene 33.59 37.4
Benzyl alcoholb 39.72 4.8 Bromobenzenea 35.24 38.1
Phenol 40.90 0.8 Iodobenzene 39.27 41.8
Diethyl ether 17.11 10.7 Di-n-Butylamine 24.60 10.3
Di-i-Propyl ethera 17.27 17.9 Triethylamine 19.99 0.1
Anisole 35.70 25.8 Butyronitrile 27.44 10.4
2-Butanonea 23.96 1.0 Nitromethane 37.48 9.7
2-Hexanone 25.49 9.7 Nitrobenzene 43.38 25.6
Cyclohexanonea 35.23 3.9 Ethyl mercaptane 23.47 26.1
Acetophenonea 39.80 13.2 Carbon disulphidea 31.58 48.1
a At 25 ◦C
b At 22.5 ◦C
c At 16 ◦C

the reciprocal of its Henry’s law constant. The relationship is:

WWS

mN m−1
= 61.52 + 10.6 logLSW + 2.13(NC − 6) (4.13)

where the last term is applicable only to alkanes from hexane onwards and NC is
their number of carbon atoms. A linear solvation energy relationship (LSER) exists
between LSW and several properties of the organic solvent S as a solute, see Eq.
(1.21) and the discussion in Sect. 1.2.2. However, in view of the limited span of the
γWS values of only 52 mN m−1 (Freitas et al. 1997), the standard error of the fit,
4 mN m−1, is rather poor and not conducive to a good prediction of the interfacial
tension of a liquid immiscible with water from Eq. (4.12). Lee (2000) pointed out that
values of γWS calculated from the properties of water and the pure liquid S are apt to
disagree with the measured equilibrium interfacial tension because of the (limited)
mutual solubility of water and S, each being saturated by the other.

Another way of looking at the surface tension between two liquids, in the present
context between water and an immiscible liquid S, is in terms of the spreading
coefficient of S, SSW:

SSW = γW − γS − γWS (4.14)

When a drop of a liquid with small γS, such as benzene and long chain alcohols,
is placed on water it is expected to spread, SSW > 0, but for liquids such as CS2
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and CH2I2 SSW < 0 and they do not spread, remaining as a distinct lens-form drop
(Adamson 1990).

A related subject is the interfacial potential between water (W) and the liquid S,
where the latter could be either miscible or immiscible with water. In the first case the
individual surface potentials between W and air (A), �χWA, and between S and air,
�χSA, are measured or estimated and the difference is taken�χWS =�χSA −�χWA.
In the latter case direct measurements of the interfacial potential (at zero charge) be-
tween the mutually saturated W(S) and S(W) are possible. Koczorowski et al. (1989)
presented values for many liquids S of both kinds, and these are compared with val-
ues for some water-miscible liquids obtained by other authors in Table 4.2. It should
be noted that for the mutually immiscible pair water/nitrobenzene the interfacial
potential, 0.105 ± 0.20 V (Koczorowski and Zagorska 1983), is considerable lower
than that estimated for the neat liquids, 0.24 V.

The molecular structure of the interfacial region is obtainable from computer
simulations (Benjamin 1996). Michael and Benjamin treated the water/hydrocarbon
(Michael and Benjamin 1995) and water/nitrobenzene (Michael and Benjamin 1998)
interfaces by molecular dynamics simulation. In the former system two hydrocarbons
were treated: n-nonane and ‘pseudononane’that consisted of globular molecules with
the same mass and potential functions as the long chain actual n-nonane. The mean
width δWS of the interfacial region is related to the macroscopic interfacial tension
γWS by the approximate expression:

δWS
2 =

(
kBT

4π

)
γWS

−1In

(
A

ξ 2

)
(4.14)

Here A is the surface area of the interface and ξ is the bulk liquid correlation length,
and ln(A/ξ 2)∼19. Whereas the correlation length, 0.5–0.6 nm can be estimated sep-
arately, no indication how the applicable surface area A is to be estimated was given.
The resulting value of δWS for n-nonane is 0.15 nm, for ‘pseudononane’ it is 0.17 nm
(Michael and Benjamin 1995) and for nitrobenzene it is 0.19 nm (Michael and Ben-
jamin 1998). The rate of molecular diffusion parallel to the surface (approximately
the same as the bulk diffusion rate) is faster than that perpendicular to it by a factor
near 2. The surface is rather rough, and water molecules may undergo excursions of
up to 0.8 nm (nearly 3 molecular diameters) into the nitrobenzene phase. The prob-
ability of the existence of any given hydrogen bond in the water increases from 0.8
in the bulk to 0.9 at the interface, but since the average number of nearest neigh-
bours is only 2.2 at the interface compared with 4.2 in the bulk, the average number
of hydrogen bonds between water molecules drops from 3.6 in the bulk to 2.0 at
the interface. The computed interfacial potential, 0.4 V (Michael and Benjamin
1998), is however manifold larger than the experimentally determined value of
0.105 ± 0.20 V.

Nitrobenzene (NB) is a highly polarizable molecule and so is carbon tetrachloride,
the interface of which with water was studied by molecular dynamics simulation by
Chang and Dang (1996). Whereas the density profile of the water in both systems is
rather smooth, that of the organic liquid exhibits fluctuations. The interface induces
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Table 4.2 Interfacial potentials,�χSW = �χWA −�χSA between water (W) and other liquids (S),
±0.01 V

Liquida Koczorowski Trasatti Krishtalik Petersen and
et al. (1989) (1987) et al. (1992) Saykally (2004)

Methanol 0.31 0.31 0.17 0.28
Ethanol 0.31 0.25 0.35 0.36
1-Propanol 0.37
2-Propanol 0.38
1-Butanol 0.38
1,2-Ethanediol 0.23b

1,2-Propanediol 0.24
1,3-Propanediol 0.22
2-Methoxyethanol 0.31
2-Ethoxyethanol 0.25
2-Butoxyethanol 0.31
4-Butyrolactone 0.26b

Acetone 0.47 0.46 0.44
Isobutyl methyl ketone 0.17b

1,2-Dichloroethanea 0.08
Acetonitrile 0.19 0.23 0.21
Propionitrile 0.18
Benzonitrilea 0.21
Nitroethanea 0.23
Nitrobenzenea 0.24c

Formamide 0.08
N, N-Dimethylformamide 0.39 0.52 0.53
Dimethylsulfoxide 0.42 0.27 0.34
aThe liquids S are immiscible with water
bFrom (Koczorowski and Zagorska 1985)
cFrom (Koczorowski and Zagorska 1983)

local order in both water and the organic liquid due to induced dipoles. An interfacial
potential of ∼0.14 V was obtained between CCl4 and water, not otherwise available
because of the low solubility and low ionic dissociation of electrolytes in CCl4.
Monte Carlo computer simulations were applied to the interface between water and
CCl4 as well as between water and 1,2-dichloroethane (DCE) by Jedlovszky (2004)
in order to investigate the hydrogen bonding of the water molecules. These bonds are
weakened at the interface, being longer and more often bent than in bulk water, and
there are fewer of them, although the overall structure of the water is more tetrahedral
at the interface than in the bulk. Benjamin (2005) studied by molecular dynamics
simulations the hydrogen bonding at the interfaces of water with CCl4, DCE, and
nitrobenzene (NB), increasing in polarity in this order. The thickness t9/1 of the water
layer over which its density falls from 0.9ρL to 0.1ρL (see Sect. 4.1) is 0.35, 0.54,
and 0.53 nm for these three systems. In all the systems there is a gradual increase
in the hydrogen bond lifetimes τ as the interface is approached from the bulk water
side. They increase from 5 ps in bulk water to 7 ps at the interface with CCl4, to 15 ps
at that with DCE, and to 9.6 ps at that with NB, i.e., not in the order of the polarity of
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the non-aqueous liquids. This was explained by the possibility of hydrogen bonding
of water to the oxygen atoms of the nitro group of NB. Hydrogen bonds between
water molecules in a layer of the non-aqueous liquid near the interface persist even
longer.

The water/CCl4 and water/DCE interfaces were also investigated experimentally
by the vibrational sum frequency (VSF) method and by molecular dynamics simu-
lations by Walker et al. (2007). The simulation results confirmed substantially the
above conclusions and explained why the VSF spectra of the water/CCl4 interfaces
could be deconvoluted into free OH and hydrogen bonded OH vibrations but the
water/DCE spectra could not, being broad and featureless. The interactions of water
and DCE molecules are stronger than those of water and CCl4 ones, leading to a
red-shifted broadened total free OH peak that merges with hydrogen bonded OH
modes. Hore et al. (2007) extended the molecular dynamics study to water/CHCl3
and water/CH2Cl2 interfaces, in particular with regards to the orientations of the
various molecules. The minimal energy structures involve a balance between dipole
orientation and hydrogen bonding optimization. When the latter predominates then
a significant net dipole moment exists perpendicular to the interface, resulting in
the double layer potential. In the case of the water/CHCl3 system the water side is
slightly positively charged, but a more complex field pattern with a smaller excess
charge was observed for the water/CH2Cl2 system.

The water/benzene interfaces were studied by Kereszturi and Jedlovszky (2005) by
Monte Carlo simulations over wide temperature and pressure ranges, including states
at which water and benzene become miscible. At ambient conditions the interfacial
thickness t9/1 of the water layer is 0.26 nm but it increases steadily with increasing
temperatures. At a pressure of 100 MPa it increases from 0.27 nm at 27 ◦C to 0.31 nm
at 102 ◦C, to 0.43 nm at 177 ◦C, to 0.67 nm at 202 ◦C, and to 1.09 nm at 377 ◦C (near
the critical point of water) and diverges when the liquids become miscible. Both water
and benzene molecules appear to be aligned parallel to the interface independently
of the temperature.

The computational ITIM method of identification of the molecules that actually
reside at the interface (Partay et al. 2008) described in Sect. 4.1 regarding the free
surface of water was recently applied also to the interfaces of water with CCl4,
CH2Cl2, and CH2ClCH2Cl (DCE) by Hantal et al. (2010). The properties of the
first interfacial layers are shown in Table 4.3. The width � of the interface is twice
the distance between the midpoints of the two surface layers. The thickness of each
layer t9/1 is that defined above (Sect. 4.1) and the roughness parameters a and ξ are
defined by Eq. (4.11). The residence time τ is the time interval for the probability
of a molecule remaining in its layer to decrease to 1/e of that at the beginning of
this time interval. It was found that the two liquid surfaces are not mutually close
packed but there are voids between them. Molecules in the interface layers stay there
longer than do molecules in layers removed from the interface. The values of τ (W) are
1.89, 2.06, 1.94, and 1.94 ps in the second layer of the W/vapor, W/CCl4, W/CH2Cl2,
and W/C2H4Cl2 interfaces. The values of τ (RX) for the haloalkane molecules are
respectively 12.7, 5.6, and 7.8 ps, about 27 % of the values in the interface layer. The
longer τ values for the interface molecules are due to the single direction available
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Table 4.3 Properties of the surface layers at the interface between water (W) and its vapor and
between water and three haloalkanes (RX). (Adapted from Hore et al. 2007)

Property W/vapor W/CCl4 W/CH2Cl2 W/C2H4Cl2

Width, �/ nm 0.928 0.798 0.816
W layer, t9/1/nm 0.415 1.423 0.463 0.9204
W layer, a/ nm 0.304 0.238 0.304 0.330
W layer, ξ/ nm−1 11.2 7.4 10.3 10.3
W layer, τ/ ps 5.07 6.11 4.80 6.09
RX layer, t9/1/nm 0.549 0.605 0.511
RX layer, a/ nm 0.251 0.369 0.322
RX layer, ξ/ nm−1 8.5 11.8 9.4
RX layer, τ/ ps 56.0 21.5 24.7

to them to leave their layers, compared to the double directions for molecules in the
lower layers. The lateral binding energies of water molecules to each other in the
surface layer are some 58 % stronger than for molecules in the deeper layers, but no
such decrease was observed for the lateral mutual binding energies of the haloalkane
molecules (Hantal et al. 2010).

4.3 Surface Between Water and a Solid

An extensive literature exists regarding the interface between water and solids, and
only the main concepts are dealt with here. Two situations may be distinguished
regarding the surface between water and a solid: in one case a gaseous phase (vapor
and/or air) is also present, as when a drop of water is located on a solid support, and
the other case is at a submerged solid in the water (or an aqueous solution), e.g., at
an electrode.

Consider a drop of water on a solid support that is assumed to be perfectly smooth,
with a gaseous phase above both. The so-called sessile drop of water may wet the
solid to a greater or lesser extent, depending on whether the solid is hydrophilic or
hydrophobic. There are three surfaces to be dealt with: the solid/gas one, with a sur-
face tension γSG, the water/vapor one, with surface tension γWG, and the solid/water
one, with surface tension γSW. Young’s rule applies to the contact angle θca between
the tangent to the drop at its edge and the horizontal smooth surface of the solid
(deGennes 1985):

γWG cos θca = γSG − γSw (4.15)

The contact angle is θca < 90◦ when the solid is hydrophilic (so-called high energy
solid) and the water wets such a solid well; it is usually < 30◦ and approaches zero
when the water completely spreads over the solid. For hydrophobic solids (so-called
low energy solids) θca > 90◦ and may have values up to 150◦ for so-called superhy-
drophobic surfaces such as specially prepared (non-wettable) fluorohydrocarbons.
There exists some hysteresis (amounting typically up to 10◦) between the contact
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Table 4.4 Some typical
mean contact angles
between water and solid
surfaces

Solid θca

Glass 17 at 25 ◦C (Adamson 1968)
Carbon I, II 64, 72 at 21.5 ◦C (Tadros et al. 1974)
Graphite 86 at r.t. (Adamson 1990)
Polyethylene 89 at 21.5 ◦C (Tadros et al. 1974),

88–103 (Adamson 1990)
Paraffin wax 110 at r.t. (Adamson 1990)
Naphthalene 88 at r.t. (Adamson 1990)
Stearic acid 80 at 20.5 ◦C (Tadros et al. 1974)
Alumina 30 at 20 ◦C (Janczuk and Bialopiot-

roeicz 1988)
Marble (CaCO3) 18 at 20 ◦C (Janczuk and Bialopiot-

roeicz 1988)
Quartzit 20 at 20 ◦C (Janczuk and Bialopiot-

roeicz 1988)
Sapphire 35 at 28.7 ◦C (Volyak et al. 1975)
Quartz 6 at 20 ◦C (Volyak et al. 1975)
Polyacrylamide 41 at r.t. (Kreuter 1983)
Polymethylmetacrylate 73 at r.t. (Kreuter 1983)
Polytetrafluoroethylene 99 at 23 ◦C (Kamusewitz and Possart

1985), 98–112 (Adamson 1990)
Silver 80 at r.t. (Erb 1968)
Gold 65 at r.t. (Erb 1968)
Palladium 63 at r.t. (Erb 1968)
Platinum 40 at r.t. (Erb 1968)
Ice 0 at 0 ◦C (Spagnoli et al. 2003)
Mica 23 at r.t. (Spagnoli et al. 2003)

angles subtended by an advancing and a receding water drop on a horizontal solid
surface. Some typical mean θca values for water on several kinds of solid supports in
contact with air are shown in Table 4.4. Values obtained by different measurement
techniques may vary by some 5◦. It must also be realized that the nature of the sur-
face of the solid (its smoothness, its purity) and any surface active solutes present
in the water can change profoundly the contact angles, hence the wettability, of the
solid. Water repellent coatings and spreading agents change surfaces to more hy-
drophobic and more hydrophilic, respectively. Trisiloxane is a superspreading agent
permitting complete wetting by water of a hydrophobic surface (Hill 1998). When
γSG − (γSW + γWG) > 0 spreading is energetically favoured as the contact angle
becomes small. On the other hand, a certain roughness of the surface, with its micro-
or nanometer scale grooves being filled by air, can transform a hydrophobic surface
to a superhydrophobic one (Ferrari and Ravera 2010).

Vogler (1999) defined a transition region between hydrophobic and hydrophilic
surfaces at contact angles between 74 and 56◦, and distinguished two types of bio-
logical response to such surfaces. On hydrophobic surfaces the structure of the water
is more nearly tetrahedral and open, whereas on the more hydrophilic surfaces it is
more compact.

The surface energetics of wetting of solid substrates by water was discussed by
Tarasevich (2008). When water is sorbed from the vapor on a vacuum-degassed solid
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surface it may form a thin film on it of 8–15 nm thickness (total wetting). Then the
heat released per unit surface area is given simply by HWG = γWG − T(dγWG/dT),
independent of the nature of the support, because according to Young’s rule,
Eq. (4.15), the solid/liquid and solid/vapor interactions cancel out. However, when
not sufficient water is sorbed to form a continuous film, the heat of wetting per unit
area of surface, q, distinguished between different sorbents, i. e., adsorbing surfaces.
Typical values of q/ mJ m−2 are 48 for graphite, 160 forAerosil, 240 for silica gel, 335
for γ -alumina, and 430 for quartz. The interaction of water and well-characterized
single crystal surfaces of metals, semiconductors and oxides was reviewed by Thiel
and Madey (1987) and later by Henderson (2002) under conditions where no com-
plete covering (film production) is achieved. Monolayers of water sorbed on metal
surfaces were reviewed by Hodgson and Haq (2009).

The molecular structure of the water at interfaces, that is, wetting at the nanometer
scale, was reviewed by Verdaguer et al. (2006). The structures were determined
by atomic force microscopy (AMF) and scanning polarization force microscopy
(SPFM). On mica a fully ordered monolayer of water is formed with all the hydrogen
atoms in water either hydrogen bonded to another water molecule or to the mica
substrate. At ambient temperatures the contact potential of the mica surface (relative
to a hydrophobic tip) decreases from 400 mV at < 10 % relative humidity (RH) to
a constant value ∼0 mV at 20–80 % RH, as a monolayer is formed without free
OH groups, and increases at > 80 % RH as multilayers of water are formed, with
OH groups pointing towards the vapor phase. Substrates other than mica were also
discussed as was water confined in pores and between flat surfaces.

A different situation arises at the interfaces between an immersed electrode and
an aqueous solution, where no vapor needs to be taken into account. Trasatti (1983)
dealt with uncharged metal surfaces in contact with solutions of not specifically
adsorbed ions. In the case of transition metals water is chemisorbed on the metal
surface with bond strengths correlated with the density of electronic states. The water
molecules are oriented with the oxygen atom towards the metal, the acidity of the
adsorbed water being enhanced. In a subsequent paper Trasatti (1995) compared
results for metal surfaces adsorbing water molecules in vacuum (ultrahigh vacuum
(UHV) results) with those for metal electrodes immersed in the solution. The potential
of zero charge, Eσ=0, measured against a given reference electrode is related to the
measurable electronic work function of the metal (in UHV), ΦM/F, as Eσ=0 =
ΦM/F + (δχM + gS), where Fis Faraday’s constant, δχM is the perturbation of the
pristine surface potential of the metal by contact with the solution and gS is the sum
of the free surface energy of the liquid and its modification due to the orienting field
of the metal. These two quantities, δχM and gS, cannot be disentangled, and since
measurement of Eσ=0 requires a reference electrode, measurements of Eσ=0 and
ΦM cannot either yield the sum δχM + gS. However, the difference (with a given
reference electrode) for two metals (or two crystal faces of a given metal) can be
obtained: �Eσ=0 = �ΦM/F +�(δχM + gS).

The structure of the water in the double layer at the electrode surface was reviewed
by Henderson (2002) and by Ito (2008). The orientation of the water dipoles and their
ordering depends on the potential imposed on the electrode/solution interface.



154 4 Water Surfaces

4.4 Solutes at the Surface of Water

Up to this point the surfaces between pure water and its vapor (or air), or another
liquid, or a solid substrate have been dealt with. The situation at the free surface of
an aqueous solution is also relevant in the present context. The behaviour of simple
ions at the surface is dealt with first, and that of non-electrolytes and of surface active
agents, ionic or non-ionic, is dealt with in the following sections.

4.4.1 Sorption and Desorption of Simple Ions

The specific ion effects at the water/air interface have recently been reviewed by
Jungwirth and Tobias (2006). Since the surface region of water with respect to air
or water vapor differs in properties and structure from bulk water (Sect. 4.1), it is
expected that ions react to these different environments by being either attracted to
or repelled from the surface. In other words, ions may be sorbed at or desorbed from
the surface of an electrolyte solution. The excess concentration �E (the amount of
an electrolyte sorbed per unit increase of the surface energy) at the surface relative
to the bulk is governed by the Gibbs adsorption law:

�E = −
( aE

RT

) (
∂γ

(∂aE)T ,P

)
(4.16)

where subscript E refers to the electrolyte, a is its activity, and γ is the surface tension
of the solution, and �E may be positive or negative. At low molar concentrations
the concentration cE approximates the activity aE, hence the measurable surface
tension increment (STI) (∂γ / ∂cE)T,P is a key quantity regarding the role of ions at
the surface. As with other thermodynamic quantities, only the value of �E pertaining
to an electrolyte, but not that pertaining to individual ions, �I, is experimentally
accessible. The latter must be estimated by an extra-thermodynamic assumption.

The surface tension of aqueous electrolytes is linear with the concentration of the
electrolyte up to fairly high concentrations. Surface tension increments, (∂γ / ∂cE)T,P,
were reported by several authors and recently critically compiled by Marcus (2010)
for some 90 electrolytes. These data pertain to temperatures in the range 20–30 ◦C,
their temperature dependence being ± 0.1 mN m−1 mol−1 dm3 over the entire 10 ◦C
range, commensurate with the expected uncertainty of the data at a given temperature.
Hence the data are referred to as valid dγ / dcE values for 25 ◦C and 0.1 MPa, and
are additive in the ionic values within ± 0.2 mN m−1 mol−1 dm3. If only the alkali
metal salts are considered, it appears as if only the anions have specific effects on
the STI as generalized by some authors (Abramzon and Gaukberg 1993; LoNostro
et al. 2002), but if a larger variety of salts is considered, both cations and anions
are seen to show specific effects. The most extensive data are availablefor sodium
and for chloride salts, hence the arbitrary assumption = 0.90 for Na+ and = 1.20
for Cl− was adopted (Marcus 2010), with results shown in Table 4.5. However, it
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Table 4.5 Ionic surface tension increments, dγ / dcI/mN m−1 mol−1 dm3, of aqueous ions at ambient
conditions. The improved values added 0.30zI units to the cation values and subtracted 0.30|zI | units
from the anion values (see the text)

Cation dγ / dcI dγ / dcI Anion dγ / dcI dγ / dcI

(Marcus 2010) improved (Marcus 2010) improved

H+ −1.35 −1.05 OH− 1.35 1.05
Li+ 0.65 0.95 F− 1.10 0.80
Na+ 0.90 1.20 Cl− 1.20 0.90
K+ 0.80 1.10 Br− 0.95 0.65
Rb+ 0.65 0.95 I− 0.35 0.05
Cs+ 0.50 0.80 SCN− 0.20 –0.10
NH4

+ 0.40 0.70 NO3
− 0.45 0.15

(CH3)4N+ −0.40 −0.10 ClO3
− 0.00 –0.30

C(NH2)3
+a −0.26 0.04 ClO4

− –0.50 –0.80
Ag+ 0.40 0.70 HCO2

− 0.15 –0.15
Tl+ 0.30 0.60 CH3CO2

− 0.05 –0.25
Mg2+ 1.65 2.25 H2PO4

− 1.25 0.95
Ca2+ 1.50 2.10 CO3

2− 0.95 0.30
Sr2+ 1.20 1.80 SO4

2− 1.15 0.55
Ba2+ 0.50 1.10 CrO4

2− 1.45 0.85
Mn2+ 0.75 1.35 S2O3

2− 1.45 0.85
Co2+ 1.05 1.65 PO4

3− 2.00 1.10
Ni2+ 1.10 1.70
Pb2+ 1.80 2.40
UO2

2+ 1.40 2.00
Al3+ 1.75 2.65
La3+ 2.30 3.20
aGuanidinium

was subsequently realized (Marcus 2011a) that improved values, obtained by adding
0.30zI units to these cation values and subtracting 0.30|zI| units from these anion
values (still arbitrarily) more closely describe the sorption/desorption of ions at the
water/vapour interface. This expedient would bring thiocyanate, chlorate, formate,
and acetate (as well as perchlorate) into the category of surface active anions (enriched
at the surface) and barium cations into the category of those attracted into the surface
(as well as hydronium and tetramethyl-ammonium), while maintaining additivity
and correct values for entire electrolytes. This operation may improve the situation
regarding most of these ions but not of all the ions listed in the table.

The obvious feature exhibited by the STI data in the table is their being positive
in the great majority of cases. This means that the ions are desorbed from the surface
region of the solution according to Eq. (4.16). The trends among ions of a given sign
class, cations or anions, are independent of the arbitrary splitting of the electrolyte
values into individual ionic ones. The positive values of dγ / dcI increase with the
charges of the ions but diminish with their increasing sizes; they thus increase with
their solvation energies, a correlation noted by Boström et al. (2005). This behaviour
can be ascribed to the increase of the sizes of the hydration spheres of small ions with
their charges and diminishing sizes. The accommodation of such hydration spheres
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within the more tightly bonded water molecules (Sect. 4.1) at the surface becomes
less favourable than their accommodation in the less tightly hydrogen bonded bulk
water, hence they are desorbed from the surface region. Linear correlations of dγ / dcI

for series of chloride salts with the bulk water structure effects of the ions (Sect. 3),
namely with the standard molar entropy of hydration�SI and the Jones-Dole viscos-
ity BηI were noted by Weissenborn and Pugh (1996). Cations that tend to promote
and compact the bulk water structure have larger positive dγ / dcI values than ions
that break up and expand the water structure. Similar correlations (not linear) for
series of sodium slats with different anions with regard to the hydrated radius and
the molar entropy of the anions were noted by Maheshwari et al. (2003).

Theoretical discussions of the surface tension increments try to explain the trends
noted for the various ions. Aveyard and Saleem (1976) related the STI of an electrolyte
solution to the product of its molality and its osmotic coefficient ϕ:

dγ

d(mEϕ)
= νδRT

1000
(4.17)

where ν is the stoichiometric coefficient and δ is the thickness of the surface layer
from which the ions are (completely) desorbed. Values of δ = 0.166ν nm on the
average were reported for LiCl, NaCl, KCl, KBr, KI, and Na2SO4. This is in accord
with an electrostatic theory developed by Schmutzer (1955). A recent attempt (Kunz
et al. 2004) to use computations that yield values for the osmotic coefficients of
electrolyte solutions in reasonable agreement with experimental values to calculate
also the STIs, however, failed to yield results in agreement with the experimental
values. A further attempt (Boström et al. 2005) in this direction, including solvation
energies and dispersion potentials did not either provide reliable predicted values.

The main point to consider in a theory of the STI by ions is the unequal surface/bulk
concentration ratios of individual ions (Randles 1977). Pegram and Record (2007,
2008) arrived at an equation similar to Eq. (4.17), namely:

dγ

d(mEϕ)
=

(
RT

1000

)
MWbW

σ

[
1 − (ν+K+ + ν−K−)

ν

]
(4.18)

where MW is the molar mass of the water (18.015 g mol−1), bW
σ = nW

σ/A is the
number of water molecules per unit surface area in the surface region, and K±
= m±σ/m±b (superscripts σ and b denote the surface region and the bulk) is the
molality ratio of the ions of either sign in the respective regions. The quantity bW

σ

takes the place of the thickness δ in the Aveyard and Saleem expression (4.17),
designating a surface layer of thickness of ∼0.6 nm, i.e., of two water molecules.
However, contrary to Eqs. (4.17), (4.18) does allow for the presence of ions in this
surface layer. On the assumption that K(Na+) = 0, values for other cations studied
are K(Li+) = 0.08, K(K+) = 0.12, K(Cs+) = 0.01, K(NH4

+) = 0.25, K(GuH+) =
0.67, and K(H+) = 1.50, all ± 0.06 except for Li+ and GuH+ (guanidinium) that
are ± 0.21. Note that only K(H+) > 1, i.e., the hydrogen ions are positively sorbed
in the surface region, all the other cations mentioned here being desorbed from it.
For the anions, K(Cl−) = 0.69 ± 0.04 on this scale, but iodide, acetate, chlorate,



4.4 Solutes at the Surface of Water 157

thiocyanate and perchlorate anions have K– values >1 and should be positively
sorbed to the surface region to increasing extents in this order. The arbitrary choices
of the splitting into individual ionic values by Pegram and Record (2007) and by
Marcus (2010) (cf. Table 4.5) is demonstrated by the fact that only perchlorate
is considered as positively sorbed by the latter author, although the sequences are
substantially the same. A further indication of the arbitrariness of the absolute scale in
Table 4.5 is the indication from molecular dynamics simulations that whereas formate
anions, HCO2

−, are repelled from the surface region, acetate anions, CH3CO2
−, are

attracted into it (Minofar et al. 2007). The ‘improved’ STIs are more consistent with
these trends.

The negative value of STI for H+ means that the hydronium ion is positively
sorbed at the surface layer of the acid solution. Several other ions share this
property, but the main attribute of such ions is their being bulky and poorly hydrated
(perchlorate) and/or containing many or large hydrophobic groups. Thus reported
dγ / dcI/mN m−1 mol−1 dm3 values are −0.40 for tetramethylammonium, −2.95
for propionate, −6.45 for butyrate (Marcus 2010) and −5.5 for benzoate and −4.3
for phenolate (Minofar et al. 2007), values that illustrate this tendency. Still, the
negative value of dγ / dcI for the H+ ion that is small and strongly hydrated is unique
among the surface seeking ions.

Molecular dynamics simulations on both finite water clusters containing ions and
extended water/air surfaces have been reviewed by Jungwirth and Tobias (2006).
They showed that the hydrogen ions, whether as hydronium ions H3O+, or as the
Zundl H5O2

+ (i.e., H2O · · · H+ · · · OH2) or Eigen H9O4
+ (i.e., O(H · · · OH2)3

+)
species, are positively adsorbed at the water/air interface with the dipoles pointing
into the interior. That is, the hydrogen atoms point towards the bulk and form hydro-
gen bonds with neighbouring water molecules. Such simulations also indicated the
desorption of the alkali metal cations and of F− and Cl− anions from the interfacial
region but that Br−, I−, NO3

− and N3
− anions are attracted into this region (contrary

to the surface tension increment results). The simulations also confirm that OH− and
SO4

2− anions are repelled from the surface region, in agreement with the surface
tension results. At relatively large salt concentrations (1.2 M) simulation results show
Br− and I− to be strongly and Cl− only weakly concentrated in the surface layer,
whereas Na+ and F− are repelled from it (Jungwirth and Tobias 2002).

Theoretical considerations showed that at moderate concentrations the dispersion
forces dominate over the electrostatic ones and that dγ / dcI should be proportional to
BI

1/3, where BI, in turn, is proportional to the static excess polarizability of the ion
in water, RI −RW (Boström et al. 2001). For multivalent anions (not considered in
(Boström et al. 2001))BI/zI

2 needs to be taken into account to obtain the excess polar-
izability, in terms of the molar refraction: RI/zI

2 −RW, where RW = 3.67 cm3 mol−1

and some RI values (taken from (Marcus 1998)) are shown in Table 2.1. The
correlation is far from perfect, as seen in Fig. 4.1, but the general trend is confirmed.

Spectroscopic methods have recently been developed that are able to probe the
surface species at the water/air interface. The use for this purpose of photoelectron
spectroscopy depends on the short penetration depths of electrons and the electron
binding energy specificity. Böhm et al. (1994) applied photoelectron spectroscopy
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Fig. 4.1 The ionic surface
tension decrement,
dγ / dcI/mN m−1 mol−1 dm3,
plotted against the ionic
excess molar refractivity,
RI/zI

2 −RW in cm3 mol−1:
(•) anions and (�) cations

to very concentrated aqueous CsF solutions and found that both ions are strongly
repelled from the surface region of two water molecule thicknesses, in accord with
surface tension increment results. Weber et al. (2004) and Winter et al. (2004) found
similarly that both ions of NaI are repelled from the interface, but when tetrabuty-
lammonium ions are present, iodide anions are dragged along with the bulky cations
into the interfacial layer. Second harmonic generation (SHG) and vibrational sum
frequency generation (VSFG) are spectroscopic methods that cannot provide sig-
nals in media with inversion symmetry, such as bulk solutions, but are allowed in
asymmetrical media, such as surfaces. The results from the VSFG method on 1–2 M
sodium halide solutions appear to be contradictory with respect to whether bromide
and iodide are enriched in the interfacial layer with respect to their bulk concentra-
tions (Jungwirth and Tobias 2006) but there is agreement that fluoride and chloride
solutions yield VSFG spectra very similar to that of pure water. In solutions of the
strong hydrohalic acids the VSFG spectra confirm enrichment of both hydrogen
and halide ions at the surface, for the latter in the expected order of Cl− < Br− < I−
(Schnitzer et al. 2000). The SHG method depends on the charge transfer to solvent
spectrum measurable for polarizable (soft) anions, such as iodide, azide, and thio-
cyanate. All three are enhanced at the outermost surface layer, but are depleted in the
sub-surface layer, whereas small, non-polarizable (hard) ions are repelled from the
surface altogether. Hydrogen ions in iodide solutions are also found indirectly by the
SHG method to be enhanced at the surface (with respect to sodium and potassium
ions) (Petersen and Saykally 2004, 2005; Petersen et al. 2005).

Returning to traditional methods of investigation, the double layer at the surface
of aqueous electrolytes described above by computer simulation and spectroscopic
methods has long ago been probed by measuring the surface potential of the solutions
relative to that of pure water (Randles 1957, 1977; Jarvis and Scheiman 1968). The
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Table 4.6 The surface
potentials of electrolyte
solutions relative to that of
pure water in 1 mol dm3

aqueous solutions, ��χ /mV
at ambient temperatures
(values read from figures,
accurate to ±3 mV)

Anion Cation = H+
(Randles
1977)

Cation = Na+
(Jarvis and
Scheiman 1968)

Cation = K+
(Randles
1977)

F− −3
Cl− 22 2 3, 0d

Br− 34 7 9
I− 61 22 28, 23d

NO3
− 49 8, 14b

SCN− 28 51, 53c

ClO4
− 84 48b

CH3CO2
− −3

PF6
− 238a, c

CO3
2− −7

SO4
2− −38a

aExtrapolated to 1 mol dm−3

bRandles (1977)
cRandles (1957)
dJarvis and Scheiman (1968)

surface of the solutions is in most cases negatively charged with regards to the sub-
surface. The measurements of Randles (1957, 1977) were made with an air gap cell
similar to that in Eq. (4.8), but with a jet of aqueous NaCl as the reference. The
measurements of Jarvis and Scheiman (1968) were made with an ionizing electrode
method instead, but with results in general agreement with the former ones. The
values of ��χ = �χ (electrolyte) −�χ (water) deduced from these papers for a
1 M solution are shown in Table 4.6. The trend of ��χ with the concentration is
approximately linear up to this concentration. Not shown in Table 4.6 are trends with
respect to further cations, which are: Li+ < Na+ < K+ ∼ NH+

4 ∼ Cs+ for the
chlorides and Mg2+ > Ca2+ > Sr2+ > Ba2+ for chlorides and nitrates (the value
for BaCl2 is negative).

4.4.2 Surface Behaviour of Water-Miscible Non-Electrolytes

Contrary to electrolytes consisting of small ions that generally increase the surface
tension of water, solutions of non-electrolytes tend to have surface tensions lower
than that of water. Liquid non-electrolytes at ambient conditions, i.e., solvents that
are immiscible with water but have a limited solubility in it, were already dealt
with in Sect. 4.2. The surface tensions of aqueous organic solutes were reported
in Adamson’s book (Adamson 1990). The molecules of organic molecules tend to
concentrate at the solution surface, they are surface active.

Molecules of substances that are miscible with water are rather small and of them
alkanols have received the most attention. Bandyopadhyay et al. (2010) attempted
to interpret the data in terms of the balance between hydrophobic and hydrophilic
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groups. At low concentrations those of methanol, ethanol, 2-propanol and 2-methyl-
2-propanol (t-butanol) and 1,2-ethanediol tend to be enhanced at the surface, their
surface excesses being positive (at 25 ◦C, subscriptS denotes the alkanol):

�S = −(RT )−1

(
∂γ

∂IncS

)
T ,P

> 0 (4.19)

S-shaped curves �S(cS) result for all the alkanols. Methanol, as well as 1,2-
ethanediol, continue to have �S > 0 values as the concentration increases. The other
alkanols studied revert to negative values of �S after the maximum but then in-
crease again to positive values at higher concentrations. Water is desorbed from the
surface, the �W values are negative for all the alkanols over the entire concentra-
tion range, except for aqueous 2-methyl-2-propanol, where �W > 0 was noted at
0.22 ≤ xS ≤ 0.43.

The excess surface tension values:

γ E = γ − xWγW
∗ − xSγS

∗ (4.20)

where the asterisks denote the pure substance are also instructive. The values of γ E

are negative for all the alkanols studied. Methanol has a minimalγ E near xS = 0.23. As
more and more CH3 groups replace the hydrogen atoms of methanol the minimum
becomes deeper and shifts to lower xS values: 0.17 in aqueous ethanol, 0.09 in
2-propanol, and 0.075 in 2-methyl-2-propanol, but at a higher xS = 0.29 when a
hydrophilic CH2OH group replaces a hydrogen atom of the methanol methyl group
in 1,2-ethanediol (Bandyopadhyay et al. 2010). This behaviour is similar to that
observed for bulk properties, e.g., the excess partial molar volume of water in these
mixtures, VW

E, that describes the enhancement of the tetrahedral structure of the
water (Marcus 2010b) (Sect. 1.2.4).

More sophisticated approaches than this discussion of the surface tensions of aque-
ous solutions of organic compounds miscible with water have also been applied. The
surface of aqueous methanol mixtures has been studied both experimentally, with
non-linear optical methods (Sect. 4.4.1), and by computer simulations, starting in
the 1990’s. The VSFG method was applied by Huang and Wu (1994) who found the
methanol molecules at the surface to have an enhanced polar order, that is, the sym-
metry axis of the methyl groups which point towards the vapor phase has a smaller
tilt angle θ from the vertical as the total methanol concentration increases. Molec-
ular dynamics simulations by Matsumoto et al. (1993) confirm the accumulation of
methanol at the surface, the surface layer becoming saturated with methanol even at
low concentrations of the latter. The thickness of the surface layer, t9/1 (Sect. 4.1)
increases non-linearly with the composition from 0.40 nm in water to 0.76 nm in
methanol. The VSFG method was again applied to aqueous methanol by Ma and
Allen (2003) who found that at xMeOH > 0.57 the tilt angle θ of the methanol axis
(deviations from verticality) again increases, indicating less orientational order than
at lower concentrations. Interfacial methanol is a more efficient hydrogen bond ac-
ceptor than bulk methanol. The molecular dynamics study of the surface of mixtures
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of water and methanol by Chang and Dang (2005) substantially confirms the pre-
vious results. Furthermore, the number of hydrogen bonds between methanol and
water molecules per methanol molecule diminishes as the total methanol concen-
tration increases. A newly developed VSFG technique was applied by Chen et al.
(2005) to show more ordered methanol orientations, i.e., tilt angles θ nearer zero,
than previously found (Maheshwari et al. 2003). Although methanol is enriched in
the surface layer, with an energy of adsorption of −7 kJ mol−1, it is depleted at the
next layer, with a desorption energy of ca. +2 kJ mol−1. Partay et al. (2005, 2008)
again used computer simulations for the surface of aqueous methanol mixtures. The
Monte Carlo simulations (Partay et al. 2005) confirmed the methanol enrichment in
the surface layer and its depletion in the first sub-surface layer, where the molecules
are not correlated with those at the surface that are oriented perpendicularly to the
surface.

Application of the truly interfacial molecular layer concept (ITIM, Sect. 4.1) to
the aqueous methanol surfaces (Partay et al. 2008a) employed molecular dynamics
simulations. Noting the roughness of the surface, methanol molecules prefer the
humps and water molecules the depressions of the surface. A microscopic separation
of the two kinds of molecules in the plane of the surface was also observed. The
surface adsorption of the methanol molecules is attributed to their ability to remain
at the surface without losing any of their hydrogen bonding with neighbours, contrary
to water molecules. The residence time of methanol molecules at the surface is nearly
an order of magnitude longer than that of water molecules. However, contrary to
other studies, no depletion of methanol in the layer below the surface layer could
be observed, and the properties of this layer are essentially the same as of the bulk
mixture. The discrepancies noted among the results of different methods remain to
be disentangled.

The surface of aqueous ethanol solutions was studied by molecular dynamics
simulations at a single composition, xS = 0.1 at 25 ◦C by Tarek et al. (1996). The
computed surface tension of 55 mN m−1 was however much larger than the exper-
imental value, so that the computed results were considered to apply to xS = 0.016
instead of the nominal value of 0.1. The computed excess surface concentration
�S = 3.6±0.5×106 mol m−2 agrees fairly well with the experimental value for this
composition, 2.8 × 10−6 mol m−2 (Bandyopadhyay et al. 2010). The main result is
the number density profiles for ethanol and water molecules, showing enrichment of
the surface layer with ethanol but its depletion of the subsurface layer, where water
is relatively enriched. Ethanol-ethanol hydrogen bonds are increased in number in
the surface layer relative to bulk ethanol, but the hydrogen bonding of water with the
ethanol as the acceptor are diminished by a factor of two (Tarek et al. 1996). A sub-
sequent molecular dynamics study by Wilson and Pohorille (1997) at an even lower
ethanol content, xS = 0.00204, at 37 ◦C addressed mainly the dynamic effects of the
surface sorption of the ethanol. Neutron and x-ray grazing incidence reflection were
applied by Li et al. (1993) to dilute aqueous ethanol mixtures. The surface excess �S

values agreed approximately with the experimental values. The results suggested that
the ethanol molecules are partially oriented with the ethyl group pointing towards
the vapor phase.
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Acetone at the surface of its aqueous solutions was studied by the VSFG method,
probing the stretching mode of the methyl group, by Chen et al. (2005a) over the entire
composition range. They found acetone to have the carbonyl group pointing into the
solution and one methyl group directed towards the vapor phase and the other towards
the solution. The effective average interfacial number density of methyl groups was
calculated and showed a maximum near xS = 0.1. This was interpreted as due
to a well ordered surface layer becoming saturated with acetone molecules at this
composition but having a partially ordered anti-parallel oriented layer of acetone
molecules below it that grows as the bulk concentration of the acetone increases.
Both layers can be described in terms of Langmuir sorption isotherms with a surface
fractional coverage Θ:

Θ = KxS

(1 − xS +KxS)
(4.21)

with the equilibrium constant K for the surface layer being 5 times larger than that
for the subsurface one.

Aqueous acetonitrile mixtures are interesting in that micro-heterogeneity sets in at
ca. xS ≥ 0.3 in the bulk (Marcus and Migron 1991; Marcus 2008a), and is expected
to be manifested at the surface starting at lower total acetonitrile concentrations,
since the solute is enriched at the surface. Zhang et al. (1993) applied the VSFG
technique and found an abrupt change in the CN stretching frequency as xS increases
above 0.07 in the bulk, changing from that characteristic of the C–N group hydrogen
bonded to water to a frequency close to that in neat CH3CN. The orientation of the
CH3CN molecules changed at this composition from one vertical to the surface (with
methyl groups pointing towards the vapor) to one more parallel to the surface, as in
the neat acetonitrile/vapor surface. A subsequent VSFG study by Kim et al. (2003)
studied the C–H stretching mode of the CH3CN at the surface and confirmed the near
perpendicular orientation of the molecules with respect to the surface, with tilting
angles up to 13◦. No abrupt changed at xS = 0.07 could be observed, but a maximal
oscillator strength near xS = 0.1 was found. This was ascribed to a combination of the
excess surface concentration of acetonitrile (estimated from the surface tension) and
its orientational preference. The surface mole fraction of CH3CN increased steeply
with xS up to xS ∼ 0.07, where it is 0.45, then only slightly up to xS ∼ 0.20, beyond
which it increases more gradually again.

The molecular dynamics simulation by Paul and Chandra (2005) of aqueous ace-
tonitrile estimated the thickness of the interfacial layer t9/1 (Sect. 4.1) that increases
nearly linearly with xS from 0.34 nm in water to 0.45 in CH3CN. Contrary to the
previous work, they found the orientation of the CH3CN molecules to be parallel
to the surface rather than perpendicular, but the models used for the simulations
yielded surface tension values to be nearly twice the experimental ones at xS ≥ 0.25,
so that some of the conclusions need revision. A subsequent molecular dynamics
study by Partay et al. (2009) using the ITIM (Sect. 4.1) concept was applied at four
concentrations up to xS = 0.15. The strong interfacial enrichment of CH3CN ob-
served experimentally by VSFG was confirmed with compositions (total, surface) of
(0.03, 0.23), (0.05, 0.42), (0.10, 0.70), and (0.15, 0.88). It was concluded that also
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the sub-surface layer was enriched in acetonitrile and at sufficiently high xS also the
third layer was enriched. The molecules in the second layer are well correlated with
those at the surface with strong dipolar interactions in the anti-parallel configuration.
The orientational preferences of the CH3CN molecules are dictated by the necessity
to have as many methyl groups sticking outwards to the vapor as possible. Lateral
association of like molecules at the surface was also found. The residence times of
the acetonitrile molecules at the surface were manifold longer than those of the water
molecules: 14.7 ps vs. 2.2 ps at xS = 0.15.

Non-linear optical methods (Sect. 4.4.1) were applied to the surface of aqueous
dimethylsulfoxide (DMSO) mixtures. Karpovich and Ray (1998) applied the SHG
method and interpreted the results in terms of a Langmuir isotherm with a Gibbs
energy of adsorption of −11.8 kJ mol−1in agreement with the value derived from
surface tension data and twice as large than the corresponding value deduced for
the sorption of ethanol (Wilson and Pohorille 1997). Allen et al. (1999) applied the
VSFG method and complemented it with surface tension measurements. Although
DMSO hydrogen bonds readily with water, it is strongly accumulated at the surface
at even very low concentrations. These authors found an even larger Gibb energy of
adsorption of −19.8 kJ mol−1for the DMSO at the surface than in (Karpovich and
Ray 1998). A smaller Gibbs energy of adsorption of −9 kJ mol−1 resulted from the
molecular dynamics simulations by Benjamin (1999) at four values of xS: 0.05, 0.10,
0.15, and 0.20. There is a tendency for the DMSO at the surface to have its methyl
groups pointing away from the bulk, as is observed for the other solutes examined
above (methanol, ethanol, acetone and acetonitrile). The dipole axis is tilted about
60◦ from the perpendicular to the surface. A large negative surface potential of −0.5
to −0.7 V results from the sorption of DMSO at the interface in aqueous DMSO
solutions according to the simulation, in agreement with experiment. The dynamics
of the sorption of DMSO at the surface was also investigated.

4.5 Surfactants, Micelles and Vesicles

Hydrophobic groups tend to be driven out from the bulk aqueous solutions as seen
above for both ions (alkylammonium ions, carboxylates, etc.) and water miscible
organic solutes. When the hydrophobic group becomes large enough the solute be-
comes only partly soluble in water, and the exclusion of the hydrophobic parts of
molecules and ions is intensified when long chain non-polar groups (tails) are at-
tached to polar groups (heads, that may be neutral or ionic). The resultant solutes
are called amphiphiles and are then surfactants and their sorption at the interface
conveys onto the solutions special properties and structures.

There exists a plethora of books concerning surfactants (on the average of 60 per
decade, for example (Adamson 1990) and more recently (Wendt and Hoysted 2010;
Neumann et al. 2011; Tadros 2011), and review articles (increasing from ∼100 per
year in 1982–1991 to ∼300 per year in 2002–2011), so it is counter-productive to
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review the subject within the scope of the present book. Hence, only the broad outline
of the subject and the main concepts involved are described here.

Typical ionic surfactants are sodium dodecylsulfonate, sodium dodecylsulfate and
cetyltrimethylammonium bromide. Typical non-ionic surfactants are short copoly-
mers H(C2H4)n(OC2H4)mOH with 6 ≤ n ≤ 12 and 6 ≤ m ≤ 10 as well as certain
bio-molecules such as diacylglycerides. Such molecules or electrolytes are soluble
in water at low concentrations (and are the so-called monomers). They may form
monolayers at the surface with the heads pointing towards the bulk aqueous phase
and the tails pointing towards the vapor phase.

With longer tails (more than ca. 8 carbon atoms) the surfactants tend to aggre-
gate. As the concentration of the surfactant increases above a certain concentration,
called the critical micelle concentration (cmc) it may remain macroscopically in a
homogeneous aqueous phase, but the molecules aggregate to micelles. These may
be spherical or ellipsoidal, depending on the tail length and have the tails pointing
towards the interior of the micelle and the heads at its surface. As the cmc is ex-
ceeded there occurs an abrupt change in the properties of the solutions, such as the
surface tension and light scattering and in the case of ionic surfactants also the con-
ductivity. With the latter surfactants a double layer is established at the outer layer of
the micelle, with counter-ions being sorbed near the ionic groups fixed to the tails.
An important feature of micelles is their ability to solubilize non-polar molecules,
such as water-insoluble dyes, into their interiors. Added salts generally diminish
the cmc of micelle formation, roughly according to the extent of the hydration of
their ions, whereas urea acts in the opposite direction, it increases the cmc. The
number of surfactant molecules per micelle is of the order of 50–100 and micelles
have radii of the order of 1.5 nm. At low concentrations micelles tend to be spherical
but non-spherical micelles result at higher concentrations, and they may be plate-
like (oblate) or rod-like (prolate). Hydrodynamic methods yield information on the
micellar shapes.

When micelles grow to very large sizes they tend to break into bilayers that form
membranes or vesicles. The latter are structures with an outer layer of surfactant
molecules with heads pointing towards the bulk aqueous solutions and tails pointing
inwards, meeting the tails of the inner layer of surfactant molecules, the heads of
which point towards an inner aqueous solution. Such vesicles (also termed vacuoles)
may be used to transport drugs that are to be released slowly within the body. Bilay-
ers play an important role in physiology as they constitute the membranes of cells,
permitting some substances (or ions) to pass through them in either direction while
stopping others. Diglycerides and phospholipids are typical examples of the con-
stituents of such membranes. The former are di-esters of glycerol with fatty acids,
such as oleic or palmitic acid. The latter have a further acidic group esterifying the
glycerol, namely phosphoric acid, that may in turn be bound to choline in a typical
phospholipid, namely the phosphatidylcholine known as lecithin of egg yolk. The
main point here is that such membranes separate the intra-cellular aqueous solution
of the cell from the extra-cellular one and act as gate-keepers between these two
aqueous environments.
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Chapter 5
Biophysical Implications

Readers may have noticed that up to this point the “Hofmeister series” was not
mentioned at all. This is, of course, not due to negligence, but to the insight that
this concept has been mis-invoked by authors in many situations concerning ions in
aqueous solutions, for which it is completely unnecessary, namely in dilute homo-
geneous aqueous solutions. Moreover, the concepts of water structure ordering and
destruction (Chap. 3), i.e., the kosmotropic and chaotropic properties of ions, have
also been mis-invoked by authors dealing with biophysical phenomena, for which
alternative explanations in terms of dehydration energies or direct interactions should
be better. These properties do have their place in certain biophysical implications of
aqueous ions, and the Hofmeister series is a valuable phenomenological description
when the aqueous ions are in the vicinity of a surface. It should also be noted that the
Hofmeister series is not identical with the series of ions arranged according to their
kosmotropic and chaotropic properties nor according to their lyotropic numbers.

Lyotropic numbers N lyo, Table 5.1, were assigned to ions in the 30s of the last
century by Büchner and Voet (Büchner et al. 1932; Voet 1937a, 1937b) according to
their effects on colloidal systems. The lyotropic series has nowadays been to some
extent superseded by the Hofmeister series, with which it is taken to be practically
synonymous, but it is not so exactly. For the alkali metal cations and the halide anions
the lyotropic numbers obtained from colloidal phenomena are linearly related to their
enthalpies of hydration. Voet (1937a) concluded that the lyotropic series are simply
related to the electric field strengths of the ions. Note that the Nlyo values for the
alkali metal cations are not commensurate with those of the alkaline earth cations
and with those of the anions.

Thus, it is urged on the researchers on solution chemistry and biophysics to
call what they studied specific ion effects if the study does not pertain to aqueous
electrolytes (ions) near surfaces at appreciable concentrations (where the Hofmeister
series or effect is appropriate) nor should they invoke kosmotropic and chaotropic
properties if their study does not pertain to dilute aqueous electrolytes (ions) in
homogeneous solutions. The fact, that the order in a series of ions correlates with
the Hofmeister series or with the series of ions according to their kosmotropic and
chaotropic properties does not justify per se having such epithets in the title of the
paper rather than specific ion effects with which the paper really deals. This field was
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Table 5.1 Lyotropic numbers
for colloidal systems.
(Büchner et al. 1932;
Voet 1937a)

Cation N Anion N

Li+ 105.2 F− 4.8
Na+ 100.0 OH− 5.8
K+ 75.0 Cl− 10.0
Rb+ 69.5 NO2

− 10.1
Cs+ 60.0 NO3

− 11.6
Ca2+ 10.0 ClO3

− 10.65
Sr2+ 9.0 Br− 11.3
Ba2+ 7.5 ClO4

− 11.8
SO4

2− 2.0
H2PO4

− 8.2
PO4

3− 3.2
BrO3

− 9.55
SCN− 13.25
IO3

− 6.25
I− 12.5

recently reviewed by Kunz (2010a) as well as in the multi-author book edited by him
(Kunz 2010b).

A phenomenological term that is often used concerning biomolecules, especially
proteins, but may cause confusion is “stability”. Some ions have a high propensity
to precipitate (salt-out) a protein but also have a diminished tendency to denaturate
it and are said to stabilize the protein. Denaturaion of a protein involves destruc-
tion of its higher order structure (quaternary, tertiary, and secondary). This involves
unfolding of the protein, disruption of internal hydrogen bonds and dipole interac-
tions, and exposure of hydrophobic moieties to the external solution. On the contrary,
certain other ions have a high ability to denature the protein, but although it keeps
it in solution or increases its solubility (salting-in) it does so in an unfolded form,
destabilizing it in terms of its biological function.

5.1 From Chaotropic to Kosmotropic Ions

The term “chaotropic” ions (anions) appears to have been coined first by Hamaguchi
and Geiduschek (1962), but the introduction to and popularization in the biophysical
literature of the couple of terms chaotropic and kosmotropic ions has generally been
ascribed to Collins and Washabaugh (1985). These two terms derive from the Greek
“chaos” (χάoς ), meaning disorder, “kosmos” (κóσμoς ), meaning order, harmony,
and “tropos” (τρóπoς ), meaning tendency towards. When applied to ions they are
in the present context synonymous with the terms “water-structure-breaking” and
“water-structure-making” dealt with in Chap. 3. As discussed there, such properties
are manifested at infinite dilution and pertain to ions surrounded by water. The
effects on the structure of water persist also in homogeneous dilute solutions at finite
concentrations, but when interionic forces become dominant or when the ions are in
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a non-homogeneous region in the solution, other considerations than water structure
play a role.

In dilute solutions the anions are ordered as follows, from chaotropic to
kosmotropic, gleaned from Table 3.7:

I− ∼ ClO4
− > SCN− ∼ Br− > NO3

− ∼ Cl− > HCO2
− ∼ S2O3

2−

> SO4
2− > F− ∼ H2PO4

− > OH− ∼ CH3CO2
− > CO3

2− > PO4
3− (5.1)

Among these, F− and H2PO4
− are borderline anions, neither pronounced chaotropic

nor kosmotropic. Those anions marked (∼) as having nearly the same water struc-
ture affecting properties may have the order shown according to some criteria but a
reversed order according to others. Such numerical criteria include the Jones-Dole
viscosity B-coefficientBη (Sect. 3.1.1), the NMR longitudinal relaxation time coeffi-
cient BNMR (Sect. 3.1.3), the structural entropy�strucS (Sect. 3.3.3), and the average
change in hydrogen bonding geometrical factors on transfer from light to heavy water
�GHB (Sect. 3.3.4).

The corresponding series for the cations, but reversed (from kosmotropic to
chaotropic) is:

Mg2+ > Ca2+ > Li+ > Na+ > NH4
+ > (CH3)4N+ > K+ ∼ Cs+ (5.2)

(Many more kosmotropic cations are listed in Table 3.7 and a few additional
chaotropic ones too). In this series Na+ occupies a borderline position, being neither
pronounced kosmotropic nor chaotropic.

The ions listed in (5.1) and (5.2) are selected to be the same that are listed in
the Hofmeister series dealt with in Sect. 5.2, but not necessarily in exactly the same
order. Chapter 3 should be consulted for the details concerning the effects of ions on
the structure of water in dilute solutions.

The question now arises, whether the biophysical phenomena ascribed to the ions
being classified as chaotropic or kosmotropic indeed result from the effects the ions
have on the structure of water or from other causes. This problem should be judged on
the premise that water structure effects of ions are manifested in dilute homogeneous
solutions. In fact, few biophysical phenomena take place in such solutions, since bio-
molecules such as proteins and nucleic acids tend to be large and colloidal, and when
dispersed in water may form micro-heterogeneous domains.

1-Propanol has been promoted by Koga and coworkers as a moderately hy-
drophobic solute having a comparable ratio of hydrophobic and hydrophilic moieties
to that of some soluble proteins, i.e., being sufficiently bio-mimetic to serve as
a biophysical probe (Koga et al. 2004b; Miki et al. 2008). In an aqueous elec-
trolyte system dilute in 1-propanol (1P), the excess enthalpic interaction, H1P

E =
(∂H E/∂n1P)nW,nE,P ,T , (Koga et al. 2004a) and the excess chemical potential interac-
tion μ1P

E = (∂μ1P
E/∂nE)nW,n1P,P ,T , from which (∂H1P

E/∂nE) and (∂S1P
E/∂nE) are

derived (Miki et al. 2008), were used as thermodynamic probes. (Note that H1P
E

is with respect to the amount of 1-propanol whereas μ1P
E is with respect to the

amount of electrolyte E, i.e., the salting-out or in agent). The electrolytes used were
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sodium salts, since Na+ has neither pronounced kosmotropic nor chaotropic prop-
erties. Fairly dilute solutions, xE ≤ 0.02, of the salts were used, so that the premise
for characterizing the anions as kosmotropic or chaotropic are fulfilled, 1-propanol
being molecularly dissolved in the homogeneous solutions. In the three relevant
studies, the orders at a given salt and 1-propanol concentration are forH1P

E(at xE =
0.02, x1P → 0) CH3CO2

− > Cl− ∼ SO4
2− > ClO4

− ∼ SCN− (Koga et al.
2004a) and Cl− > Br

− > I− (Westh et al. 2006) (F− could be studied at only
much more dilute solutions than xE = 0.02, so that its position is not clear), and for
μ1P

E(at xE = x1P = 0.005) SO4
2− > F− > Cl− > I− ∼ ClO4

− (Miki et al. 2008).
These partial series correspond with eq. (5.1) with some significant reversals.

However, the question arises: are these correspondences due to the water structure
effects of the ions or may they have other causes? In fact, the latter partial series (that
for μ1P

E) is no longer monotonic for the derived (∂H1P
E/∂nE) and (∂S1P

E/∂nE),
which have minima near Cl−. Although the epithets kosmotropic and chaotropic
have been applied by the authors to the ions, the molecular interactions involved may
have little to do with the structure of the water and the effects of the ions on it. The
effects of the ions are complex and qualitatively different, involving the number of
water molecules immobilized in their hydration shells, their fitting into the hydrogen
bonded network of the water, and their retarding its fluctuations, and any direct
interactions of them with the hydrophilic and hydrophobic parts of the 1-propanol.

Whereas 1-propanol is salted-out by all the five salts studied in (Miki et al. 2008),
μ1P

E > 0, the abilities of salts to salt-out or salt-in hydrophobic solutes is not simply
related to the kosmotropic or chaotropic properties of their constituent ions. Note,
for instance, the position of kI for Li+ for the salting out of hydrophobic gases or
benzene in Table 2.6. Whereas salting-out can generally be explained quantitatively
by the electrostriction caused by the ions (Sect. 2.5.1), except in the case of Li+,
salting-in is more difficult to explain and is often due to direct interactions between
the ions and the solute, which possibly but not necessarily are water-mediated.

Another relevant study is that of Bauduin et al. (2004a) of the effect of various
sodium salts on the lower consolute temperature (LCST) of aqueous dipropylene
glycol monopropyl ether. In the absence of salts and at a mole fraction of 0.11 of the
ether in water this temperature is tLCST = 14 ◦C but it is changed by salts in a linear
fashion with their concentration, the values of dtLCST/dcE ranging from −14.4 for the
salting-out Na3PO4 to +3.2 for the salting-in NaSCN (the units are K (mmolsalt/mole
solvent mixture)−1 and the uncertainty is ≤ 0.2 units). This linearity holds for the
lowest concentrations of salt employed, thus pertain to the water-structure effecting
properties of the anions (salts). The sequence of salts is similar to eq. (5.1) but deviates
from it in several cases: Na3PO4, Na2SO4 ∼ Na2CO3, NaOH ∼ NaCH3CO2, NaCl,
NaBr, NaI, NaClO4, NaSCN. However, such deviations from the series in eq. (5.1)
have already been noted for some of the criteria concerning the water-structure effects
of the anions (see above). It should be emphasized that just below the LCST the
solution is homogeneous, and the electrolytes change the chemical potential of the
components towards phase separation. Thus there is no surface effect here, contrary
to the suggestion of the authors, and the Hofmeister series should not have been
mentioned in the title of the paper.
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The question whether salting-out and salting-in ions can be classified as chaotropic
or kosmotropic was raised by Zangi (2010). He used molecular dynamics simulations
with 1030 water molecules and 60 ions (cations and anions of equal charge) with the
surface charge density q being the variable studied. The values of q ranged from 0.5
to 1.4 elementary charges e per πσ 2 surface area, with σ = 0.50 nm being the fixed
Lennard-Jones diameter of the ions. The boundary between salting-in (Setchenow
constant kI < 0) and salting-out (kI > 0) ions for the association between two
hydrophobic plates in the electrolyte solutions relative to that in neat water was at
q = 0.71 e nm−2. This boundary nearly coincides with that (q = 0.68 e nm−2)
between ions that enhance the viscosity of dilute aqueous solutions and those that
reduce it. This coincidence, however, does not prove that the two phenomena are
based on the water structure affecting properties of the ions, ascribed to their effects
on the viscosity. Still, it was concluded that the hydrophobic association does not
depend on the water structural effects of the ions, but on the direct interaction of low-q
ions (poorly hydrated ones) with the hydrophobic entities. However, the association
was simulated between plates, i.e., surfaces, and at appreciable ion concentrations,
1.31–1.46 M, which are somewhat outside the premise for chaotropic or kosmotropic
ion effects postulated in this book.

A more satisfactory test of the importance of the surface charge density on the
salting behavior of ions is with regards to molecularly dispersed solutes, such as the
gases to which the data in Table 2.6 pertain. A clear dependence on the charge but not
so clear on the size of the ions is demonstrated. The final conclusion from the study
of Zangi (2010) is that the salting behavior of ions depends also on the properties of
the solutes that are being salted: for small hydrophobic solutes the water structure
effects of the ions may be dominant, but for large (and polar) hydrophobic solutes
the direct interactions dominate.

Thomas and Elcock (2007) pointed out that surface charge density q is an in-
sufficient criterion to place an ion in the Setchenow constant series, in that Li+ has
values close to those of Cs+ or Rb+, Table 2.6, rather than corresponding to its much
higher charge density that should place it at the head of the series of alkali metal
ions. Also, Table 2.6 shows that, say, Ba2+ has a much larger Setchenow constant
than Mg2+, although their q values are in the opposite direction. Thomas and Elcock
(2007) applied molecular dynamics simulations with the TIP3P model of water and
approximately 500 water molecules to pure water and to 1 M solutions of 20 halide
salts of alkali metal, alkaline earth, as well as tetraalkylammonium cations. They
defined the hydrogen bonding found by the simulations as θHB = NHB/Nneighbors,
using geometrical criteria (Sect. 1.1.3) for the formation of a hydrogen bond between
neighboring water molecules (for pure water θHB = 0.67). The hydrophobic associ-
ations methane-methane and neopentane-neopentane (salting-out, θHB < 0.67) are
enhanced in NaF and KF solutions (more by the latter) relative to pure water and
are diminished in LiCl and LiBr solutions, in agreement with the corresponding
Setchenow constants kE. When all the salts are considered there is a clear linear
correlation between kE and θHB, that ranges from the fluorides and divalent cation
salts through the alkali metal and ammonium salts, water, reaching tetramethyl- and
tetraethylammonium bromides (the latter have θHB > 0.67). The authors stressed,
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however, that the correlation of the Setchenow kE with the ion effects on the hy-
drogen bonding (structure) of the water does not prove a causal relationship. The
anomalous position of the lithium salts (at 1 M) was confirmed by the simulations,
but is contrary to findings in which individual Li + ions were studied by simulations
(Hribar et al. 2002).

Other simulation studies of salting-in or out of hydrophobic probes with ∼ 1 M or
higher concentrations of salts arrived at results conflicting with the above and among
themselves. Smith (1999) studies the salting behavior of He, Ne, Ar, and methane in
aqueous NaCl, (NH4)2SO4, CaCl2, NH4CH3CO2, (CH3)4NCl, and C(NH2)3Cl and
concluded that the degree of preferential binding of the ions to the hydrophobic so-
lutes was the dominant factor in the salting behavior. Karla et al. (2001) studied a hard
sphere solute of the size of methane in aqueous solutions of (CH3)4NF, (CH3)4NCl,
and (CH3)4NBI (BI = big monatomic ion of radius ∼0.25 nm). The dominant factor
in the salting behavior (kE = 0.32, 0.22, and −0.09 dm3 mol−1 respectively) is the
structural hydration of the ions (the local water density) rather than the ion-solute
interaction, the smaller anions being excluded from the vicinity of the hydrophobic
solute. The discrepancy between the kE value for (CH3)4NCl obtained by these au-
thors (Karla et al. 2001), 0.22, and that obtained by Smith (1999), 0.03, should be
noted, throwing some light on the difficulties in the interpretation of the simulations
in these ternary solutions: water + salt (ions) + solute (hydrophobic moiety).

5.2 The Hofmeister Series

When a surface is present as in colloidal solutions, to which essentially all physio-
logical systems belong, it is justified to deal with the observed phenomenology in
terms of the Hofmeister series. This concept was established in the late 19th century
by Hofmeister (1888) as the series of aqueous sodium salts with various anions of
which increasing concentrations were required in order to precipitate egg albumin
from the solution. The series he presented was:

SO4
2− ∼ HPO4

2− > CH3CO2
− > HCO3

− > CrO4
2−

> Cl− > NO3
− > ClO3

− (5.3)

Many phenomena broadened the scope of the series since then, a corresponding
cation series was added, and Collins and Washabaugh’s comprehensive review of the
field almost a century later listed nearly 1000 references (Collins and Washabaugh
1985). Very many more have been added since then and it has become fashionable
in a sense in recent years to allude to the Hofmeister series or to the Hofmeister
effect when specific ion effects are dealt with. It is generally agreed that water is
the key solvent for the phenomena treated under such headings and that the specific
ion effects are solvent (water) mediated. Although the Hofmeister series is a well
documented phenomenological description of the results, no universal underlying
principle has so far emerged for it. This is true concerning both the anion and the
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cation series, and it is expedient to deal first separately with the two charge types,
before trying to show principles valid for both.

Bio-macromolecules are generally studied in buffer solutions in order to maintain
a given pH value, in view of the strong effect the pH has on the biological function,
such as enzyme activity. However, it was noted by Bauduin et al. (2004b, 2006) that
salts tend to change the pH of buffer solutions, causing effects beyond the specific
ion effects on the biological activity. This was noted, for example for a 0.025 M
citrate buffer at pH ∼ 4.7, where NaBr causes a catalytic activity of horseradish
peroxidase at a lower pH similar to that in its absence whereas Na2SO4 causes an
activity at a higher pH similar to that in its absence. Such effects should be taken into
account when the specific ion effects on bio-systems and other colloidal systems are
discussed.

5.2.1 The Anion Series

A representative anion Hofmeister series, resulting from elution from a Sephadex
G-10 column, was shown by Collins and Washabaugh in their often quoted review
(Collins and Washabaugh 1985):

SO4
2− ∼ HPO4

2− > F− > Cl− > Br− > I− ∼ ClO4
− > SCN− (5.4)

Another version of the series was reported by Cacace et al. (1997) in their subsequent
review:

F− > PO4
3− > SO4

2− > CH3CO2
− > Cl− > Br− > I− > SCN− (5.5)

A more comprehensive series is obtained by convolution (Marcus 2009) of the various
series (Collins and Washabaugh 1985; Cacace et al. 1997; Pinna et al. 2005; Zhang
and Cremer 2006):

PO4
3− ∼ CO3

2− > SO4
2− > S2O3

2− > H2PO4
− > OH− > F− > HCO2

−

> CH3CO2
− > Cl− > Br− > NO3

− > I− > ClO4
− > SCN− (5.6)

Several organic anions, such as citrate, tartrate, and oxalate, are not included here,
although Hofmeister alluded to some of them and other authors placed them in
the series at various positions. It is generally agreed that Cl− has little effect on
the relevant phenomena and is used as a reference (dividing) point. If the numerical
effects of the anions range from positive to negative (or vice versa) the value for Cl− is
near zero. The series starts with the most effective anion (lowest needed concentration
of its salts with a given cation for precipitation of a protein), henceforth called “head
anion” and continues to the least effective one or an even salting-in anion of a salt,
called hereafter the “tail anion”. These epithets, “head anions” near the beginning of
the series and preceding Cl− and “tail anions” subsequent to Cl− and near the end
of the series, are used here in order not to call them kosmotropic and chaotropic as



178 5 Biophysical Implications

Fig. 5.1 Micellization
parameters of tetradecyk-
trimethylammonium bromide
in the present of sodium salts
of: (1) PO4

3−, (2) CO3
2−, (3)

SO4
2−,

(4) S2O3
2−, (5) F−,

(6) CH3CO2
−, (7) Cl−, (8)

Br−, (9) NO3
−, and (10)

SCN−. Plotted are the
cmc/mM (•) and
−�micH

◦/kJ mol−1 (�)
(Maiti et al. 2009), the lines
are guides to the eye

is often done, and to distinguish the specific ion effects in the presence of a surface,
dealt with in this section, from those in its absence, see Sect. 5.1.

However, when several related phenomena are used to establish the series certain
inversions of the positions of some anions in it are noted. For instance, Pinna et al.
(2005) placed H2PO4

− before SO4
2− in their series of anion effects on the specific

activity of an enzyme (lipase A) towards the hydrolysis of p-nitrophenyl acetate.
Cacace et al. (1997), quoting Hochachka and Somero (1984) and Hall and Drake
(1995), placed F− at the head of the series, although other authors relegated it to nearer
its middle. More serious deviations from the normal Hofmeister series were observed
for three measures of the self aggregation of aqueous tetradecyltrimethylammonium
bromide micelles (Maiti et al. 2009). These are the critical micelle concentration,
cmc, the coefficient β= (1– postcmcslope/precmcslope), where the slope pertains
to conductivity vs. concentration, and the enthalpy of micellization, −�micH◦. Two
of these three quantities are shown in Fig. 5.1. A few instances were noted, where
a complete reversal of the series occurred, e.g., the stabilization of a-chymotrypsin
against thermal inactivation by anions at the end of the series observed by Levitsky
et al. (1994), which was explained by them ad hoc. A related series, that of the
lyotropic numbers, Table 5.1 (Voet 1937a; Schott 1984; Lo Nostro et al 2002):

SO4
2− < PO4

3− < F− < OH− < IO3
− < H2PO4

− < BrO3
− < Cl−

∼ NO2
− < ClO3

− < Br− < NO3
− < I− < ClO4

− < I− < SCN− (5.7)

also has several reversals with respect to the Hofmeister series (5.6).
The phenomena described by means of the Hofmeister anion series cover a very

broad spectrum. They range from the original one of protein precipitation to salting
out of other solutes, enzyme activity, macromolecular conformational transitions,
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critical micelle concentrations, and surface tension. A “head anion” that has a high
propensity to precipitate a protein has also a small propensity to denaturalize it. On
the contrary, a “tail anion” has a high ability to denature the protein, although it keeps
it in solution. Cacace et al. (1997) among others reviewed the various effects of salts
that conform to the Hofmeister series on biological systems. Studies of specific ion
effects on such systems to which the Hofmeister series pertains generally involve salts
at concentrations ≥ 0.1 M. At lower salt concentrations the electrostatic effects of the
ions are of a general nature and no specific ion effects are to be expected. The binding
of the water in the hydration shells of the ions at high salt concentrations makes less
water available for hydrating other solutes, and this is, again, a general phenomenon
that is outside the concept of specific ion effects, except where direct, chemical
bonding between ions and the solute takes place. It is mainly the intermediate range of
concentrations where the specific ion effects dealt with in this chapter are manifested.

The original Hofmeister series pertained to concentrations of the order of 1 M, but
this was essentially due to the insufficient sensitivity of the methodology available at
the time. More recent investigations pushed the limit of sensitivity down to 0.01 M.
For example, at this ionic strength the relative effectiveness of anions in suppressing
the heat induced transition and increasing thermo-stability of bovine serum albumin
followed the reverse Hofmeister series, whereas at concentrations above 0.1 M the
normal order is produced according toYamasaki et al. (1991). Specific anion binding
to amino acid sites was suggested as the stabilizing effect, made possible by the
weaker hydration of the large anions.

Only very few of the protein-related studies and those that do not pertain to
proteins are discussed in the following. They were chosen among the very many
studies in order to bring out the underlying principles. Many different explanations
of the Hofmeister series of anions have been proposed over the years. Collins and
Washabaugh (1985) stressed the analogy of the surface tension and surface potential
at the water/air surface with the series. Hofmeister series result when the anions in
Tables 4.5 and 4.6 are ordered according to the sizes of dγ/ dci and of ��χ . They
proposed a three layer model for the water/air surface, the first two layers being of
one water molecule thickness. These layers are: a region near the surface, I1, where
water molecules have fewer hydrogen bonds than in bulk water, an intermediate
layer, I2, and the bulk water, I3. Layers I1 and I3 compete for hydrogen bonding
interactions with layer I2. The authors postulated the same structure near the surface
of a solute as at the water/air surface, a relative competition for hydrogen bonding,
and a charge transfer of the excess negative charge to adjacent water molecules as
explanations for the specific ion effects. “Head anions” interact with the I1 layer near
solutes more strongly than bulk water, I3, does, appropriating some of the water to
themselves. For “tail anions” at the end of the Hofmeister series the binding of water
is loose, so they do not dehydrate the solute.

Cacace et al. (1997) stressed several aspects of the Hofmeister series. The un-
derlying concept is that biopolymer interactions are water-mediated and the anions
affect both the surface of the biopolymer and the structure of the water. When a
protein folds, aggregates or adsorbs, the solvent/protein interfacial area AWP is di-
minished. Contrarily, when a protein is denatured, AWP increases. Work needs to
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be done to exclude an anion from an interface (e.g. protein/solvent). The larger the
work that needs to be done, the greater the tendency to minimize that interface, by
adsorption or aggregation and by the same token the native conformation (assumed
more compact than any non-native one) is stabilized. On the other hand, anions are
hydrated, and the more strongly they are hydrated the less readily they will give up
their water of hydration when called upon to bind to positive sites of the protein. This
may point to a more universal basis for the Hofmeister series than the surface tension
of salt solutions in air. The exclusion of anions from the surface of a biomolecule
is opposed by their enrichment, e.g. association with amino acid side chains and,
especially, favorable arrangements of several neighboring amino acids to produce a
binding site.

A different view was expressed by Baldwin (1996), who proposed that “head
anions” affect the non-polar (hydrophobic) groups of proteins, the more the larger
these groups are, whereas “tail anions” interact with the peptide group (Nandi and
Robinson 1972a), loosing their hydration water more readily than the former anions.

Collins (1997) revised his previous views (Collins and Washabaugh 1985), con-
cerning analogy with surface tension, and stressed the surface charge density,
q = zIe/πσI

2, as determining the strength of the water binding by the ions. The
dividing line of strongly hydrated (relative to water-water interactions) from weakly
hydrated ions was established according to the structural entropy (Sect. 3.3.3). For
monovalent anions this corresponded to ions having a 0.178 nm radius (near that of
Cl−). Thus the water mediation of the interactions is relegated to a secondary place,
the direct interactions of “head anions” with “solute head cations” and of “tail anions”
with “solute tail cations” (Sect. 5.2.2) being the primary mechanism for the specific
ion effects manifested by the Hofmeister series. Poorly hydrated “tail anions” adsorb
to the hydrophobic positively charged amino acid side groups of proteins, such as
those of arginine, histidine, and lysine, and neutralize the charges. On the contrary,
a “head anion” such as F− is unlikely to lose its water of hydration and form inner
sphere ion pairs with protein cations, and has a similar effect as glutamate with two
carboxylate groups on DNA-binding proteins.

The hypothesis that water structure effects dominate the protein stabilization or
denaturalization by solutes was challenged by Batchelor et al. (2004), who used the
pressure derivative of the heat capacity, (∂CP/∂P )T , to express the water structure
effects. Solutes (most of them non-electrolytes) ordered according to their (∂CP/∂P)T
values, from positive to negative, correlated poorly with protein stability. The four
electrolytes included did show the Hofmeister ordering SO4

2− > Cl− for the ammo-
nium salts, but for the guanidinium salts no conformation to it, Cl− ∼ SCN−, was
found.

Boström et al. emphasized the importance of dispersion forces regarding the spe-
cific ion effects on proteins and also regarding non protein-related Hofmeister effects.
The charge on the protein lysozyme depends on the anion in salt solutions (Boström
et al. 2003a), but only Cl− and SCN− (as their potassium salts) are compared. Phos-
phatidylglycerol bilayers (Boström et al. 2006a) are affected by Cl−, Br−, and SCN−
(as their sodium salts) in this order. Even silica membranes show Hofmeister series
effects, namely in pH measurements with a glass electrode in fairly concentrated
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Table 5.2 Parameters
characterizing anion effects
on the surface pressure of
monolayers of dipalmitoyl
phosphatidylcholine on water.
(Leontidis and Aroti 2009)

Anion −Ui/kBT −Ui/kBT −Bi/10−50

(no Na+ (with Na+ J m3

binding) binding)

F− −2.0
Cl− 0.70 0.20 14.0 (3.6a)
CH3CO2

− 1.40 0.95 16.5
Br− 1.78 1.45 17.5 (10a)
NO3

− 2.50 1.85 18.5
ClO3

− 2.90 2.50 19.8
I− 3.15 2.95 20.9
BF4

− 3.30 2.80 21.0
ClO4

− 3.70 3.20 21.7
SCN− 4.23 3.90 23.4 (15a)
PF6

− 4.50 4.05 24.6

aIn parenthesis are the corresponding −Bi/10−50 J m3 values for
anion effects on phosphatitylflycerol bilayers (Batchelor et al.
1996).

salt solutions (Boström et al. 2003b). At 0.8 M the order of decreasing pH in the salt
solutions is NaCl > NaBr > NaNO3 ∼ NaClO4, ascribed to competition between
the polarizability of the anions and electrostatic interactions at the surface of the glass
electrode. The importance of the dispersion forces, related to the polarizability of
the anions in this respect, was stressed by Boström et al. (Sect. 4.4.1) (Boström et al.
2001a, 2001b). The order with respect to two ions, SCN− and Cl− is the reverse
from the above in the presence of a dilute protein, cytochrome C (Boström et al.
2006b), for which the more polarizable SCN− helps to bind hydrogen ions to the
protein, depleting them from the bulk solution, thus increasing the pH. However,
causes other than the anion polarizability, such as their sizes or hydration enthalpies
could be responsible for the observed ordering.

Monolayers of octadecylamine on D2O were studied by Gurau et al. (2004) using
vibrational sum frequency spectroscopy that is sensitive to the ordering of the alkyl
chains. “Tail anions” caused disordering of the monolayers, the effects conforming
to the Hofmeister series. The effect is based on the ability of the anion to penetrate
into the alkyl chain region of the monolayer, the highly hydrated “head anion” SO4

2−
having the least tendency to do so and the poorly hydrated SCN− having the largest
tendency. Leontidis et al. (2009) studied monolayers of dipalmitoyl phosphatidyl-
choline in the presence of sodium salts of a variety of anions. They measured the
surface pressure at the monolayer and fitted the results in terms of several models.
The ion partitioning (ion penetration) model pertains mainly to “tail anions” and
presumes that Na+ is excluded from the monolayer, whereas the anions partition
between it and the bulk solution. Their study yields attraction potentials Ui/kBT for
fitting the surface pressure, which are listed in Table 5.2 and characterize the anions.
Another model, emphasizing the dispersion forces is also able to fit the surface
pressures well. It involves the dispersion coefficient Bi, proportional to the static
excess polarizability of the ion in water (Sect. 4.4.1), as a fitting parameter, also
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listed in Table 5.2. Among univalent “head anions” F− was tested and no satisfactory
fitting with the above models of the slight increase in the surface pressure by NaF
could be achieved. However, a model that allows complexation of Na + with 3 lipid
molecules but excludes F− from the monolayer is able to fit the results. The allowance
for Na + binding modifies the Ui/kBT values, as is also shown in Table 5.2. The
partitioning of the anions can be interpreted in terms ofUi/kBT being the difference of
a quantity describing the cavity formation energy and a Born-type quantity depending
on transfer from a high permittivity medium (bulk water) to a low permittivity one
(the lipid layer). The former is proportional to the surface area of the hydrated ion,
the latter to the reciprocal of the size of the hydrated ion. A plot of Ui/kBT vs.
(ri + rW)2 − 0.029/(ri + rW) is in fact linear (SCN− and CH3CO2

− are outliers;
being non-spherical or non-globular the radius ri chosen for the plot being probably
wrong).

Lipid bilayers with neutral phopsphatidylcholine head groups show according
to Rydall and Macdonald effects on the conformation of the head groups in the
order NO3

− < I− < SCN− < ClO4
− (Rydall and Macdonald 1992). Molecular

dynamics simulations with a bilayer involving palmatoyloleoylphosphatidylcholine
(Sachs and Woolf 2003) showed similar effects, in that a big anion (BI, with
radius 0.249 nm) penetrated more deeply into the bilayer than Cl−, presumably
because of its lower hydration and its ability to accommodate to the hydropho-
bic environment in the interior of the bilayer. The thickness of multilayers of
two polyelectrolytes, poly(styrenesulfonate) and poly(diallyl-dimethylammonium)
with their respective counter-ions, was measured by ellipsometry and atomic
force microscopy, and was found to follow the Hofmeister series (Salomäki
et al. 2004). The thickness increases some fourfold on going from F− through
HCO2

−, BrO3
−, Cl−, ClO3

−, NO3
− to Br− (SCN−, ClO4

−, and I− precipitate
the polyelectrolyte).

The lowering of the lower consolute temperature of aqueous poly(N-2-propyl-
acrylamide) by a number of sodium salts follows roughly the Hofmeister series, from
CO3

2− through SO4
2−, S2O3

2−, H2PO4
−, F−, Cl−, ClO4

−, to Br−, but NO3
−, I−,

and SCN− raise this temperature slightly (Zhang et al. 2005). The mechanism of
the interactions of the anions with the polymer is said to involve polarization by the
anion of the water molecules hydrating the amide group, effects on the hydrophobic
hydration of the hydrophobic surfaces of the polymer, and direct association of the
anion with the amide nitrogen that has a partial positive charge. Only the second
effect is water-mediated, the first leading to salting out and the third to salting in.
No single parameter, such as the surface tension increment by or the entropy of
hydration of the anion, can explain the exact sequence noted, although the general
trends agree with these parameters. “Tail anions” are correlated fairly well with the
surface tension increment and “head anions” with the entropy of hydration.

As mentioned above, the exploration of the specific ion effects in bio-systems
started with the Hofmeister series dealing with the precipitation of proteins. Pro-
teins have surfaces that are roughly 1/3 hydrophobic and 2/3 hydrophilic, whereas
their interiors are only 1/3 hydrophilic, mostly associated with the peptide backbone.
However, proteins exhibit a rather narrow range of surface polarity and charge, and
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therefore do not allow a wide variation of these variables, which artificial colloids
do permit, as Schwierz et al. point out (Schwierz et al. 2010). The distinction be-
tween surface polarity (hydrophilic/hydrophobic balance) and net surface charge is
of crucial importance, since it is related to reversals of the Hofmeister series.

Negatively charged colloids that are rather hydrophobic show the direct Hofmeis-
ter series but this is reversed for positively charged hydrophobic colloids. The
opposite trends occur for very polar colloids. This has been demonstrated recently
by Peula-Garcia et al. (2010) who studied the critical coagulation concentration,
ccc, of various colloids in sodium salts with different anions. Hydrophobic col-
loids with positive surface charges showed the ccc order IO3

− > F− > Cl− >

Br− > NO3
− > I− > SCN− but negatively charged ones showed the reverse order:

IO3
− ≤ F− < Cl− < Br− < NO3

− < I− < SCN−. For hydrophilic colloids with
positive surface charges the respective orders of the ccc were: F− < IO3

− ∼ Cl− ∼
Br− ∼ NO3

− < I− < SCN−, whereas those with negative surface charges did
not show a clear ccc order of these ions. The interpretation of these results reverted
to considerations of the effects of both the surface and the anions on the structure
of the water, abandoned by other workers in recent years. The accumulation and
exclusion of anions at interfaces are said to originate from the entropy forced attrac-
tion between ions and surfaces when they have similar water arrangements and their
repulsion when the latter are dissimilar (Peula-Garcia et al. 2010).

Schwierz et al. (2010) provided a theoretical basis to the critical coagulation con-
centration of colloidal systems in the presence of anions and the resulting direct and
inverse Hofmeister series. They dealt only with the univalent monatomic anions, F−,
Cl− and I−, corresponding to the start, middle, and end of the series. The surface
tension increment �γ with respect to an uncharged surface is calculated as the sum
of two terms, the one arising from the ionic surface excess ΓI for zero surface charge
and the other arising from the surface charge σsurface, in e nm−2. For neutral surfaces
and also when σsurface = −0.1 the surface tension increment �γ increases in the
order I− < Cl− < F−, the direct Hofmeister sequence, at a hydrophobic surface, but
in the reverse order at a polar surface. The Debye-Hückel potentialΦDH is related to
the surface potential asΦDH =σ surface/εrε0κ , where κ is the Debye-Hückel screening
length, proportional to the square root of the concentration. When the surface charge
increases from − 0.08 through 0.03–0.10 the electrostatic forces expressed by the
Debye-Hückel potential change from 0 < |ΦDH(I−)| < |ΦDH(Cl−)| < |ΦDH(F−) | at
concentrations above 0.2 M to the opposite sequence through partially reversed se-
quences. It is the interplay of�γ withΦDH determined byσsurface that decides whether
the direct or the reverse Hofmeister sequence will be followed, the properties of both
the surface of the colloid and those of the anions being taken into account.

5.2.2 The Cation Series

Subsequent to Hofmeister’s original series that involved only anions it was realized
that the nature of the cations of the salts used for the denaturation of proteins also
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plays a role, though subordinate to the dominating role of the anions. A Hofmeister
series of cations was established for a given anion in the review by Cacace et al.
(1997):

(CH3)4N+ > (CH3)2NH2
+ > NH4

+ > K+

∼ Na+ > Cs+ > Li+ > Mg2+ > Ca2+ > Ba2+ (5.8)

It is generally agreed that Na+, being near the midpoint of the series, has a minimal
effect; therefore it is almost universally used to study the anions effects of salts. Since
also Cl−, in the middle of the anion series (5.6) has a minimal effect, it is usually
used to study the specific cation effects of a series of salts.

What is noteworthy about the series is that for the monatomic alkali metal cations
their order does not agree with their size or charge density or their lyotropic series
(Voet 1937b). This apparent disorder (note the position of Cs+) is not universal,
however, since cases where the lyotropic series is followed are also known. An
instance is the rate of the penetration of the alkali metal cations through leaf cuticles
that decreases in the order Cs+ ≥ Rb+ > K+ > Na+ > Li+, i.e., in the expected
order according to their surface charge densities. The cuticular pores were supposed
by McFarlane and Berry to be lined with a protein that has exposed positive sites
(McFarlane and Berry 1974). The critical micelle concentration (cmc) of sodium
dodecylsulphate increases in the reverse order by these cations (Maiti et al. 2009),
where Cs+ is at the expected position. The transition of a mixed surfactant (sodium
dodecylsulfate + dodecyltrimethylammonium bromide with an excess of the former)
from micelles to vesicles (Sect. 4.5) is also promoted in this sequence, explained by
counter-ion association depending on relative ease of ion dehydration (Renoncourt
et al. 2007).

The head groups of anionic surfactants, such as the dodecylsulfate mentioned
above, can be changed, and carboxylate, phosphate, sulphate, and sulfonate groups
have been investigated by Vlachy et al. (2009), noting that they become “softer” in
this order, tending to form ion pairs increasingly with alkali metal cations as these
are “softer” too as their size increases. That is, −CO2

− groups prefer association
with Li+ whereas −SO3

− groups prefer association with Cs+, not in agreement with
the position of Cs+ in the “classical” cation Hofmeister series.

The critical coagulation concentration of alkali metal nitrates on negatively
charged AgI sols also follows the lyotropic rather than the Hofmeister series:
LiNO3 > NaNO3 > KNO3 > RbNO3 > CsNO3 (Lyklema 2009).

Variants of the cation Hofmeister series (5.8) have been proposed, where the
position of, say, NH4

+ is shifted and guanidinium, C(NH2)3
+, is added, e.g.:

(CH3)4N+ > (CH3)2NH2
+ > K+ ∼ Na+ > Cs+

> Li+ > NH4
+ > Mg2+ > Ca2+ > C(NH2)3

+ (5.9)

The series is extended as Na+>Mg2+>Ba2+∼ >Ca2+>Mn2+>Ni2+ (Arakawa
and Timasheff 1984), where the order among the divalent cations is more difficult to
rationalize.
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Many other reversals in the order have been noted over the years. The swelling
of fibers was studied early in the 20th century with respect to the effects of salts,
here different cations, on it. Fischer and Moore (1907) established the sequence of
cations as dilute aqueous chlorides causing de-swelling of fibrin as: K+ < NH4

+ <
Na+ < Ca2 < Mg2+ ∼ Sr2+ < Ba2+. The seemingly “anomalous” position of
magnesium should be noted. Richter-Quittner (1921) quoted (as due to Fischer) the
series: Fe2+ > Cu2+ > Sr2+ > Ba2+ > Ca2+ > Mg2+ > NH4

+ > Na+ > K+ as
effective fibrin de-swelling agents, not coinciding with the previous one. Thermal
coagulation of plant protoplasma was found by Kahlo (1921) to proceed in the order
K+ ∼ NH4

+ > Na+ ∼ Li+ ∼ Ca2+ > Mg2+ ∼ Sr2+ ∼ Ba2+ (Richter-Quittner
1921). Another apparently disordered series: K+ > Rb+ > Cs+ > Na+ > Li+
was found by Carpenter and Lovelace for the influence of halide salts on the optical
rotation of gelatine (Carpenter and Lovelace 1935).

It was later demonstrated that such fiber swelling effects are due to the helix-
to-coil transitions of the collagen, increasing in the series (von Hippel and Wong
1964):

(CH3)4N+ < NH4
+ < Rb+ ∼ K+ ∼ Na+ ∼ Cs+ < Li+

< Mg2+ < Ca2+ < Ba2+ (5.10)

The helix-to-coil transition of DNA also increased similarly: (CH3)4N+ < K+ <
Na+ < Li+. The thermally induced cooperative unfolding of ribonuclease showed
a similar sequence: (CH3)4N+ ∼ NH4

+ ∼ K+ ∼ Na < Li+ < Ca2+, but also
(C2H5)4N+ < (C3H7)4N+ whereas for the collagen transition a much larger differ-
ence occurs (C2H5)4N+ << (C3H7)4N+. Von Hippel and Wong (1964) concluded
that the sequence in the series does not depend on the effects of the salts on the water
activity and that the specific biomolecule for which the series is established has little
influence on the sequence.

Nandi and Robinson (1972b) distinguished between the salting effects of ions on
the polar peptide group and on non-polar side chains of oligopeptides that can be
considered as protein analogs. Peptide groups are salted-in (Sect. 2.5.1) in increasing
order as: (CH3)4N+ < K+ ∼ Cs+ ∼ Li+ < Na+ < Ca2+, attributed to direct ion-
peptide association. Ethyl esters of N-acetylaminoacids (L-valine, L-leucine, and
L-phenylalanine) are salted-out in the order Cs+<K+ ∼ Na+ ∼ Li+ < Ca2+, as
expected from the charge density and the electrostriction. The observed salting-out
of proteins is therefore attributed to the salting out of the hydrophobic side groups.
Baldwin (1996) interpreted these results in terms of the surface tension increment
caused by the ions, hence in terms of the Gibbs energy of cavity formation for
accommodation of the hydrophobic groups in the aqueous environment.

The position of guanidinium, C(NH2)3
+ in the cation series for the thermally

induced cooperative unfolding of ribonuclease depends on the accompanying anion
according to von Hippel and Wong (1964). On the other hand, for the salting-in
of deoxygenated sickle haemoglobin its position between the alkali metal cations
and the alkaline earth ones in the series K+ ∼ Rb+ < Na+ ∼ Cs+ < Li+ <<
C(NH2)3

+ < Mg2+ < Ca2+ is independent of the anion (Poillon and Bertles 1979).
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The effects of divalent cations on bovine serum globulin in terms of salting-out
and stabilization of the native form and salting-in and denaturation was studied by
Arakawa and Timasheff (1984) in terms of the protein preferential hydration. This
increased in the order Mn2+ ∼ Ni2+ < Ca2+ ∼ Ba2+ < Mg2+ < Na+ leading to
increased salting-out and stability of the protein against denaturation. The binding
of the divalent salts to the protein overcomes the ion exclusion from the surface due
to competition for water of hydration.

Further confusion in the order of cations in the Hofmeister series concerning
the stability of a biomolecule (the enzyme halophilic malate dehydrogenase) arises
from the reversal of the order when the cations are examined at low (≤ 1 M) or at
high concentrations (Ebel et al. 1999). The order of efficiency of cations to maintain
the folded form of the protein at low concentrations is Ca2+ ∼ Mg2+ > Li+ ∼
NH4

+ ∼ Na+ > K+ > Rb+ > Cs+, reverting to Ca2+ < Mg2+ < Li+ <

Cs+ ∼ NH4
+ ∼ Na+ ∼ K+ at high concentrations. This reversal of the order is

due to the compensation between direct interactions of the cations with the abundant
acidic (carboxylate) groups at the surface of this particular protein, that absorbs a
large amount of salt in its folded (natural) form, 0.2 g salt per 1 g protein, and the
general electrostatic interactions prevailing at low salt concentrations. The unfolded
(denatured) form exposes more of the peptide backbone where the latter interactions
are the more important ones.

Still further confusion is seen in the various series listed by Zhao concerning
enzyme activities and stabilities (Zhao 2005). Some series indeed conform to the
Hofmeister series (5.8) but others show reversals, e.g., for prostatic specific antigen
and for Candida rugosa lipase. An attempt to explain why direct or reverse series are
obtained among Li+, Na+, and K+ with regard to double layer interactions between
two negatively charged oxide surfaces in terms of ion hydration, dispersion forces,
and ion sizes (Peula-Garcia et al. 2010) does not succeed, because it does not show
why silica surfaces differ from alumina ones.

A conclusion from these often observed deviations from the “classical” Hofmeister
series for cations is that specific ion interactions with specific sites of the biomolecules
must be taken into account in proposed mechanisms leading to such a series. A subtle
balance of several competing evenly matched interactions, such as dispersion forces,
polarization, hydration strength, ion size effects, and the impact on interfacial water
structure makes it hard to identify a universal law (Koelsch et al. 2007; Tobias and
Hemminger 2008). Therefore, the view promoted by Collins and co-workers over
the years till recently (Collins and Washabaugh 1985; Collins 1995, 1997; Collins
et al. 2007), based only on the alkali metal cations, namely that the ion hydration
strength, compared with water-water interaction strength, is the main driving force
for the cation effects cannot be valid.

On the other hand, the further view promoted by these authors concerning the
preferred interactions of weakly hydrated cations with weakly hydrated negatively
charged side groups of the biomolecules and of strongly hydrated cations with
strongly hydrated negatively charged groups, such as carboxylate and phosphate
ones, appears to be useful. If water-shared ion pairs are formed, then the inverse or-
der of Li+, Na+ and K+ with respect to Cl− (weakly hydrated) and RCO2

− (strongly
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hydrated), seen in computer simulations, can be explained, with relevance to the
carboxylate side groups of proteins (Hess and Van der Vegt 2009). The tendency of
counter-ions to form ion pairs with the head groups of micelle forming surfactants
can therefore be invoked to explain the reversal of the alkali metal cation series with
respect to magnitudes of the cmcs of dodecyl sulphate and dodecanoate micelles
(Moreira and Firoozaqbadi 2010). The electrical double layer at the surface of neg-
atively charged biomolecules or colloids must accommodate the counter-ions, and
these are preferred according to their charge densities but also according to the sizes
of their hydrated species. This may be a cause for the reversal of Cs+ and Li+ often
observed (Koelsch et al. 2007).

The (water) accessible surface area (ASA) of a biomolecule or a small molecule
analogue is an important attribute of such species according to Pegram and Record
(2008), being measured with a probe of the size of a water molecule. (Compare the
ITIM method for the surface of solutions, Sect. 4.1). The relative ability of ions to
penetrate this hydrated surface is then said to yield the ion series for protein unfold-
ing, depending on the change in ASA and the balance of hydrophilic (peptide) and
hydrophobic groups occurring in such a process. This balance between hydrophilic
and hydrophobic characters of surfaces in non biomolecules but other colloidal sys-
tems was in fact shown to determine whether the direct or reverse series is observed
(Lopez-Leon et al. 2008).

5.2.3 Interpretation of the Hofmeister Series

For an ion to be found at a particular position in the Hofmeister series, a delicate
balance between several kinds of interactions needs to be considered, as arises from
all the above phenomena taken together. This balance depends to a large extent on
the surface of the specific biomolecule or other colloid with which the ion interacts.
The hydrophilic-hydrophobic balance of this surface, the sign of the charge on it, if
any, and the existence of strongly ion binding groups at this surface, related to direct
interaction of the ion with sites there, are as important as are general electrostatic
and ion-water interactions that are independent of the surface of any given substrate.

Kunz et al. (2004) showed that correlations of the anion Hofmeister series with
any one parameter of the anion, including ion polarizability, lyotropic number,
Setchenow salting coefficient, and the surface tension decrement, are not successful,
in that some ions are always outliers. Inclusion of the anion polarizability, impor-
tant for “tail anions”, does not help correlations when “head anions” are considered.
A similar conclusion was presented by Abezgauz et al. (2010): “lyotropic number,
anion size and shape, polarizability, and hydration energy all play a role in the inter-
action” regarding cetylpyridinium chloride micellization and micellar growth. The
conclusion from the studies shown above is that although water-mediation proba-
bly plays a role in positioning anions in the series, whether direct or reverse, direct
interactions with the surface of the solute dominate. The ease of desolvation of the
anions is thus also a parameter that has to be taken into account. For a given col-
loidal or biomolecular surface a multidimensional correlation with several parameters
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Table 5.3 Anion parameters that might be relevant to their ordering in the Hofmeister series, some of
the values are taken from Table 2.2, others from (Marcus 1997). The anions are arranged arbitrarily
according to their molar refractions, RDI

Anion RDI rI (Nm) −�hydHI NlyoI BηI d�γ /dcI

(cm3 mol−1) (kJ mol−1) (dm3 mol−1) (mN m−1

mol−1 dm3)

F− 2.21 0.133 510 4.8 0.127 1.10
OH− 4.65 0.133 520 5.8 0.12 1.35
Cl− 8.63 0.181 367 10.0 − 0.005 1.20
NO2

− 8.7 0.192 412 10.1 − 0.024
HCO2

− 9.43 0.204 432 0.052 0.15
NO3

− 10.43 0.200 312 11.6 − 0.045 0.45
CO3

2− 11.45 0.178 1397 0.278 0.95
ClO3

− 12.1 0.200 299 10.65 − 0.024 0.00
Br− 12.24 0.196 336 11.3 − 0.033 0.95
ClO4

− 12.77 0.240 246 11.8 − 0.060 − 0.50
SO4

2− 13.79 0.230 1035 2.0 0.206 1.15
CH3CO2

− 13.87 0.232 425 0.236 0.05
H2PO4

− 14.6 0.200 522 8.2 0.34 1.25
PO4

3− 15.1 0.238 2879 3.2 0.59 2.00
BrO3

− 15.2 0.191 376 9.55 0.007
SCN− 17 0.213 311 13.25 − 0.032a 0.20
IO3

− 18.85 0.181 450 6.25 0.138
I− 18.95 0.220 291 12.5 0.007 0.35
S2O3

2− 23.2 0.250 1.45
a From (Marcus 2012b).

(Table 5.3) appears to be called for, but when other surfaces are involved, the weights
of the parameters will change, because of the varying properties of these surfaces.
The parameters in Table 5.3 are not orthogonal to each other but they correlate only
poorly with each other.

It is furthermore concluded that whereas the anion Hofmeister series is generally
well established, with only few reversals that can be explained ad-hoc, this is not the
case regarding the cation Hofmeister series. There are in general no “head cations”
established in a series such as (5.8), erroneously termed chaotropic, nor general “tail
cations”, erroneously termed cosmotropic, but for each surface the hydrophilic and
hydrophobic character or balance between these properties is responsible for the
order of cations interacting directly with sites at the surface, in addition to the ion
properties mentioned above, see Table 5.4 for the latter.

5.3 Some Further Comments on Aqueous Ions
in Biophysics

The binding of counter-ions to polyions derived from polyelectrolytes is relevant to
the biophysics of proteins, nucleic acids, and similar biomolecules. This is discussed
in Sect. 2.7.2. Here some other aspects of aqueous ions of importance in the present
context are dealt with.
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Table 5.4 Cation parameters that might be relevant to their ordering in the Hofmeister series,
some of the values are taken from Table 2.2, others from (Marcus 1997). The cations are arranged
arbitrarily according to their surface charges, zI/4πrI2

Cation ri (Nm) −�hydHi RDi NlyoI BηI d�γ /dcI

(kJ mol−1) (cm3 mol−1) (dm3 mol−1) (mN m−1

mol−1 dm3)

(C2H5)4N+ 0.337 206 43 0.385
(CH3)4N+ 0.280 218 22.9 0.123 − 0.40
GuH+a 0.20 602 11.21 0.058 − 0.26
Cs+ 0.170 283 6.89 60.0 − 0.047 0.50
Rb+ 0.149 308 4.1 69.5 − 0.033 0.65
NH4

+ 0.148 329 4.7 − 0.008 0.40
K+ 0.138 334 2.71 75.0 − 0.009 0.80
Na+ 0.102 416 0.65 100.0 0.085 0.90
Ba2+ 0.136 1332 5.17 7.5 0.229 0.50
Sr2+ 0.113 1470 2.65 9.0 0.272 1.20
Ca2+ 0.100 1602 1.59 10.0 0.298 1.50
Li+ 0.069 531 0.08 105.2 0.146 0.65
Mn2+ 0.083 1874 2.2 0.39 0.75
Ni2+ 0.072 2119 1.6 0.375 1.10
Mg2+ 0.072 1949 −0.7 0.385 1.65
a See Table 5.5.

5.3.1 The Guanidinium Ion

The guanidinium cation C(NH2)3
+ and its salts feature strongly in discussions of

the stability and denaturation of proteins and other biomolecules. However, there is
only scant information in the literature concerning their physicochemical properties
and whatever is available is widely scattered, but see the recent review by Marcus
(2012a). This applies to the ions and salts themselves and to their aqueous solutions,
in which their physiological effects are manifested. It is, therefore, appropriate here
to gather together the more important data that may be of use in the appreciation
of the observed effects and compare them with values for other cations listed in
Table 5.4, all the values being for 25 ◦C.

Guanidinium cations, in short GuH+, are planar trigonal and of high symmetry,
D3h. The size of this cation can be estimated from its structure in chloride solution
that has been reported by Mason et al. (2004). In the plane of the ion, with a Cl−
anion hydrogen bonded to two nitrogen atoms, the minimal distance C–Cl is 0.37 nm,
but when a Cl− anion is hydrogen bonded to a single nitrogen atom, having twice
the statistical probability, the minimal distance is 0.41 nm. Since the radius of Cl−
is 0.18 nm, that of guanidinium (in the plane) is between 0.19 and 0.23 nm. The
stacking of GuH+ ions leads to a C–C distance of 0.40 nm, so the axial radius of
GuH+ (perpendicular to the plane) is 0.20 nm.

The mean radius of the ellipsoid of revolution of GuH+, taken as the ionic radius
for comparison with other ions, is then rI = [(0.67×0.23 + 0.33×0.19)2×0.20]1/3 =
0.21 ± 0.02 nm. However, the non-spherical shape of GuH+ must be kept in mind,
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Table 5.5 Properties of guanidinium ions at 298.15 K and 100 kPa possibly relevant to their
biophysical effects. (Marcus 2012a)

Property Symbol and units Value

Properties pertaining to isolated (gaseous) ions
Molar enthalpy of formation �fH

◦/kJ mol−1 462 ± 3
Molar enthalpy increment (H ◦–H0

◦)/kJ mol−1 14.22
Molar constant pressure heat capacity CP

◦/J K−1 mol−1 77.89
Molar entropy S◦/kJ mol−1 264.54
Molar Gibbs energy function −(G◦–H0

◦)/T/ J K1 mol−1 216.94

Properties derived for ions in aqueous solutions
Ionic radius r/nm 0.21 ± 0.02
Surface charge density σ /C m−2 0.286
Polarizability α/m3 4.44 × 10−30

Standard molar enthalpy of formation �f H∞/kJ mol−1 − 140 ± 7
Standard molar entropy S∞/J K−1 mol−1 201 ± 7
Standard molar heat capacity CP

∞/J K−1 mol−1 103 ± 14
Standard molar volume V∞/cm3 mol−1 46.3 ± 3.3
Standard molar electrostriction volume �electrV∞ ∼ 0
Standard molar refraction R∞

D /cm3 mol−1 11.21
Limiting molar conductivity λ∞/S cm2 mol−1 ∼ 39.6
Limiting self-diffusion coefficient D∞/m2 s−1 1.06 × 10−9

Molar viscosity B-coefficient Bη/dm3 mol−1 0.058 ± 0.006
Molar dielectric decrement (chloride salt) dεr /dc/dm3 mol−1 − 10.0
Molar surface tension decrement dγ /dc/dm3 mol−1 0.04 ± 0.16

Values derived from a combination of the data for the gaseous and aqueous ions
Standard molar enthalpy of hydration �hydrH∞/kJ mol−1 − 602 ± 8
Standard molar entropy of hydration �hydrS∞/J K−1 mol−1 − 63.7
Standard molar structural entropy �structS∞ = J K−1 mol−1 83

and other species may approach it to a somewhat closer distance than this radius
indicates. GuH+ is, thus, intermediate in size between Cs+ and (CH3)4N+.

A thermodynamic datum that could be of interest for comparison with data for
other cations is the enthalpy of hydration of the guanidinium cation,�hydrH

◦(GuH+).
For its calculation are needed the enthalpy of formation of the gaseous cation,
�fH

◦(GuH+,g) and that of the aqueous one, �fH
◦(GuH+,aq). For obtaining the

former, its formation from guanidine by protonation in the gas phase:

(H2N)2C = NH(g) + H+(g) → C(NH2)3
+(g) (5.11)

is required. Such a calculation, based on literature values of the required quanti-
ties, has recently been made by the present author (Marcus 2012a). It involves the
energy change for reaction (5.11) calculated theoretically (Schott 1984; Fülscher
and Mehler 1991), and, converted to the enthalpy, the result is �rH

◦(5.11) ≈
−1106 ± 3 kJ mol−1. The enthalpy of formation of guanidine in its standard state
(crystalline) is�fH

◦(Gu,c) = −56.1 kJ mol−1 (Kirpichev et al. 1968; Wagman et al.
1982) and its enthalpy of sublimation is �subl(Gu,c) ≈ 87.9 kJ mol−1 (Joshi
1982), yielding the enthalpy of formation of gaseous guanidine, �fH

◦(Gu, g) =
31.8 kJ mol−1. With �fH

◦(H+,g) = 1536.2 kJ mol−1 (Wagman et al. 1982) the re-



5.3 Some Further Comments on Aqueous Ions in Biophysics 191

sulting enthalpy of formation of the gaseous cation is �fH
◦(GuH+, g) = 31.8 +

1536.2 − 1106 = 462 ± 3 kJ mol−1.
The enthalpy of formation of the standard aqueous cation �fH

◦(GuH+,aq) =
−139.1 ± 0.7 was estimated by Kon’kova et al. (2009). This is in agreement with
values calculated (Marcus 2012a) from the enthalpies of formation of the nitrate
and chloride salts, their enthalpies of solution, and the standard molar enthalpy of
formation of the individual aqueous nitrate and chloride anions, based on the value
assigned to the hydrogen ion of −1103 ± 7 kJ mol−1 (Marcus 1997). The mean value
from these two salts is �fH

◦(GuH+,aq) −140 ±7 kJ mol−1.
Finally, the standard molar enthalpy of hydration of the guanidinium cation

is �hydrH
◦(GuH+) =�fH

◦(GuH+,aq) −�fH
◦(GuH+,g) = −140−462 = −602 ±

8 kJ mol−1.
The molar refraction of guanidinium is obtained from the density and refractive

index data of Hunger et al. (2010) on aqueous GuHCl:

RD = 1000
(
nD

2 − 1
)
/
(
nD

2 + 2
) − (1000ρ −ME) ρW

−1
(
nDW

2 − 1
)
/
(
nDW

2 + 2
)

(5.12)

The density ρ is in g cm−3, the refractive index nD pertains to the Na line at 589 nm,
and ME is the molar mass of the salt in g mol−1. Extrapolated to infinite dilution
the result is RD

∞(GuHCl) = 19.84 cm3 mol−1. Taking the molar refraction of
Cl− from Table 5.3, RD

∞(Cl−) = 8.63 cm3 mol−1, the remainder is RD
∞(GuH+) =

11.21 cm3 mol−1. It is assumed thatRD
∞ may be substituted for the infinite frequency

molar refraction,R∞, for the purpose of obtaining the polarizability of GuH+, which
is: α = (3/4πNA)RD

∞ = 4.44 × 10−30 m3. This is, again, intermediate between
the values for Cs+ and (CH3)4N+.

The viscosity of aqueous guanidinium salts was measured by Kumar (2001a),
yielding the values of the viscosity B-coefficients, Bη/dm3 mol−1 according to Eq.
(2.41) as 0.047 for GuHCl, 0.022 for GuHBr, 0.006 for GuHClO4, and 0.325
for (GuH)2SO4. These are the limiting slopes of (η/ηW − 1)/c1/2 against c1/2, and
as they pertain to infinite dilution they are additive in the values for the con-
stituent ions. Subtraction of the anion values Bη(Cl−) = −0.005, Bη(Br−) =
−0.033, and Bη(ClO4

−) = −0.060, and Bη(SO4
2−) = 0.206 yields the average

Bη(GuH+) = 0.058 ± 0.006 dm3 mol−1. The data presented for guanidinium acetate
are not consistent with those of the other four salts. The mean value for Bη(GuH+)
makes guanidinium a mildly structure-making (kosmotropic) cation, somewhat less
than Na+. Other criteria of water structural effects (Chap. 3) regard GuH+ as well
as Na+ as borderline cases, being neither pronounced structure makers nor breakers
(Cappa et al. 2006).

The information regarding the molar surface tension increment, dγ / dc is much
less satisfactory, because it does not yield a constant increment for the GuH+ cation.
The molality based data of Kumar (2001a) were converted to the molarity base
by means of the density data provided there to yield (dγ / dc)/(mN m−1 mol−1

dm3) = 0.75 for GuHCl, 0.69 for GuHBr, and 1.00 for (GuH)2SO4, assigned large
uncertainties, about ±0.20 units, by Pegram and Record (2007). Subtraction of the
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“improved” anion values from Table 4.5, yields the values for GuH+ of −0.15,
0.04, and 0.23 mN m−1 mol−1 dm3 from these three salts. An overall mean value
of 0.04 ± 20 should best describe the value for the guanidinium cation. The values
provided by Kumar (2001a) for the acetate and perchlorate salts yield sizable pos-
itive values for the GuH+ cation, that are not compatible with that calculated from
the chloride, bromide, and sulfate salts, for no apparent reason. According to this
criterion GuH+ is neither a structure-breaking nor a structure-making cation.

Some other data of interest are the standard molar volumes of the salts,
VE

∞/cm3 mol−1, reported by Kumar (2001b): GuHCl 69.9, GuHBr 79.8, GuHClO4

92.3. These values yield after subtraction of the anion values (Marcus 1997) the av-
erage V∞

i (GuH+) = 46.3 ± 3.3 cm3 mol−1. However, the reported (Kumar 2001b)
values of VE

∞ for the acetate and sulphate do not yield reasonable values for the
cation. The specific conductance κ of aqueous GuHCl and (GuH)2CO3 was reported
by Hunger et al. (2010), and for the former salt Λ = κ/c extrapolates vs. c1/2 to
Λ∞ = 116.0 S cm2 mol−1 (ignoring electrophoretic and ion atmosphere relaxation
terms). On deduction of λ∞(Cl−) = 76.4 S cm2 mol−1 (Marcus 1997), the limiting
ionic conductance value λ∞(CuH+) = 39.6 S cm2 mol−1 results.

The properties of the guanidinium cation described above as well as some others
are summarized in Table 5.5 (Marcus 2012a). In conclusion, although GuH+ has
a large negative enthalpy of hydration, the water molecules are very labile (Ma-
son et al. 2004), and in view of its viscosity Bη coefficient and its surface tension
increment dγ /dc it is a border-line cation between structure-making (kosmotropic)
and structure-breaking (chaotropic) cations. The lability of its hydration shell and
border-line position with regard to the structure of water should put GuH+ near “head
cations” such as NH4

+ and K+ in the Hofmeister series. On the other hand, it is a
strong denaturant of proteins and should be placed near “tail cations” in this series
(Kunz 2010b). This dual nature of GuH+ is still baffling researchers.

5.3.2 Some Aspects of Protein Hydration

The hydration of proteins is widely described and discussed in the literature, but in
this book, devoted to ions in water, only very limited aspects of this topic can be
touched upon.

Native proteins in aqueous solutions, being in their folded form, consist of a mainly
hydrophobic core that is little exposed to the solvent and a mainly hydrophilic pe-
riphery that borders on the solvent. The quantity that is relevant for the latter is the
solvent accessible surface area (SASA), obtained by rolling a spherical probe having
the diameter of a solvent molecule (water, 0.28 nm) on the surface of the protein
according to Sanner et al. (1996). In a study by Saito et al. (2010) of five repre-
sentative globular proteins (bovine pancreatic trypsin inhibitor, bovine pancreatic
ribonuclease, hen egg-white lysozyme, bovine milk β-lactoglobulin A, and bovine
pancreatic α-chymotrypsinogen A) the fraction of hydrophilic SASA ranged from 69
to 83 %, of which a portion was ionic, comprising from 27–50 % of the SASA. The
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term ‘ionic’ was not clearly defined, but appears to pertain to the carboxylate and
ammonium groups of the amino acid side chains. When these are ionized at appro-
priate pH values, then the protein surface has a considerable amount of electrical
charges that interact with the hydrating water.

On the other hand, the protein surface is rough, having concave and convex re-
gions, and the water molecules in such different geometrical environments must
be subject to different forces as argued by Gerstein and Chothia (1996), who cal-
culated the packing at the protein-water interface. For the 22 proteins studied the
average number of surface atoms of was 420, of which 47 % were hydrated, i.e., in
contact with water molecules. (There are also some 29 % of the total water hydrat-
ing molecules buried inside the core of the protein. These are strongly compressed,
their molecular volume being 0.0229 nm3, not much above the van der Waals vol-
ume of 0.0206 nm3). The peripheral hydrating water molecules were calculated to
have a molecular volume of 0.0245 nm3, that is, compressed by 22 % with respect
to the molar volume of bulk water per molecule, Vw

∗/NA = 0.0300 nm at room
temperature.

The compression of the water of hydration of proteins was studied experimen-
tally by Svergun et al. (1998), using x-ray and neutron scattering. Three proteins
(lysozyme, E. Coli thioredoxin reductase, and E. Coli ribonucleotide reductase pro-
tein R1) in aqueous solution were subjected to the scattering experiments. The known
crystallographic structures of these proteins facilitated the interpretation of the re-
sults, and it was found that the density of the water of the first hydration shell
differs from that of bulk water. The averages relative densities from x-ray and neu-
tron diffraction (in H2O and in D2O solutions) were 1.08 ± 0.02, 1.16 ± 0.05, and
1.12 ± 0.06 for the three named proteins, respectively. These experimental values
are smaller than those calculated from the packing (Gerstein and Chothia 1996), but
still appreciable.

Perkins (2001) discussed x-ray and neutron diffraction from the hydration shell of
proteins, but did not refer to the experimental results of Svergun et al. (1998). Instead
he used the estimate of 0.0245 nm3 for a water molecule in the hydration shell by
Gerstein and Chothia (1996) to explain the apparent different partial molar volume
measured densitometrically for proteins in solution with the values calculated from
their amino acid contents.

The source of the higher density of the water of hydration was then discussed
by Merzel and Smith (2002) who computed by molecular dynamics simulation the
small angle scattering profiles of the Svergun et al. experiments. They concluded
that the variation in this density is determined by both topological and electrostatic
properties of the protein surface. The simulation provided a measure for the surface
roughness, h("), ranging from −0.6 nm for depressions (concave regions, grooves)
to +0.4 nm for ridges (convex regions) with respect to a perfectly flat and smooth
surface. In the 0.3 nm thick hydration shell, the density of the water increased by
up to 7 ± 2 % in the depressions but by only 2 ± 2 % at the ridges. Furthermore,
where the electric field perpendicular to the surface was negative, corresponding to
a surface charge density of 0.05 to 3.0 e nm−2 (1 e nm−2 = 16 C m−2) the density
was enhanced by up to 10 ± 3 %. The topological effect was explained by a water
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molecule in a depression being less exposed to randomizing, disorienting effects of
neighboring water molecules and being in closer contact with the protein surface,
than water molecules at ridges.

Danielewicz-Ferchmin et al. (2003) took up the electrostatic explanation of the
density enhancement of the water in the hydration shell, maintaining that the com-
pression is due to the electrostriction of the water produced by the huge electric fields
generated by the ions at the protein surface. The field E = σ /ε0εr(σ ), is of the order
of GV m−1, and the relative permittivity in the hydration shell εr(σ ) depends on
the charge density σ at the surface between the protein and this shell, being lower,
down to much lower, than the bulk value. There being no way to determine inde-
pendently the surface charge density σ, this was done by reversing the calculation
of the resulting electrostriction. That is, the compression of the water deduced from
the experimental x-ray and neutron scattering data (Svergun et al. 1998), yielded the
values of σ required to produce this compression according to methods established
for aqueous solutions of small ions (Danielewicz-Ferchmin et al. 1998). Up to sur-
face charge densities of 0.24 C m−2 there is no appreciable density enhancement,
but beyond this value and up to 0.41 C m−2 (where compression down to the van
der Waals volume of the water molecules occurs) the surface densities are to a good
approximation:

σ/C m−2 = −3.82 + 9.15(ρ/ρW) − 6.83(ρ/ρW)2 + 1.74(ρ/ρW)3 (5.13)

where (ρ/ρW) is the hydration water density relative to that of bulk water. Thus,
if the total compression of the water is due to electrostriction, the charge densities
σ / C m−2 at the surfaces of the three proteins studied by Svergun et al. (1998) are
0.294 ± 0.010, 0.326 ± 0.018, and 0.309 ± 0.025, respectively. These values of σ are
within the range estimated by Merzel and Smith (2002), but there are no experimental
values for comparison. If a part of the compression is due to the topological effect
proposed by these authors, the resulting values of σ would be appreciably smaller.
Still, a sizable fraction of the SASA is ionic (Saito et al. 2010), so that appreciable
charges should occur at the protein surface to produce large electrostriction.

The molar volume of the water VW at 298.15 K adjacent to the surface layer
of the protein stays at 18.07 cm−3 mol−1 up to σ = 0.24 C m−2 but decreases to
16.57 cm−3 mol−1 at σ = 0.3 C m−2, to 12.71 cm−3 mol−1 at σ = 0.4 C m−2

(Danielewicz-Ferchmin et al. 2003). Apparently, even smaller values are reached at
larger charge densities, smaller than the van der Waals volume of 12.4 cm3 mol−1,
an unlikely result. The density values reported for the surface layer of water of
several proteins, such as chicken ovalbumin lysozyme (ranging from 1.08 to 1.22 g
cm−3) (Svergun et al. 1998) agreed with the values calculated from the surface
charge densities and the corresponding electric fields (ranging from 2.34 to 5.69 GV
m−1) and permittivities. The permittivity of water, εW

∗, is drastically reduced by high
electric fields (∼1 GV m−1): from 82 (at 20 ◦C) at zero charge density to 79 atσ = 0.1
C m−2, to 63 at 0.2 C m−2, to 11 at 0.3 C m−2, and to 4 at 0.4 C m−2 (Danielewicz-
Ferchmin et al. 2003). This compacting of the water in the layer near a protein
molecule also accounts for the non-freezing of this water when the temperature is



5.3 Some Further Comments on Aqueous Ions in Biophysics 195

reduced below 0 ◦C, ascribable according to Sancho et al. to the electrostriction
pressures generated by the charges (Sect. 2.2), ranging from 0.1–0.6 GPa (Sancho
et al. 1995 ).

In a subsequent paper Danielewicz-Ferchmin et al. (2006) related the temperature
and pressure dependence of native-to-denatured transition of proteins to local values
of the charge density at the surface of the protein. They argued that water in the hy-
dration shell, exchanging with bulk water, is at equilibrium with the latter, hence the
work of orienting the molecular dipoles in the two environments, in the field of the
surface charges and outside it, is equal. They set up an equation of state explicit in the
electrostrictive pressure and the charge density and calculated temperature-pressure
crossover points for the native-to-denatured transition dependence for six proteins
(ribonuclease, human interferon γ, chymotrypsinogen, lysozyme, staphinococal nu-
clease, and ribonuclease A). Such crossover points occur over a narrow width of
surface charges in the range 0.289–0.306 C m−2 for these six proteins. At these
values of σ the energy of dipole orientation is commensurate with the energy for
breaking a hydrogen bond between water molecules.

The dynamics of the water molecules in the hydration shells of proteins has also
been the subject of much research. Modig et al. (2004) used the magnetic relaxation
dispersion technique for the cyclic peptide oxytocin and the globular protein bovine
pancreatic trypsin inhibitor (BPTI). The average rotational retardation factor of hy-
dration shell water is in the range of 4–6, but this is an average over hundreds of
water molecules. A few molecules located in depressions of the protein surface that
are much more strongly retarded could produce these average values. The surface to-
pography is, thus, of importance in controlling the hydration structure and dynamics.
More direct information came from teraherz spectroscopy, applied by Ebbinghaus
et al. (2007). Hydrogen bond lifetimes larger than those in bulk water (1.6 ps) were
detected up to a distance of 0.6 nm from the protein surface (a synthetic five helix
bundle λ*6−85), ranging up to 2.4 ps at 0.2 nm distance.

Priya et al. (2008) attempted to specify sites on the surfaces of proteins (lysozyme
and staphilococal nuclease) where the water binding is particularly strong. However,
they appear to have used unrealistically large densities of the water (>7 times the
bulk density) as their criterion, to which water molecules cannot be compressed by
any conceivable pressure, even not that generated by the huge electrostrictive fields.
However, then the criterion was changed to:

η = 3.4 + ln[τ1/(τ1 + τ0)] (5.14)

where τ1 is the average time a site is occupied by a water molecule and τ0 the
average time it is vacant. The criterion of η > 2 for strong binding does make
sense, corresponding to ∼25 % of the time occupancy of the site. Of the two proteins
studied, the former has 150 sites of high occupancy and the other 242 such sites, 15 %
and 10 % of which are with kinetically bound water (η > 2.7). Such sites appear
to be the depressions in the rough topology of the protein surface, but according to
Danielewicz-Ferchmin et al. (2006) could be at ionized amino acid side chains. Nucci
et al. (2011) used NMR spectroscopy to study a protein (ubiquitin) encapsulated in
a reversed micelle in a low viscosity solvent (to retard protein tumbling), thereby
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being able to map regions at the protein surface where the water molecules cluster
into slow, intermediate, and rapid average dynamics. Armstrong et al. (2011) used
dynamic nuclear polarization of water and electron paramagnetic resonance to study
the site-specific hydration dynamics by nitroxide, labelling the sites in apomyoglobin.
Some surface sites of the native protein, identified by their amino acid sequences
E41R1 and V66R1, show relatively fast hydration dynamics, only 2–4 times slower
than bulk water. Other sites, F138R1 and M131R1 display water dynamics some
9–20 times slower than bulk water, deemed to indicate a ‘dry’ interior of the protein.
For the unfolded protein all the sites display fast water dynamics.

This partial review of protein hydration shows that the water of hydration of
protein surfaces is exposed to a heterogeneous assembly of sites: some highly ionic,
some in concave depressions, and some at convex ridges. These contribute to the
compression of the water, the orientation of the molecules, and the dynamics of their
exchange and rotation. However, it is still not clear how important is each of these
effects and at what specific sites of the protein surface do they take place.

5.3.3 Some Aspects of K+/Na+ Selectivity in Ion Channels

Sodium and potassium ions play key roles in several physiological processes, in-
cluding homeostasis of blood and body fluids, cardiac, skeletal, and smooth muscle
contraction, taste and pain sensation, hormone secretion, and signal transduction
(Dudev and Lim 2010). Fenton (1977) described the transport of these ions by
ionophores: biological, such as nonactin, and synthetic, such as crown ethers and
cryptands, listing some requirements for the selective recognition of these ions by
ligands that play their role in ion channels. Most of the very numerous studies of
ion channels emphasize the structure of the pores in the protein membrane that hosts
these channels. The charges on the walls of ion channels and the ions passing through
them cause electrostriction of the water (see Sect. 2.7.3), as discussed by several au-
thors (Sancho et al. 1995; Duca and Jordan 1997; Danielewicz-Ferchmin et al. 2006).
In this book, devoted to ions in water, only the relevant properties of sodium and
potassium ions are discussed that may lead to their preferences in the appropriate
channels.

Relevant properties of the sodium and potassium ions, gleaned from Chap. 2
and elsewhere (Marcus 1997) are shown in Table 5.6. The bare potassium ion is
larger than the sodium one and is more polarizable, as their crystal ion radii rI
(valid also in solutions) and molar refractivity RDI show. However, the K+ cations
move faster in aqueous solutions as their mobilities uI and diffusion coefficients
DI show, the K+ ions having a smaller Stokes radius, rISt. The K+ cations carry
along when moving less of their hydration shells that are more loosely bound, the
residence times of water molecules near K+ being about one half that near Na+.
Also, the hydration number hI of K+ is smaller than that of Na+, as derived from the
compressibility of the solutions as well as other measures. Such numbers are smaller
than the coordination numbers CN in solution, which are governed only by the sizes
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Table 5.6 Properties of sodium and potassium ions relevant to their recognition in ion channels

Quantitity Na+ K+

Crystal ionic radius, rI/nm 0.102 0.138
Molar refraction, RDI/cm3 mol−1 0.65 2.71
Softness parameter, σ+I −0.60 −0.53
Lewis acidity (Kamlet-Taft), α 0.89 0.85
Coordination number of aqueous ion, CN 6.0 6.3–7.8
Hydration number from compressibility, hI 3.3 2.3
Water residence time near ion, τWresI/ps 9.9 4.8
Self-diffusion coefficient, DI

∞/10−9 m2 s−1 1.33 1.96
Ion mobility, uI

∞/cm2 s−1 V−1 51.8 76.0
Stokes radius, rISt /nm 0.184 0.125
Hydrated radius (Sect. 2.3.1), (ri +�ri)/nm 0.218 0.213
Viscosity B-coefficient, BηI/mol−1 dm3 0.085 −0.009
Structural entropy, �SStrI/J K−1 mol−1 −11 45
Standard partial molar volume, VI

∞/cm3 mol−1 −6.7 3.5
Molar electrostriction volume, �VI elec

∞/cm3 mol−1 −8.6 −5.9
Setchenow salting coefficient for benzene, kI/mol−1 dm3 0.137 0.108
Molar Gibbs energy of hydration, �hydrGI

∞/kJ mol−1 −383 −312
Molar enthalpy of hydration, �hydrHI

∞/kJ mol−1 −416 −334
Molar entropy of hydration, �hydrSI

∞/J K−1 mol−1 −111 −74
Molar surface tension increment, dγ/ dcI/mN m−1 mol−1 dm3 1.20 1.10

of the bare ions and the geometrical packing of water molecules around them. Some
other quantities do not appreciably distinguishing between Na+ and K+ cations: both
are ‘hard’ ions (σ+ ≤ 0) with nearly the same Lewis acidity (Kamlet-Taft α) and
they increase the surface tension of water (dγ /dcI) similarly. On the other hand,
other quantities are appreciably different for these two cations: the thermodynamic
quantities of hydration, �hydrGI

∞ and �hydrH
∞
I , show Na+ to be more strongly

(energetically) hydrated than K+ by some 24 % and Na+ ions cause considerably
more electrostriction, �VI elec

∞, of their hydration shells than K+ ions. Hence, Na+
ions are more effective salting out agents than K+ ions, e.g., the Setchenow kI for
benzene. More striking are the opposite signs of the standard partial molar volumes,
that of Na+ being negative, the electrostriction caused by it being larger than its
intrinsic volume, whereas the opposite holds for K+, having a positive partial molar
volume. Opposite signs pertain also to the effects of these cations on the structure
of water: the viscosity B-coefficient, BηI, and the (water-) structural entropy,�SStrI.
Potassium ions are considered to be water structure breaking (chaotropic), though
only mildly, whereas sodium ions are water structure makers (kosmotropic), though
only moderately, and by some criteria they are borderline cases, neither structure
makers nor breakers.

The question arises now, that given these properties of sodium and potassium
ions, how do ion channels recognise them, distinguish between them, and let the
one or the other pass through them with high selectivity, as required for their proper
physiological functioning.

Before answering this question a digression to the behaviour of the two cations
towards small molecules, ionophores, that are able to carry them selectively from one
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medium to another across lipid membranes, should be explored. The ionophores can
be natural, such as nonactin and monensin, or synthetic crown ethers and cryptands.
In the case of the crown ether 18C6, c-hexaethyleneoxide, with six donor oxygen
atoms, the radius of the cavity is 0.130–0.143 nm (Arnaud-Neu et al. 2003), so
that Na+ ions would ‘rattle’ inside the cavity, if it were rigid, whereas K+ ions
sit snugly within. This difference is manifested by the equilibrium constants for
complexation in aqueous solutions, logKcomp being < 0.3 and 2.05 for these two
ions according to Frensdorff (1971). The difference in the enthalpies of the reaction,
14 kJ mol in favour of K+ (Arnaud-Neu et al. 2003), compensates only partially
for the difference in the enthalpies of hydration, 82 kJ mol−1, signifying that only a
part of the water of hydration is lost on complexation, water molecules still hydrate
the ions perpendicularly to the plane of the crown ether. The crown ether 18C6 is
flexible, but a more rigid ligand, dibenzo-18C6 shows less discrimination between
the two cations logKcomp being 1.16 and 1.67 for aqueous Na+ and K+ (Shchori
et al. 1975). The cryptand 222 wraps the ions completely inside a cage that has the
same number of six oxygen donor atoms as the two crown ethers mentioned and in
addition two nitrogen donor atoms. The respective complex formation constants are
logKcomp 3.98 and 5.47, and the enthalpy difference of 16.5 kJ mol−1 pertains to
replacement of the oxygen donor atoms of the hydrating water molecules by those
of the cryptand (Marcus 2004). When carbonyl groups replace ether linkages, as
in the ionophore valinomycin, the selectivity for K+ increases many-fold over that
shown by the crown or cryptand ligands, the relative complex formation constants
are�logKcomp 3–4, increasing with diminishing relative permittivity of the medium
(Rose and Henkens 1974). The main conclusion is that discrimination between the
two cations is larger when the encapsulating ligand is flexible, has stronger donor
abilities of its donor atoms (carbonyl vs. ether oxygen atoms), and allows for some
water of hydration to stick to the cations.

The insights gained from the ionophores may now be applied to the ion channels. It
was concluded that for K+-selective channels a rigid pore geometry that fits only K+
but not the smaller (bare) Na+ does not control the selectivity, since the fluctuations
of the donor atom positions are 0.05–0.10 nm, larger than the difference in rI of
0.036 nm. Rather, having 8 carbonyl oxygen donor atoms in the lining of the channel
in a semi-rigid conformation favours binding to an ion with CN of 8 (K+) over one
with CN of 6 (Na+). On top of this, an environment of low water accessibility, hence
of low relative permittivity, leads to such selectivity that reaches 1000:1 (Dudev and
Lim 2009).

On the contrary, the selectivity for Na+ over K+ in Na+-channels is based on
the pore providing three rather than four protein ligands that have strong donor
abilities (such as carboxylate groups). Three carboxylate groups, with two donor
atoms each, favour Na+ having a CN of 6 relative to K+ having a CN of 8. The
pore of a Na+ channel is narrow and rigid and exposed to the water, letting the
smaller (bare) Na+ to pass through it (Dudev and Lim 2010). The stronger donor
ability of carboxylate vs. carbonyl groups helps to compensate for the unfavourable
dehydration energies of Na+ relative to K+ and a selectivity for Na+ of 500:1 is
achieved. Smaller permeability ratios, of 10–40, are observed in certain voltage gated
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Na+-channels, which can transiently depolarize cell membranes by about + 130 mV.
A lysine residue at the selectivity filter was found by Favre et al. to be essential for
obtaining the Na+ selectivity, but its function was not clear at the time (Favre et al.
1996). Subsequent work by Lipkind and Fozzard (2008) suggested that the glutamate
site in the selectivity filter is normally blocked by hydrogen bonding to the lysine
residue, but that a high charge density ion such as Na+ (also Li+) can compete and
displace the ammonium group of the lysine. An ion with a smaller charge density,
such as K+, is not able to disrupt the hydrogen bond between lysine and glutamate.
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